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I.   INTRODUCTION 1 

Q. Please state your name, your place of employment, and your position. 2 

A. My name is Dr. Jeffrey M. Ellenbogen and I am a physician, scientist and teacher in the 3 

state of Maryland.  I am the Director of The Sound Sleep Project and President of 4 

Ellenbogen Scientific, LLC. 5 

Q. Please describe your educational experience. 6 

A. I received a Bachelor of Arts (“BA”) from the University of Michigan, a Master of Medical 7 

Sciences degree (“MMSc”) from Harvard Medical School, and a Medical Doctor degree 8 

(“MD”) from Tufts University.  After completing medical school, I went to the University of 9 

Pennsylvania where I completed an internship in medicine, residency in neurology, and 10 

fellowship in clinical electrophysiology.  I then completed a two-year post-doctoral 11 

fellowship in Sleep, Circadian, and Respiratory Neurobiology at Harvard Medical School. 12 

A comprehensive list of my training, experience, and education is included in my resume, 13 

which is attached as an exhibit to this testimony.1  14 

Q. Please describe your clinical, academic, and leadership experience as a physician. 15 

A. I am a licensed and practicing physician and have been for more than 20 years.  My clinical 16 

work experience includes practice as a neurologist and sleep-medicine specialist at the 17 

following hospitals: Massachusetts General Hospital (“MGH”), Johns Hopkins Hospital, 18 

and Walter Reed National Military Medical Center (“WRNMMC”).  I was Division Chief and 19 

Lab Director of Sleep Medicine at MGH.  I was an Assistant Professor of Neurology at 20 

Harvard Medical School and at Johns Hopkins University.  Then, I was an Associate 21 

Professor of Neurology and of Military & Emergency Medicine, and Vice Chair of 22 

Neurology at the Uniformed Services University.  At WRNMMC, I saw inpatients with 23 

neurological emergencies, and outpatients in three areas: Neurology Department; 24 

 
1 Idaho Power/1201 (Curriculum Vitae of Dr. Jeffrey Ellenbogen).  
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Otolaryngology Department (i.e., ENT: ear, nose, and throat); and the National Intrepid 1 

Center of Excellence (“NICoE”), which included work on traumatic brain injury, other 2 

neurological diseases, and on sleep medicine. 3 

Q. Please discuss your specific background and expertise regarding noise impacts on 4 

health. 5 

A. When I was Director of the Sleep Division at Harvard’s MGH, I ran a sleep-research 6 

acoustical laboratory.  The purpose of this lab was to help people suffering from noise-7 

induced sleep loss.2  I also spent several years working with the acoustics engineering 8 

firm, Bose Corporation.  9 

Q. One of the parties in this matter has raised concerns regarding the impact of noise 10 

on his insomnia and tinnitus.  Do you have specific education, training, or 11 

experience to address these topics as a subject-matter expert? 12 

A. Yes.  Regarding insomnia, I am a fellowship-trained, board-certified specialist in sleep 13 

medicine, and have been recognized as a Fellow of the American Academy of Sleep 14 

Medicine.  Regarding tinnitus, I have worked directly with patients with tinnitus, mostly 15 

active-duty members of the military returning from combat.  I have also seen patients with 16 

problems of the inner ear (including tinnitus and vertigo) as an outpatient doctor.  Both of 17 

these experiences were at the WRNMMC.  18 

  As a neurologist and sleep-medicine specialist for the past 15 years, I frequently 19 

treat insomnia.  Most recently, at the NICoE (in Bethesda, Maryland), it was my 20 

responsibility to join a multi-disciplinary team whose goal was to provide medical and 21 

related services to active-duty service members returning to the United States from 22 

combat.  Most of these service members had tinnitus and insomnia.  I participated in the 23 

 
2 See Idaho Power/1202 (Buxton, O. M. et al., Sleep Disruption Due to Hospital Noises: A 

Prospective Evaluation (2012)); Idaho Power/1203 (McKinney, S. et al., Covert Waking Brain Activity 
Reveals Instantaneous Sleep Depth (2011)); Idaho Power/1204 (Dang-Vu, T. T. et al., Spontaneous Brain 
Rhythms Predict Sleep Stability in the Face of Noise (2010)). 
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care of both.  During this time, I also saw outpatients at the WRNMMC.  This included 1 

outpatients in the Otolaryngology Clinic who came for treatment from our multidisciplinary 2 

team dealing with inner-ear problems that included vertigo, dizziness, tinnitus, and hearing 3 

loss. 4 

Q. Do you have any industry experience related to noise and human health? 5 

A. Yes.  I worked as a scientific consultant for the consumer-related, acoustical, electrical-6 

engineering company, Bose Corporation, for approximately three years.  I have also 7 

provided expert testimony concerning topics such as noise-induced sleep loss, including 8 

for the wind energy company Invenergy. 9 

Q.  Do you have experience with municipal organizations related to noise and human 10 

health? 11 

A. Yes.  In 2011, the Department of Public Health and Department of Environmental 12 

Protection of the Commonwealth of Massachusetts appointed me to a panel of 13 

professionals (the “Panel”) to perform an independent evaluation of the scientific and 14 

medical literature regarding wind turbines (including noise generated by them), and their 15 

potential impact on human health, as well as to solicit information from the public to hear 16 

about any potential issues not already reflected in the literature.  The Panel’s findings and 17 

conclusions were published in 2012.3 18 

Q. Do you have experience with architectural acoustics and/or noise mitigation? 19 

A. Yes.  I helped develop two sleep laboratories for the purpose of studying sleep and noise.  20 

My role included insights concerning how to minimize noise intrusion for the purpose of 21 

optimizing sleep.  One laboratory was at MGH, and the other at Walter Reed Army Institute 22 

of Research.   23 

 
3 Idaho Power/1205 (Ellenbogen, J. M. et al., Wind Turbine Health Impact Study: Report of 

Independent Expert Panel (2012)). 
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Q. In developing your testimony, have you relied on the testimony of any other Idaho 1 

Power witness in this case? 2 

A. Yes.  I relied on the noise modeling and weather data included in the Reply Testimony of 3 

Mark Bastasch.4 4 

Q. What is the purpose of your testimony? 5 

A. I was retained by representatives of Idaho Power to evaluate the testimony of Greg Larkin 6 

regarding potential health-related consequences of living near the Boardman to 7 

Hemingway Transmission Line Project (“B2H” or the “Project”), and to evaluate and to 8 

provide an expert opinion concerning Mr. Larkin’s specific concerns regarding the impact 9 

of corona noise from B2H on his health. 10 

II.   GENERAL BACKGROUND ON NOISE AND HUMAN HEALTH 11 

Q. What are the topics you will be addressing in this section of your testimony? 12 

A.  First, I will address noise characteristics and how they may be perceived by the hearer, 13 

otherwise referred to in this testimony as the “receiver” or “receptor.”  Second, I will discuss 14 

the levels and types of noises that can have impacts on health.  Third, I will discuss noise 15 

mitigation strategies.  And fourth, given that Mr. Larkin has raised his own insomnia and 16 

tinnitus as concerns, I will discuss how these conditions might be impacted by corona 17 

noise.  18 

A. Noise Characteristics and Perception 19 

Q. Please provide a general discussion regarding noise characteristics and human 20 

perception.  21 

A.  When considering how a particular sound might be perceived by a receptor, three 22 

variables are among the ones most important to note: steady-state vs. impulse; broadband 23 

vs. narrow band; and high amplitude vs. low amplitude.  24 

 
4 See generally Idaho Power/1100 (Feb. 21, 2023). 
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• Steady-state vs. impulse noise.  Noise is generally characterized as steady-state 1 

(i.e., continuous) or impulse (i.e., comes and goes, abruptly).  An example of a 2 

source of steady-state noise is a bedroom fan.  An example of a source of impulse 3 

noise is the discharging of a firearm.  4 

Our brains are primarily change detectors.  So steady-state noises are less 5 

likely to be detected than impulse noise, particularly when they contain a wide 6 

range of frequencies (i.e., broadband, see below).  In fact, steady-state noises are 7 

often introduced into quiet spaces to help people not to notice annoying or 8 

unwanted noises, including impulse noises around or below the energy of the 9 

introduced noise.  This is referred to as “masking” in my testimony below. 10 

Neither the crackling nor the hum-like features of corona noise are 11 

considered impulse noises. 12 

• Broadband vs. narrow band noise.  The frequency composition of a noise can 13 

be broadband (i.e., including many pitches) or narrow band (e.g., as narrow as a 14 

single pitch).  Frequencies are reported in cycles per second, called Hertz (“Hz”). 15 

Our brains tend to find single pitches or narrow bands (i.e., just a few pitches) to 16 

be more noticeable than broadband.  Examples of broadband include “white” or 17 

“brown” noise.  It is also important to note that the human ear is not infinitely 18 

capable of hearing all the pitches in the physical universe.  In fact, just like our 19 

eyes cannot see infrared or ultraviolet light, our ears have great difficulty hearing 20 

frequencies lower than about 20 Hz or higher than about 20,000 Hz. 21 

The crackling feature of corona noise is not considered a narrowband 22 

noise.  While the hum is not technically tonal, it can have a narrow spectrum. 23 

• High amplitude vs. low amplitude noise.   For any given noise, it can be high or 24 

low energy, what we casually refer to as volume, which is the experience by a 25 
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person of a noise’s sound pressure level (“SPL”).5  This measure is often reported 1 

in some form of decibel (“dB”), typically A-weighted decibel (“dBA”), to account for 2 

the specifics of human hearing ranges.  If you play a single piano key softly, the 3 

sound from the piano has a low SPL. Play the exact same key harder and the noise 4 

from the piano will have more energy—a higher SPL.  That is, if you are playing a 5 

single piano key harder, the noise from the piano has the same frequency as the 6 

sound from the piano when you play the same key softly, but the noise has a higher 7 

energy or SPL.  The less energetic a noise is (i.e., a lower SPL), the less likely a 8 

person will perceive that noise.  In fact, there are known minimum thresholds 9 

beyond which our ear cannot hear at all.  Furthermore, people with hearing loss 10 

require a higher energy or high SPL sound in order to perceive the sound. 11 

The crackling and hum-like features of corona noise are of low amplitude 12 

in fair weather and rise to higher levels in foul weather.  With respect to the noise 13 

sensitive receptors (“NSRs”) in this case, and the data presented in Mr. Bastasch’s 14 

testimony, under foul weather conditions, for the average person, the noise might 15 

be audible depending on the ambient background from the environment (i.e., the 16 

higher the ambient background sound level, for example from foul weather 17 

conditions, the less likely an individual will hear the corona noise) and also 18 

depending on whether the individual is indoors or outdoors (i.e., if an individual is 19 

indoors rather than outdoors, the individual is less likely to hear corona noise). 20 

B. Noise and Human Health 21 

Q. Are you aware of any studies on the health impacts of noise, and in particular of the 22 

impacts of corona noise? 23 

 
5 See generally Idaho Power/1206 (Vér, I. L. & Beranek, L. L., Noise and Vibration Control 

Engineering: Principles and Applications (2006)) (provides precise definitions of acoustical-engineering 
terms and concepts, including power, pressure, intensity, tonality, etc., as referenced in my testimony). 
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A. I am unaware of any health studies that have focused specifically on corona noise.  1 

However, of particular relevance to this case is a study that was published by Health 2 

Canada—the department of the Government of Canada responsible for national health 3 

policy—regarding wind turbine noise.   This study provides the largest, and most rigorous 4 

and objective set of scientific data on the general issue of wind turbine noise (hereinafter, 5 

referred to in this testimony as the “Health Canada Study”).  Data analysis and findings 6 

from the Health Canada Study became publicly available in several publications in 2016, 7 

all in well-regarded, peer-reviewed, clinically minded, scientific journals.6  8 

  While corona noise and wind turbine noise are not identical, they are similar 9 

enough that the findings of the Health Canada Study are worth considering here.  10 

  The purpose of the Health Canada Study was to rigorously examine a large 11 

population of people living near wind turbines in order to establish whether human 12 

exposure to noise from wind turbines leads to negative health-related consequences.  13 

Topics addressed in the Health Canada Study included sleep, stress, cardiovascular 14 

disease, and a number of other health-related issues, including headaches and tinnitus. 15 

The 2013 Health Canada Study took place among people living in either Prince Edward 16 

Island or southwestern Ontario.7  These locations were chosen because of their relative 17 

similarities among people, similarities of the topography, and the wind turbines which were 18 

present and operating.8  19 

   This large, cross-sectional, epidemiological study examined well over 1,200 20 

 
6 See Idaho Power/1207 (Michaud, D. S. et al., Self-Reported and Measured Stress Related 

Responses Associated with Exposure to Wind Turbine Noise (2016)); Idaho Power/1208 (Michaud, D. S. 
et al., Exposure to Wind Turbine Noise: Perceptual Responses and Reported Health Effects (2016)); Idaho 
Power/1209 (Michaud, D. S. et al., Effects of Wind Turbine Noise on Self-Reported and Objective Measures 
of Sleep (2016)). 

7 See, e.g., Idaho Power/1208, Ellenbogen/3 (Michaud, D. S. et al., Exposure to Wind Turbine 
Noise: Perceptual Responses and Reported Health Effects (2016)). 

8 See, e.g., Idaho Power/1208, Ellenbogen/3 (Michaud, D. S. et al., Exposure to Wind Turbine 
Noise: Perceptual Responses and Reported Health Effects (2016)). 
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people living near wind turbines.9  Participants were asked a range of health-related 1 

questions (subjective measures) and were physically examined for a range of health-2 

related metrics (objective measures).10  Specifically, the Health Canada Study was an 3 

“exposure-response” design.11  Pursuant to this design method, examiners look to see if 4 

any health problems had more of a causal relationship to sound levels from wind turbines 5 

than others.  Health problems are a part of life and will be discovered in any large 6 

population.  The objective of the Health Canada Study was to see if any health problems 7 

resulted from or were associated with wind turbine noise.  The Health Canada Study 8 

assumed that there was a dose-response relationship between wind turbine noise and the 9 

health condition.12  Simply put, the Health Canada Study assumed that if wind turbine 10 

noise caused a health problem, that health problem should be more and more severe as 11 

the level of the noise got higher and higher.  12 

   The participants in the Health Canada Study were exposed to a range of noise 13 

from wind turbines, from less than 25 dBA up to 46 dBA.13  A control group of persons 14 

being exposed to less than 25 dBA having similar demographics to the remaining 15 

participants in the study was utilized. Sound levels were calculated based on the location 16 

of the dwelling.14  Health Canada’s Scientific Advisory Board reviewed the design of the 17 

study, as did experts from the World Health Organization (“WHO”).  The study design was 18 

also subjected to a 60-day public consultation, and review by the Research Ethics Board.  19 

 
9 See, e.g., Idaho Power/1209, Ellenbogen/2 (Michaud, D. S. et al., Effects of Wind Turbine Noise 

on Self-Reported and Objective Measures of Sleep (2016)). 
10 See, e.g., Idaho Power/1209, Ellenbogen/3-4 (Michaud, D. S. et al., Effects of Wind Turbine 

Noise on Self-Reported and Objective Measures of Sleep (2016)). 
11 See, e.g., Idaho Power/1209, Ellenbogen/7 (Michaud, D. S. et al., Effects of Wind Turbine Noise 

on Self-Reported and Objective Measures of Sleep (2016)). 
12 See, e.g., Idaho Power/1209, Ellenbogen/7 (Michaud, D. S. et al., Effects of Wind Turbine Noise 

on Self-Reported and Objective Measures of Sleep (2016)). 
13 See, e.g., Idaho Power/1209, Ellenbogen/5-6 (Michaud, D. S. et al., Effects of Wind Turbine 

Noise on Self-Reported and Objective Measures of Sleep (2016)). 
14 See, e.g., Idaho Power/1209, Ellenbogen/2-3 (Michaud, D. S. et al., Effects of Wind Turbine 

Noise on Self-Reported and Objective Measures of Sleep (2016)). 
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The subjective measures considered in the Health Canada Study included questions 1 

about a wide range of conditions, including migraines, tinnitus, dizziness, sleep 2 

disturbance, sleep disorders, quality of life, and perceived stress.15  The objective 3 

measures examined in the Health Canada Study included stress (via hair cortisol 4 

measures); cardiovascular outcomes (heart rate, blood pressure); and sleep.16 5 

  None of the subjective measures nor objective measures of human health were 6 

found to be related to noise levels from wind turbines, demonstrating no relationship 7 

between noise from wind turbines and any adverse health impacts.17  With respect to 8 

Mr. Larkin’s concerns, it is important to point out that wind turbine noises up to 46 dBA did 9 

not impact any health conditions, including tinnitus, stress (objectively measured or 10 

subjectively reported), blood pressure (objectively measured), and sleep (objectively 11 

measured or subjectively reported).  The highest modeled noise level at Mr. Larkin’s 12 

property during foul weather conditions is 43 dBA and this assumes a conservative late-13 

night ambient background of 31 dBA—a background ambient value that was calculated 14 

for periods of low winds (less than 10 mph) and without foul weather conditions.18  15 

 Q. In his testimony, Mr. Larkin has raised a concern that corona noise from B2H could 16 

cause hearing loss.19  Are there known thresholds for noise induced hearing loss? 17 

 
15 See, e.g., Idaho Power/1207, Ellenbogen/7 (Michaud, D. S. et al., Self-Reported and Measured 

Stress Related Responses Associated with Exposure to Wind Turbine Noise (2016)). 
16 See, e.g., Idaho Power/1207, Ellenbogen/7 (Michaud, D. S. et al., Self-Reported and Measured 

Stress Related Responses Associated with Exposure to Wind Turbine Noise (2016)). 
17 See, e.g., Idaho Power/1207, Ellenbogen/11-12 (Michaud, D. S. et al., Self-Reported and 

Measured Stress Related Responses Associated with Exposure to Wind Turbine Noise (2016)). 
18 Mr. Larkin’s property is NSR 125. Idaho Power’s Supplement to Petition for CPCN, Attachment 

1 (Final Order, Attachment X-4, Revised Tabulated Summary of Acoustic Modeling Results by Receptor 
Location) at 10557 of 10603 (Oct. 7, 2022) [hereinafter, “Final Order, Attachment X-4”]. 

19 Greg Larkin's Amended Opening Testimony and Exhibits (Greg Larkin/100, Larkin/20) (Feb. 1, 
2023) (“On Page 28 of this document it indicates that there are three broad categories of health effects from 
exposure to noise. a. Subjective effects such as annoyance which can mean a significant degradation in 
the quality of life; b. Sleep, communication and concentration impacts; c. physiological effects such as 
anxiety, hearing loss and tinnitus. For individuals who already have underlying health issues, the addition 
of the corona noise will clearly exacerbate existing hearing, tinnitus, sleep and anxiety issues.”).  
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Yes, depending on the level of the noise, and whether or not it is steady-state or impulse, 

noise can cause hearing loss. In fact, noise-related hearing loss is the most common 

health-related consequence of noise exposure. With respect to noise levels, the United 

States Department of Labor, Occupational Safety and Health Administration ("OSHA") has 

longstanding guidelines that allow up to eight hours of steady-state noise exposure at 

90 dBA (see Table 1 below). 

Table 1. Permissible Noise Exposure20 

Duration Per Dav (Hours) Sound Level Slow Response (dBA) 
8 90 
6 92 
4 95 
3 97 
2 100 
1½ 102 
1 105 
½ 110 
¼ or less 115 

When daily noise exposure is composed of two or more periods of noise exposure of different levels, their 
combined effect should be considered, rather than the individual effect of each. If the sum of the following 
fractions: C1IT1 + C2/T2Cn/Tn exceeds unity, then, the mixed exposure should be considered to exceed 
the limit value. Cn indicates the total time of exposure at a specified noise level, and Tn indicates the total 
time of exposure permitted at that level. 

Exposure to impulsive or impact noise should not exceed 140 dB peak sound pressure level. 

It is further well understood that impulse noises of very high energy (i.e., higher 

than 140 dB peak sound pressure or "dBP") can lead to hearing loss as well (see Table 1 

above and Figure 1 below). 

20 29 CFR 191 0.95(b) (Table G-16 - Permissible Noise Exposure). 
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Figure 1. Comparison of Continuous Noise and Impulse Noise21  1 

 
21 Idaho Power/1210, Ellenbogen/3 (U.S. Army Public Health Command, Readiness Through 

Hearing Loss Prevention (July 2014)). 
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It should be noted that, based on the sound monitoring performed by Idaho Power’s expert 1 

acoustical engineers as described in the Reply Testimony of Mr. Bastasch, the B2H 2 

transmission line noise as it relates to the NSRs in this case is nowhere near the threshold 3 

of noise necessary to cause or worsen hearing loss.22 4 

C. Mitigation for Noise Impacts 5 

Q. What about sound mitigation—is there anything to do to make the impact of corona 6 

noise less of a problem for nearby residents? 7 

A. Yes.  There are many things that can be done to reduce the impact of a noise on a person. 8 

Doing so is often referred to as “noise mitigation.” 9 

Generally speaking, noise mitigation leverages psychological and physical 10 

principles under a couple of different disciplines within acoustics, including 11 

psychoacoustics (i.e., the discipline addressing how people perceive sound) and 12 

architectural acoustics (i.e., the discipline addressing how sound is handled in and around 13 

spaces, including everything from concert halls to bedrooms).  14 

The item that makes noise is often referred to as the “noise source.” And the item 15 

that hears the noise is referred to as the noise “receiver” or “receptor.”  A source of noise 16 

can be plucking the string of a guitar or revving the engine of a car. The receptor can be 17 

many things, including a studio microphone or a human ear.  For the purpose of this 18 

discussion, a receiver will be a person in their bedroom. 19 

Broadly speaking, there are three categories of how one might mitigate noise.  20 

These categories address: (1) the noise source (i.e., the item that makes the noise); (2) the 21 

path the noise takes through the atmosphere; and (3) the receiver (e.g., the listener in a 22 

home). Manipulating any of these variables, sometimes a combination of these variables, 23 

can reduce the impact of noise on human health, safety, and welfare.  Moreover, 24 

 
22 Final Order, Attachment X-4 at 10553-58 of 10603. 
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perception of a noise might be masked by similar or higher ambient background sound 1 

levels.  2 

• Source.  It is often optimal to deal with a noise by resolving it at the source.  Providing 3 

lubrication to a squeaking wheel, for example, might help reduce the friction that 4 

causes a noise.  In other words, addressing the source of the noise might make the 5 

noise reduced or even eliminated. 6 

• Path.  For noise to travel from the source to the receiver, the vibration energy needs 7 

to be transmitted from the source to the receiver.  This is achieved by energy that 8 

sequentially vibrates molecules in the atmosphere along that pathway.  Because 9 

there are no molecules in space, this is why noise does not travel in space.  10 

Conversely, because liquid water is more densely packed with molecules compared 11 

to the air in our atmosphere, noise travels faster in water than in air.  But there is a 12 

catch to this movement of vibration energy.  It is imperfectly efficient. More 13 

specifically, along the way of the path, there are energy losses due to friction as each 14 

molecule passes its energy to the next.  The further the noise has to travel, the more 15 

and more friction it encounters, making its energy less and less along the way. We 16 

have all intuitively experienced this phenomenon.  The further we are from a noise, 17 

the less we hear it.  18 

As a result of this loss of energy due to friction (and other physical principles), 19 

setting the noise source further away from the receiver will reduce the level of the 20 

sound at the receiver.  Also, placing barriers between the noise source and the 21 

receiver can not only cause a great deal of friction and energy loss, but can also 22 

cause the energy to be reflected and travel in a different direction than the receiver.  23 

The result of a barrier—which can be trees, a wall, or a window—is that the SPL of 24 

the noise is reduced by the time it reaches the receiver, if it reaches the receiver at 25 

all.  And if the noise reaches the receiver at a similar SPL to the ambient background 26 
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sound level or less, then the receiver’s perception of the noise will likely be reduced, 1 

or the receiver might not notice the noise at all. 2 

Earplugs are another example of attempting to obstruct the path of a noise 3 

getting to the receiver’s eardrum from the noise source.  4 

• Receiver or receptor.  Once a noise has been produced and has traveled all the 5 

way to a human ear, whatever frequency and energy that remains will cause the 6 

eardrum to transmit that energy through the acoustic nerve and to the auditory portion 7 

of the brain where it is then brought to the attention of the person via attention 8 

mechanisms in the brain.  That is, if the noise is made of a frequency too high or too 9 

low for human perception (below 20 Hz or above 20,000 Hz), or if the noise is of such 10 

a low level that it is whisper-quiet, the noise does not generate a signal from the ear 11 

to the brain such that it is perceivable.  12 

• Masking.  Even if a noise is able to generate a signal that is transmitted to the brain, 13 

there are a number of different conditions and mitigation measures that would reduce 14 

the receiver’s perception of the noise, or even allow the noise to go unnoticed by the 15 

receiver.  First, as discussed above, if the noise reaches the receiver at a similar SPL 16 

to the ambient background sound level or less, then the receiver’s perception of the 17 

noise will likely be reduced, or the receiver might not notice the noise at all. For 18 

example, if a broadband sound is of modest SPL (like a breeze through trees or rain 19 

at night), that broadband ambient background sound makes it difficult to hear a novel 20 

noise of similar or lesser level.  When one deliberately introduces a background 21 

sound, with the goal of not hearing unwanted noise, that process is referred to as 22 

“sound masking.”  Sound masking can be done with a wearable device, like a 23 

programmable hearing aid or earbuds with a feed of music or noises.  Sound masking 24 

can also be achieved without contact to the body, such as turning on a fan in a 25 

bedroom.  A fan running in the bedroom at a modest SPL would produce a steady-26 
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state, broadband noise and a mild energy state that will make it difficult to perceive 1 

other noises at or below the SPL of the fan.  2 

• Other.  If a novel noise is not reduced or eliminated at the noise source or path, and 3 

the noise reaches and is perceived by the receiver, then another important variable 4 

to consider beyond sound masking is to reduce the receiver’s attention to the noise 5 

and vigilance of it.  Any noise that produces a fear response, for instance, will be 6 

attended to with vigilance.  A fear response to a novel noise is adaptive and helpful if 7 

the noise source is threatening.  Conversely, a fear response is maladaptive if the 8 

noise source is not threatening.  Importantly, in his testimony, Mr. Larkin has raised 9 

the concern that noise can impact anxiety.23  Disorders such as anxiety  10 

might lead to distortions of significance and threat level, triggering the receiver’s fear 11 

response and resulting in maladaptive hyper-attention to a non-threatening noise.  12 

Therefore, it is important to treat disorders that may trigger a maladaptive fear 13 

response and cause unnecessary stress to the receiver.  To prevent or reduce a 14 

maladaptive fear response, it is equally important for the receiver to be adequately 15 

informed of what noise constitutes a threat, and what does not.  This information 16 

might come in the form of a broader cognitive-behavioral therapy (“CBT”) strategy, 17 

which can be therapeutic for people with anxiety .  18 

 
23 Greg Larkin/100, Larkin/20 (Feb. 1, 2023) (“For individuals who already have underlying health 

issues, the addition of the corona noise will clearly exacerbate existing hearing, tinnitus, sleep and anxiety 
issues.”). 

REDACTED
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D. Insomnia and Tinnitus 1 

Q. What is insomnia, and how might it relate to noise?  2 

A. Insomnia is the inability to fall asleep or stay asleep, or both, and an overall concern 3 

regarding insomnia is the sleep disorder’s impact on daily life.  In this response, I will first 4 

address the topic of insomnia, in general, including terminology and diagnosis.  I will then 5 

relate insomnia to noise. 6 

To the general public, the term insomnia is sometimes used with a relaxed 7 

definition to mean anything that impairs good sleep.  To a medical provider, however, the 8 

term “insomnia” does not merely mean the inability to sleep.  Instead, the field of sleep 9 

medicine has criteria that forge the definition of chronic insomnia as a disorder.  The six 10 

criteria below defining insomnia are from the International Classification of Sleep 11 

Disorders, ICSD-3,24 and similar criteria have been adapted by the psychiatry field in the 12 

Diagnostic and Statistical Manual of Mental Disorders, DSM-5-TR.25 13 

A. The patient reports one or more of the following: 14 

1. Difficulty initiating sleep. 15 

2. Difficulty maintaining sleep. 16 

3. Waking up earlier than desired. 17 

4. Resistance to going to bed on appropriate schedule. 18 

5. Difficulty sleeping without parent or caregiver intervention. 19 

B. The patient reports one or more of the following related to the night-time 20 

sleep difficulty: 21 

1. Fatigue/malaise. 22 

2. Attention, concentration or memory impairment. 23 

 
24 American Academy of Sleep Medicine, International Classification of Sleep Disorders (3d ed. 

2014)).  
25 American Psychiatric Association Publishing, Diagnostic and Statistical Manual of Mental 

Disorders: DSM-5-TR (5th ed. 2022).  
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3. Impaired social, family, occupational or academic performance. 1 

4. Mood disturbance/irritability. 2 

5. Daytime sleepiness. 3 

6. Behavioral problems (e.g. hyperactivity, impulsivity, aggression). 4 

7. Reduced motivation/energy/initiative. 5 

8. Proneness for errors/accidents. 6 

9. Concerns about or dissatisfaction with sleep. 7 

C. The reported sleep/wake complaints cannot be explained purely by 8 

inadequate opportunity (i.e. enough time is allotted for sleep) or inadequate 9 

circumstances (i.e. the environment is safe, dark, quiet and comfortable) 10 

for sleep. 11 

D. The sleep disturbance and associated daytime symptoms occur at least 12 

three times per week. 13 

E. The sleep disturbance and associated daytime symptoms have been 14 

present for at least 3 months. 15 

F. The sleep/wake difficulty is not better explained by another sleep 16 

disorder. 17 

For purposes of our discussion—in considering whether the noise from the 18 

transmission line causes or worsens insomnia—it is important to highlight two components 19 

of this clinical definition of insomnia.  First is Criterion C, which requires adequate 20 

opportunity and circumstances, such as quiet environments to sleep.  In other words, if I 21 

were unable to fall asleep at night due to a very loud noise from a neighbor, I would not 22 

have a diagnosis of insomnia; rather, I would have inadequate circumstances conducive 23 

for sleep.  Such circumstances still result in lost sleep and are still a problem, but do not 24 

constitute insomnia.  The diagnosis of insomnia requires difficulty initiating or maintaining 25 

sleep under reasonable circumstances, such as quiet environments.  This distinction is 26 
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important when discussing an individual’s concerns regarding their inability to sleep, as 1 

inability to initiate or maintain sleep might be due to either the circumstance (e.g., noise) 2 

or the disorder (i.e., insomnia)—knowing which is the real cause of the patient’s inability 3 

to sleep will optimize problem solving. 4 

The second component of this clinical definition of insomnia that is worth noting is 5 

Criterion F, which requires that the patient’s inability to initiate or maintain sleep is not best 6 

explained by another factor, such as a different medical condition.  For example, when a 7 

person has  pain, that individual can have difficulty initiating or maintaining 8 

sleep.  The signal of pain to the brain is an alerting signal, like a flashing light or loud noise. 9 

While this person can be said to lack adequate sleep due to pain, they would not be given 10 

the separate diagnosis of insomnia as well.  Efforts to treat the pain would be more suitable 11 

than efforts to generically treat insomnia.  A particularly problematic treatment plan would 12 

be to exclusively address the alleged insomnia without consideration of a patient’s pain.  13 

 14 

 15 

 16 

 17 

 18 

 19 

  20 

Separately, when a person has insomnia, they have, by definition, difficulty 21 

initiating or maintaining sleep, or both. In those situations, people will often become 22 

frustrated or anxious while awake.  A patient is more likely to become frustrated or anxious 23 

under such circumstances if they already have a disorder, such as anxiety .  24 

Furthermore, while lying in bed awake, an individual with insomnia might attribute their 25 

inability to initiate or maintain sleep to subtle sensory experiences.  For example, a subtle 26 

REDACTED
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sound at night like a dripping faucet.  To a person with insomnia, this is often a mistaken 1 

attribution. The individual’s insomnia is keeping them awake, not the noise from the 2 

dripping faucet.  At least, that is the case initially.  But then the patient with insomnia 3 

unintentionally conditions themselves to find the signal (dripping faucet, in this example) 4 

to be the cause of their insomnia.  Hearing the faint dripping sound—a noise that might 5 

not disturb the average person—can create an anxious and awakening response in the 6 

patient with insomnia.  In fact, this phenomenon is particularly robust when the person 7 

feels the signal is dangerous.  And the interesting thing is that the signal does not need 8 

to be dangerous in reality; the signal just needs to be considered dangerous in the mind 9 

of the person having trouble sleeping.  Threat responses of the mind are alerting and 10 

prevent sleep.  11 

This concept of conditioning can perpetuate the symptoms of insomnia, and even 12 

make them worse.  And while fixing the dripping faucet might help, the real problem is the 13 

patient’s underlying insomnia and anxiety, and those disorders should be the primary 14 

focus of treatment.  If the underlying insomnia and anxiety are not the primary focus of 15 

treatment, then even when the faucet is fixed, the person with insomnia will condition 16 

themselves to another stimulus they mistakenly attribute as the cause of their inability to 17 

sleep.  18 

This approach to insomnia is commonly referred to as the “3P” model of insomnia: 19 

predisposing, precipitating, and perpetuating of insomnia symptoms.26  Factors that 20 

predispose a patient to insomnia include, among other inherent health conditions, 21 

genetics.  Precipitating factors, such as life events, initiate insomnia symptoms.  22 

Precipitating factors might specifically include a traumatic event, or an onset of a disorder, 23 

such as anxiety .  Perpetuating factors are conditions that maintain the 24 

 
26 See, e.g., Idaho Power/1211, Ellenbogen/5-7 (Riemann, D. et al., Insomnia Disorder: State of 

the Science and Challenges for the Future (2022)).  

REDACTED
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patient’s insomnia.  For example, these factors can include fixed and false beliefs that 1 

produce anxiety, or an alerting response.  If, as stated by Mr. Larkin in his testimony,27 an 2 

individual believes that the very faint sound of a transmission line will render their house 3 

uninhabitable by causing a serious health condition, such as high blood pressure, then 4 

the faint sound of a transmission line might impair sleep, even if it would not do so for the 5 

average person. 6 

To be sure, noise can and does awaken people from sleep—particularly people 7 

who are “light sleepers,” meaning they tend to have difficulty achieving deep stages of 8 

sleep that prevent sensory awareness.  This can become a problem if noises are of high 9 

amplitude and significantly above ambient background sound levels, and if these noises 10 

have certain characteristics such as sudden rise and fall (i.e., impulse noise), tonality (i.e., 11 

narrow bandwidth), or other alerting acoustical properties.  12 

In some circumstances, noise can be a major contributor to a person’s inability to 13 

sleep. Noise-induced sleep loss can be an aggravating and important problem.  This is 14 

rarely the case unless the noise has the features discussed above, namely, that it has an 15 

energy level well above ambient background sound levels, and has alerting features to it, 16 

such as impulse and narrow bandwidth.  A smoke-detector siren, for example, has such 17 

features.  18 

With respect to treatment of insomnia, one of the most effective forms of treatment 19 

available today is cognitive behavioral therapy for insomnia, CBT-I.  This therapy has been 20 

demonstrated to be as or more effective than many current medications for insomnia, and 21 

so CBT-I is felt by many sleep doctors to be a first-line treatment for most people with 22 

insomnia.28  23 

 
27 Greg Larkin/100, Larkin/18-19 (Feb. 1, 2023). 
28 Idaho Power/1211, Ellenbogen/7-10 (Riemann, D. et al., Insomnia Disorder: State of the Science 

and Challenges for the Future (2022)).  
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Treatment of insomnia must include approaches to sleep that are healthful.  These 1 

approaches include regular nighttime routines such as a disciplined sleep schedule; 2 

reduced electronics in bed; and other strategies collectively referred to as “sleep hygiene.”  3 

 4 

 5 

 6 

 7 

 8 

 9 

 10 

 11 

Q. What is tinnitus and how might it relate to noise?  12 

A. Tinnitus is the perception of sound that has no external source.29  There are many causes 13 

to tinnitus, but the most common-known cause is noise-induced hearing loss.  It is no 14 

surprise, then, that the highest associated cause of tinnitus is occupational noise exposure 15 

at a very high SPL since such exposure is also one of the most common causes of noise-16 

induced hearing loss.  Tinnitus and hearing loss can result from impulse noise like the 17 

discharging of a firearm, or from sustained noise like large engines at close range for long 18 

periods of time.  Other considerations besides noise exposure that cause tinnitus, 19 

however, include neurological diseases, infection, and medications that can either cause 20 

tinnitus or make it worse.30  21 

While tinnitus affects approximately 50 million people in the United States, “the 22 

majority of people with tinnitus are minimally bothered by the sensation.”31   23 

 
29 See generally Idaho Power/1212 (Bauer, C. A., Tinnitus (2018)). 
30 Idaho Power/1213, Ellenbogen/20-23 (Dinces, E. A., Etiology and Diagnosis of Tinnitus (2023)). 
31 Idaho Power/1212, Ellenbogen/3 (Bauer, C. A., Tinnitus (2018)). 
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 anxiety are among the two key variables that can make the experience of tinnitus 1 

worse.  The mechanism of this worsening is unclear.  One model points to these  2 

disorders leading to inappropriate attention to the sensation, and excessive worry about 3 

its impact on health and well-being. 4 

The medical management of tinnitus includes numerous treatment strategies, 5 

none of which are cures.  The first is acoustic stimulation.  By exposing the patient to 6 

noises below the threshold for causing noise-induced hearing loss, their ambient 7 

background sound levels are increased, and thus they are less apt to notice the tinnitus 8 

sensation.  This can be as simple as turning on broadband masking noise, such as turning 9 

on a quiet fan in the room.  Or, as discussed above, sound masking can be achieved 10 

through hearing devices in the ear, such as hearing aids that can be programmed to 11 

generate sound or more simply just amplify existing sounds in the room.  Finally, mental 12 

health is essential in dealing with tinnitus.  Accordingly, if the patient presents with 13 

 anxiety, then therapy for these disorders is necessary.  Additionally, people 14 

with tinnitus often benefit from CBT  15 

.  16 

III.   B2H AND HEALTH IMPACTS 17 

Q. Are you familiar with the Reply Testimony of Mark Bastasch—specifically those 18 

portions of his testimony where he describes corona noise and the results of Idaho 19 

Power’s sound monitoring studies? 20 

A. Yes, I am familiar with the Reply Testimony of Mr. Bastasch concerning the Project in 21 

which he discusses: (1) the characteristics of corona noise; (2) how corona noise is 22 

produced, and what conditions trigger corona noise; (3) how often corona noise occurs 23 

during foul weather events, both regionally and across the entire analysis area for the 24 

Project; (4) what the modeled noise levels in terms of dBA are at NSRs during fair and 25 

REDACTED
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foul weather; and (5) what level of increases from ambient sound levels are expected at 1 

NSRs during foul weather. 2 

Q. Please summarize the aspects of Mr. Bastasch’s testimony that are salient to your 3 

opinions as to the potential of corona noise from B2H to impact the people who live 4 

near B2H. 5 

A. There are many details in Mr. Bastasch’s Reply Testimony that are worth consideration.  6 

With respect to health, there are a few notable things to consider.  7 

The average ambient sound levels in the regions B2H crosses are remarkably low, 8 

which is reflected in the representative ambient sound levels used for many of the NSRs.  9 

From a non-medical perspective, I can appreciate the desire to maintain that low ambient 10 

background. In normal operations, during fair weather conditions, the corona noise from 11 

B2H is similarly of low sound-pressure levels for all NSRs.  I understand that B2H’s normal 12 

operations (i.e., operating at a voltage less than 550-kV) and fair-weather conditions to be 13 

occurring the majority of the time.  During these fair-weather conditions and normal 14 

operations, I doubt corona noise will be heard at residences in the vicinity of this Project, 15 

and even if perceived faintly, corona noise from the Project does not pose any health 16 

effect.  17 

During foul weather, the corona noise will be elevated and possibly be heard at 18 

NSRs.  In these instances, the highest sound-pressure level that is expected to occur 19 

along the route when corona noise occurs (during foul weather conditions) is reported to 20 

be 46 dBA.32  Despite this level of corona noise being potentially audible, this is a fairly 21 

quiet noise level and does not pose a health risk, as discussed elsewhere in my testimony. 22 

As reported in Mr. Bastasch’s testimony, foul weather events—which correlate to 23 

a potential for exceedance—are expected to occur 1.3 percent of the hours in a year 24 

 
32 This NSR is NSR-115. Final Order, Attachment X-4 at 10557 of 10603. 
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averaged across the entire Project area.33  If looking at specific regions, foul weather 1 

events in the La Grande region are anticipated to occur 2.7 percent of the hours in the 2 

year, and this frequency is the highest out of all four regions.34  If one then considers Idaho 3 

Power’s sensitivity analysis focusing on late-night data when exceedances are most likely 4 

to occur because of the lower ambient background sound levels, the frequency of calendar 5 

days with one hour or more of foul weather during the late night is four percent for the 6 

entire Project area and seven percent for LaGrande (with the regional frequencies ranging 7 

between two and seven percent).35  I have no specific medical opinion regarding the 8 

methods for predicting whether Oregon’s  ambient antidegradation standard is met or not.  9 

But it struck me that Idaho Power may be overestimating NSR exceedances of the ambient 10 

antidegradation standard based on the Company’s overly conservative assumptions and 11 

inputs.36  It is reasonable to expect that the volume of corona noise would increase during 12 

foul weather events.  But I would also expect that the ambient background sound level 13 

would also increase during foul weather, and Idaho Power did not appear to account for 14 

elevated ambient background sound levels when considering whether an NSR is in 15 

exceedance or not.  16 

Specifically, if I understood correctly, the ambient background sound levels were 17 

measured or calculated during quiet, calm, good-weather situations (i.e., optimal 18 

conditions).37  However, I would not expect these ambient background sound levels to 19 

maintain those low numbers in foul-weather conditions.  Wind, rain, and other natural 20 

features would be expected to reduce the gap between the actual ambient background 21 

sound level and modeled corona noise during foul weather.  Such conditions, however, 22 

 
33 Idaho Power/1100, Bastasch/16-17 (Feb. 21, 2023). 
34 Idaho Power/1100, Bastasch/16-17 (Feb. 21, 2023). 
35 Idaho Power/1100, Bastasch/17-18 (Feb. 21, 2023). 
36 Idaho Power/1100, Bastasch/18-20 (Feb. 21, 2023). 
37 Idaho Power/1100, Bastasch/19 (Feb. 21, 2023). 
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might not be enough to create a masking sound sufficient to narrow the gap between 1 

ambient background sound level and modeled corona noise during foul weather, such that 2 

the difference would fall below the exceedance threshold for the ambient antidegradation 3 

standard.  As such, corona noise might still be audible for some receptors.  4 

Further still, on foul-weather nights when corona noise is expected to occur at its 5 

worst, I would anticipate residents to be indoors, with windows partly or fully closed.  This 6 

process would substantially reduce noise-pressure levels of corona noise indoors, 7 

independent of the ambient background sound level outdoors.  Specifically, in their 2018 8 

report, the World Health Organization or WHO explained that “the differences between 9 

indoor and outdoor levels are usually estimated at around 10 dB for open, 15 dB for tilted 10 

or half-open and about 25 dB for closed windows.”38  11 

Taken together—during most hours of the year, corona noise is faint and likely 12 

inaudible.  During foul-weather conditions, the noise might be audible, and might exceed 13 

the ambient antidegradation standard, but even in these circumstances, corona noise for 14 

the Project is not at a level posing a health risk, even among the 41 NSRs that exceed the 15 

ambient antidegradation standard.  While my opinion here is not linked to any specific 16 

amount of time of the year that the predicted exceedances take place, it is worth noting 17 

that the exceedances themselves are infrequent.  18 

Q. In general, how can the corona noise from B2H be expected to impact someone with 19 

or without underlying conditions?   20 

A. Given the predicted corona noise levels from B2H, the overly conservative ambient 21 

background sound levels, the assumption that people close their windows during foul 22 

weather (i.e., when corona noise is predicted to be at its worst), and that Idaho Power will 23 

mitigate noise impacts at NSRs with predicted exceedances, I expect that corona noise 24 

 
38 Idaho Power/1214, Ellenbogen/29 (WHO, Environmental Noise Guidelines for the European 

Region (2018)).   
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from the transmission line will have no impact on human health, even among those with 1 

underlying conditions.  It might be possible for a person to hear the transmission line, in 2 

foul weather conditions, particularly those landowners anticipated to experience corona 3 

noise levels well above the ambient background sound levels.  But with mitigation 4 

measures in place, even this perception can be substantially reduced.  5 

Q. In general, how would corona noise be expected to impact someone with tinnitus?  6 

Please discuss the expected impact both indoors and outdoors. 7 

A. I would not expect that corona noise would impact someone’s tinnitus, neither favorably 8 

nor unfavorably.  At the noise levels produced by B2H, even in worst-case scenario 9 

conditions, there is no reasonable concern that corona noise will provoke or worsen an 10 

individual’s tinnitus.  11 

Q. In general, how would corona noise be expected to impact someone with insomnia? 12 

A. The expected noise from B2H in normal-operating, fair-weather conditions is well below 13 

the conservative ambient background sound levels for the NSRs.39  As such, I expect that 14 

B2H will not be perceived at all during these conditions.  Accordingly, it is my opinion that 15 

during fair weather, corona noise would not have any impact on sleep, even among those 16 

who are light sleepers.  17 

Even in foul weather, it is still unlikely that corona noise would have any impact on 18 

sleep, even among those who are light sleepers, because predicted corona noise levels 19 

are not high.  This is particularly true given that Idaho Power is required to provide 20 

mitigation in those cases where an exceedance of the ambient antidegradation standard 21 

is predicted. 22 

However, for those individuals with insomnia, anxiety,  it is possible 23 

for a resident to learn or develop the false belief that corona noise is dangerous for their 24 

 
39 Final Order, Attachment X-4 at 10557-58 of 10603. 
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health, resulting in the potential worsening of their sleep, mood, or anxiety.  In addition to 1 

mitigation strategies, there are a number of considerations here that I discuss below.   2 

Q. How would you expect that corona noise would impact someone with  3 

stress, or anxiety?  4 

A. As a general rule, the impact of noise on people with stress, anxiety,  is 5 

highly specific to the person and to the underlying cause of the stress, anxiety,  6 

  As with insomnia, discussed above, people who have anxiety can condition 7 

themselves to a non-threatening stimulus, believing it is, in fact, threatening.  8 

The very nature of anxiety as a disorder is that a person with anxiety is prone to 9 

have exaggerated responses, even to items that pose no threat whatsoever.  As such, it 10 

is possible for someone with anxiety to become more anxious, merely at the perception of 11 

corona noise, even if the noise is faint as a whisper—or, even if not perceived at all.  The 12 

mere thought of a threat to personal safety—however inaccurate—is enough to provoke 13 

a worsening anxious response. 14 

As a general rule, there are several, non-exclusive approaches to a person with 15 

anxiety who is having anxious thoughts, anxious feelings, or anxious responses to a 16 

stimulus that is not actually a threat, such as corona noise from the B2H transmission line.  17 

In all situations, the starting point of treatment is for the provider to have compassion for 18 

the anxious person.  This person inhabits a world even more threatening than is warranted, 19 

and that is challenging for their daily living.  This distinguishes anxious thoughts we all 20 

have, particularly from threatening stimuli.  For someone with an anxiety disorder, the 21 

response is exaggerated, sometimes irrational.  22 

Beyond compassion, the next most common step for a provider is to take effort to 23 

educate the patient about the non-threat.  In short, a provider should educate the individual 24 

such that they are able to become aware of their automatic thoughts, unrealistic concerns, 25 

or unsubstantiated worries.  A provider should further provide the patient with a mental 26 

REDACTED
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process that helps them to overcome these anxious responses to non-threatening stimuli.  1 

Collectively, this and related processes are referred to as CBT. 2 

CBT has been demonstrated to be effective for the treatment of anxiety, as have 3 

some anxiolytic medications, and the combination of the two (CBT plus medication) 4 

appears to be most potent.40  The decision concerning which of these treatments—or 5 

combination of treatments—is most effective for any individual should be tailored to the 6 

patient.  If a patient were to focus on pharmacological therapy for anxiety, it is important 7 

that they work with a healthcare provider who is familiar with which medications are 8 

effective for anxiety, at what dose, and how to deal with potential side effects. 9 

It is essential that the patient work with a mental-health care provider to resolve 10 

these matters of anxiety.  It might seem to an outsider that the person is having an anxious 11 

feeling about a particular stimulus; and that may be true.  But while anxiety may manifest 12 

with something particular in the moment, removing the stimulus causing the anxiety will 13 

likely lead to the anxious person finding a new stimulus to be anxious about.  Exceptions 14 

may exist when an anxious person has a particular phobia, like snakes.  Therefore, 15 

generally speaking, it is most important to focus on treatment of the underlying anxiety 16 

disorder rather than exclusively focusing on the non-threatening stimulus. 17 

IV.   NOISE MITIGATION PLANS FOR B2H 18 

Q. Have you reviewed the mitigation strategies that Idaho Power is required to 19 

undertake to reduce the impact of corona noise on persons living near B2H?  How 20 

would you expect these strategies to affect the impact of corona noise on people 21 

living near the transmission line? 22 

A. Yes, I have reviewed the mitigation strategies that Idaho Power is required to undertake 23 

to reduce the impact of corona noise on persons living near B2H.  There are numerous 24 

 
40 See generally Idaho Power/1215 (Walkup, J. T. et al., Cognitive Behavioral Therapy, Sertraline, 

or a Combination in Childhood Anxiety (2008)).  
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mitigation strategies that are capable of addressing the corona noise produced by B2H 1 

such that there should be limited or no perception of the noise, and no risk to health or 2 

safety. 3 

First, it should be re-emphasized that none of the residents (NSR property owners) 4 

are exposed to noise in excess of the Oregon Department of Environmental Quality’s 5 

(“ODEQ”) fixed Table 8 noise level standards of 55 dBA (L50) daytime or 50 dBA (L50) at 6 

night.  The exceedances we are discussing that would require mitigation are exceedances 7 

of ODEQ’s ambient antidegradation standard in which a generated noise may not be more 8 

than 10 dBA above ambient background sound levels.  Idaho Power’s predicted 9 

exceedances at certain NSRs are due to the ambient background sound levels for many 10 

of these NSRs being exceedingly quiet, making it more likely that a resident might hear a 11 

faint sound of the B2H transmission line even if it is under 50 dBA.  In these situations, 12 

there appears to be a robust mitigation requirement of Idaho Power. 13 

As I noted above, exceedances of ODEQ’s ambient antidegradation standard will 14 

be infrequent.  Moreover, the corona noise levels, as experienced in residents’ homes, will 15 

be low.  And, in all cases where exceedances are expected, Idaho Power is required to 16 

offer robust mitigation measures.  The full mitigation process contained in Noise Control 17 

Conditions 1 and 2 can be read in detail in Idaho Power’s site certificate for B2H.41  I will 18 

briefly note a few key elements of the mitigation conditions that I found to be impressive, 19 

and that give me confidence that the mitigation process will lead to resolution of any 20 

nearby resident’s concerns regarding health, safety, or welfare. 21 

1. Idaho Power is required to be proactive in notifying landowners.  Idaho Power22 

will send notices to all landowners that might be at risk for an exceedance of the23 

41 Idaho Power’s Supplement to Petition for CPCN, Attachment 1 (Final Order, Attachment 1, Site 
Certificate) at 785-89 of 10603 (Oct. 7, 2022) (Noise Control Conditions 1 and 2) [hereinafter, “Final Order, 
Attachment 1”]. 
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ambient antidegradation standard at their property (Attachment X-7).  In other 1 

words, the process will not require the NSR property owner to reach out to Idaho 2 

Power.  Rather, Idaho Power is required to initiate contact and inform residents of 3 

the potential noise exceedances. 4 

2. Mitigation measures are robust.  The requirements for noise mitigation include5 

a primary intervention, alternative options, requirement of mutual agreement6 

among the parties, and allowances for specific instances and circumstances of7 

individual landowner preferences and relevant health conditions.8 

3. Mitigation measures are required to be in place prior to operation.  Site-9 

specific noise mitigation plans are required to be in effect prior to operation.  So10 

there is no window of time in which corona noise from B2H would be anticipated11 

to impact the health, safety, or wellness of nearby residents without mitigation.12 

4. A system is in place to receive and respond to complaints if they arise.  If a13 

situation were to arise in which a landowner experiences a noise exceedance after14 

B2H begins operating (which is not contemplated by the exception to and variance15 

from ODEQ’s ambient antidegradation standard under Noise Control Conditions 416 

and 5),42 or the landowner was not initially identified as an NSR with an17 

exceedance, it is important that they have a means to voice that complaint, an18 

expectation that their complaint will be responded to in a timely fashion, and that19 

there is objective, agency oversight of the complaint process—especially if a20 

disagreement should occur between the complainant and Idaho Power.  Idaho21 

Power is required to have this process in place, and to notify potentially impacted22 

landowners within one mile of the Project’s site boundary (Attachment X-7) of the23 

42 Final Order, Attachment 1 at 812 of 10603 (Noise Control Conditions 4 and 5). 



REDACTED 
Idaho Power/1200 

Ellenbogen /31 

1 

2 

site certificate conditions prescribing this complaint process in a plain language 

summary. 

3 V. RESPONSE TO MR. GREG LARKIN'$ CONCERNS ABOUT HIS OWN HEALTH 

4 Q. Mr. Greg Larkin has provided testimony regarding his concerns that corona noise 

5 generated by B2H would exacerbate his pre-existing health conditions and has 

6 provided medical records attesting to his health conditions. Are you familiar with 

7 Mr. Larkin's testimony and his medical records that he provided? 

8 A. Yes. I have reviewed the medical records of Mr. Larkin that were made available to me 

9 through representatives of Idaho Power. 43 I also reviewed the portion of Mr. Larkin's 

10 testimony in which he raised general concerns and specific concerns that B2H may affect 

11 his health, and his related claims concerning the habitability of his home resulting from 

12 these potential health effects. 44 

13 Q. 

14 

15 -

16 A. 

17 

18 

19 

20 

21 

22 

23 I 

Larkin/100, Larkin/11-14) (Jan. 17, 2023). 
1 (Feb. 1, 2023); Greg Larkin's Opening Testimony (Greg 
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8 Q. In Mr. Larkin's testimony, did he raise specific concerns about his health that might 

9 be affected by corona noise from B2H? 

10 A. Yes. In Mr. Larkin's testimony, he raises concerns that both his insomnia and his tinnitus 

11 would be affected by noise from B2H: "My medical records document that my current 

12 medical conditions make me particularly sensitive to noise."46 

13 

14 

15 

16 

17 

18 

19 
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Mr. Larkin continues in his testimony: “A lack of sleep can make my tinnitus worse, 1 

and I am to be ‘cautious about additional exposure to loud noise, as additional damage to 2 

the inner ear may aggravate my tinnitus.’”49 3 

I agree that additional damage to Mr. Larkin’s inner ear might aggravate his tinnitus 4 

further.  However, as I discussed above, the corona noise from the B2H transmission line 5 

at Mr. Larkin’s home—or any of the 41 NSRs expected to experience an exceedance of 6 

the ambient antidegradation standard—are noises of orders of magnitude below any 7 

concern for noise-induced hearing loss.  8 

As pointed out in Table 1 of this testimony, hearing loss is felt to be of potential 9 

concern with continuous exposures at or above 90 dBA (or 140 dBP).50  None of the 10 

receptors for this project are predicted to be exposed to sound levels from corona noise 11 

above 46 dBA.  Note that dB is not an arithmetic scale where it only takes twice as much 12 

noise to reach levels of concern in this example.  Since dB is a logarithmic scale, the 13 

acoustical energy doubles every 3 dB.  So, in this example, to reach 90 dBA from 46 dBA, 14 

that would require several thousand of these transmission lines to approach 90 dBA in 15 

order to be concerned regarding causes or contributions to noise-induced hearing damage 16 

to the inner ear. 17 

Similar criteria to OSHA’s guidelines have been implemented by the Environmental 18 

Protection Agency, National Institute of Occupational Safety and Health, and the United 19 

States Department of Defense branches.51   20 

 21 

 22 

 
49 Greg Larkin/100, Larkin/19 (Feb. 1, 2023). 
50 29 CFR 1910.95(b) (Table G-16 – Permissible Noise Exposure); see also Idaho Power/1210, 

Ellenbogen/3 (U.S. Army Public Health Command, Readiness Through Hearing Loss Prevention (July 
2014)). 

51 See Idaho Power/1206, Ellenbogen/444-60 (Vér, I. L. & Beranek, L. L., Noise and Vibration 
Control Engineering: Principles and Applications (2006)).   
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8 Q. Would you expect the corona noise from 82H to disrupt Mr. Larkin's sleep or 

9 worsen insomnia? 

10 A. There are not absolute thresholds of noise by which one would certainly be awakened or 

11 not. However, there are certain key principles that I touched on above that are worth 

12 examining here in the case of B2H. 

13 First, the character of a noise is most alerting when it is impulse noise, has 

14 frequency composition optimized for human hearing, and has substantial amplitude 

15 modulation. These characteristics can be found in emergency responder sirens, for 

16 example. 

17 Second, it depends on the depth of the sleep, with increasing depth of sleep being 

18 more resistant to disruption. 

19 Third, it is worth noting that even healthy sleepers awaken briefly numerous times 

20 during the night. If during these brief moments, a noise is perceived, and that noise is felt 

21 to be a threat to one's health, safety, or welfare, then the person is more likely to be alerted 

22 by the noise and therefore less likely to return to sleep. They may feel the noise awaken 

23 them, but in this scenario, it is their feeling about the noise that prevents them from 
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1 returning to sleep. This is adaptive when the noise is an actual threat, but maladaptive 

2 when the noise is not 

3 In Mr. Larkin's circumstance, 
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55 Greg Larkin/100, Larkin/19-20 (Feb. 1, 2023) ("I also developed high blood pressure due to the 
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Mr. Larkin's - stress can be best appreciated by the following two 

statements from his testimony: 

• "I also developed high blood pressure due to the stress that has occurred over the 

years with the threat of losing my home. I developed heart issues which necessitated 

me wearing a heart monitor for a period of time during the [Energy Facility Siting 

Council ("EFSC")] Contested Case Process."59 

• "The corona noise predicted to occur at my home will make my residence 

uninhabitable for me."60 

Mr. Larkin's concerns deserve compassion. Part of that compassion includes empathy, 

and another includes providing him accurate information- that the corona noise is not a 

risk to his healt 

3). 
60 Greg Larkin/100, Larkin/18 (Feb. 1, 2023). 
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6 Q. Would you expect that the corona noise levels from B2H would worsen Mr. Larkin's 

7 tinnitus? 

8 A. No. 

9 The noise from 82H will be library-room quiet, and 

10 well away from any level of concern for provoking or worsening 

11 tinnitus, as noted above. Corona noise from 82H will not worsen Mr. Larkin's tinnitus. 

12 Q. 

13 

14 A. 
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15 Q. Please address Mr. Larkin's statement in his testimony that he is to be "cautious 

16 about additional exposure to loud noise, as additional damage to the inner ear may 

17 aggravate my tinnitus." 80 Is the corona noise expected at Mr. Larkin's home of the 

18 volume that could cause inner ear damage? 

19 A. 

20 
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Please specifically address Mr. Larkin's statement that he has developed high blood 

9 pressure due to the stress that has occurred over the years with the threat of losing 

10 his home.83 

11 A. 

12 

13 

14 

15 Q. Please specifically address Mr. Larkin's claim that once 82H is constructed, his 

16 home will become "uninhabitable."84 

17 

18 - How would you recommend that this-stress be addressed? 

19 A. Once 82H is constructed, it is possible that on occasion (i.e ., during foul weather 

20 conditions) an average healthy person living in Mr. Larkin's home would faintly hear the 

21 corona noise generated by 82H. An individual's perception of the corona noise will be 

22 further reduced, however, by noise-mitigation required of Idaho Power. In short, the 

3). 
84 Greg Larkin/100, Larkin/18 (Feb. 1, 2023). 
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Have you reviewed the report that Mr. Larkin references in his testimony, the 

17 Oregon Health Authority report entitled "Strategic Health Impact Assessment on 

18 Wind Energy Development in Oregon"? Does that report support Mr. Larkin's view 

19 that his health will be significantly impacted by corona noise from B2H? If not, are 

20 there more updated scientific studies to consider? 

21 A. I am familiar with the report referenced by Mr. Larkin, "Strategic Health Impact 

22 Assessment of Wind Energy Development in Oregon," published in 2013.86 The report 

reg ar m u Ic ea IvIsIon of the Oregon Health Authority, Strategic Health Impact 
Assessment of Wind Energy Development in Oregon (Mar. 2013)). 
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does not support Mr. Larkin’s view that his health will be significantly impacted by corona 1 

noise from B2H. Mr. Larkin makes the following statement in his testimony: 2 

It is well documented that elevated noise levels can create a variety of 3 
health concerns for individuals including exacerbating tinnitus (Strategic 4 
Health Impact Assessment on Wind Energy Development in Oregon, 5 
March 2013, Public Health Division, Oregon Health Authority, March 2013, 6 
Prepared by the Public Health Division, Oregon Health Authority includes 7 
Section B on Noise. Exhibit 119) This section provides general information 8 
regarding the impacts of noise. It states, “This section begins with an 9 
overview of sound and noise, the impacts of noise on human health, and 10 
methods to measure and assess community noise.” On Page 25 it states 11 
that noise from a lineal object (such as a transmission line) appear to have 12 
lower rates of decrease (attenuation) because of the contribution of sound 13 
from multiple sources. On Page 28 of this document it indicates that there 14 
are three broad categories of health effects from exposure to noise. a. 15 
Subjective effects such as annoyance which can mean a significant 16 
degradation in the quality of life; b. Sleep, communication and 17 
concentration impacts; c. physiological effects.”87 18 

19 
Since the publication of this review and recommendation, written by the Public 20 

Health Division of the Oregon Health Authority, there have been significant developments 21 

with respect to the science of wind energy, noise, and its potential for impacting health. 22 

The Health Canada Study I discuss above is one such example. 23 

Q. Mr. Larkin also cites a 2009 report by the WHO that recommends nighttime noise 24 

levels below 40 decibels.88  Can you place that report in context? 25 

A. Yes.  There are many organizations that have attempted to evaluate and create guidelines 26 

concerning the potential for noise to impact human health.  None are perfectly suited for 27 

comparison to corona noise from the B2H transmission line.  28 

Institutions like the WHO have attempted to broadly address concerns from a 29 

variety of noises, and their impact on human health.  In its most recent and updated 30 

guidelines, published in 2018, the WHO addresses a range of noises and potential health 31 

implications.  Noises evaluated include road-traffic noise, railway noise, airplane noise, 32 

87 Greg Larkin/100, Larkin/19-20 (Feb. 1, 2023). 
88 Greg Larkin/100, Larkin/21 (Feb. 1, 2023). 
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noise from wind turbines, and leisure noises.  Health implications evaluated included sleep 1 

loss, ischemic heart disease, hypertension, cognitive impairment, hearing impairment, 2 

tinnitus, metabolic outcomes, mental health, etc. 3 

This report produced by the WHO in 2018 was not merely a supplement to their 4 

prior reports on noise.  The WHO published community noise guidelines and night noise 5 

guidelines for Europe in 1999 and 2009, respectively.89  Since then, significant new 6 

evidence has accumulated on the health effects of environmental noise.  As a result, the 7 

WHO’s 2018 report was meant to be the more comprehensive and more updated version 8 

of the institution’s policy recommendations for noises, including at night in which this new 9 

report proposed “an updated set of public health recommendations on exposure to 10 

environmental noise.”90  Based on the defined scope and key questions, the WHO’s 11 

guidelines reviewed the pertinent literature in order to incorporate significant research 12 

undertaken in the area of environmental noise and health since the community noise 13 

guidelines and night noise guidelines for Europe were issued.91 14 

In addition, it is essential to understand that the WHO’s recommended levels are 15 

yearly averages.  Corona noise levels are well below WHO-recommended levels most of 16 

the time.  Therefore, the yearly average for corona noise from B2H will be below the 17 

thresholds of concern raised by WHO for other noise sources—notably air, rail, road, wind 18 

or leisure noise.92  This applies to health concerns raised by the WHO as possible 19 

outcomes of noise, including ischemic heart disease, hypertension, sleep loss, etc.  20 

 
89 Idaho Power/1214, Ellenbogen/21 (WHO, Environmental Noise Guidelines for the European 

Region (2018)); see also Idaho Power/1219, (WHO, Night Noise Guidelines for Europe (2009)); Idaho 
Power/1220 (WHO, Guidelines for Community Noise (1999)).  

90 Idaho Power/1214, Ellenbogen/21 (WHO, Environmental Noise Guidelines for the European 
Region (2018)) 

91 Idaho Power/1214, Ellenbogen/17 (WHO, Environmental Noise Guidelines for the European 
Region (2018)) 

92 Idaho Power/1214, Ellenbogen/19-20 (WHO, Environmental Noise Guidelines for the European 
Region (2018)) 
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Finally, the WHO’s recommendations are not only highly restrictive, but at times 1 

their conservative restrictions are outdated and unreliable. For instance, when it comes to 2 

wind turbine noise, the WHO recommends a 45 Lden yearly maximum.93  Yet the largest, 3 

most rigorous, and most objective study on the potential health impacts of wind-turbine 4 

noise—i.e., the Health Canada Study—demonstrated that at 46 dBA there were no known 5 

health outcomes of concern.94 Since 46 dBA is the equivalent of about 52 Lden, that new 6 

information should place an updated average noise exposure recommendation at 52 Lden. 7 

In either case, these numbers are equal to or exceed modeled corona noise produced by 8 

the B2H transmission line at NSRs. 9 

Q. Mr. Larkin has suggested that prior to mitigation discussions, the Company should 10 

have evaluated the owners of all NSRs for health conditions that may be 11 

exacerbated by noise.95  Do you believe that approach is superior to the approach 12 

required by EFSC’s site certificate conditions? 13 

A. It appears to me that the requirements of EFSC’s site certificate conditions are robust and 14 

sufficient. Among other things, Noise Control Condition 1 requires that Idaho Power 15 

proactively approach landowners who may be impacted by exceedances of the ambient 16 

antidegradation standard and develop together site-specific noise mitigation plans tailored 17 

to the landowners’ specific health issues and/or individual preferences. In other words, the 18 

site certificate conditions do not require the landowner to initiate the negotiation process, 19 

and specifically take into account a landowner’s preexisting health conditions in 20 

93 Idaho Power/1214, Ellenbogen/19 (WHO, Environmental Noise Guidelines for the European 
Region (2018)) 

94 See Idaho Power/1207 (Michaud, D. S. et al., Self-Reported and Measured Stress Related 
Responses Associated with Exposure to Wind Turbine Noise (2016)); Idaho Power/1208 (Michaud, D. S. 
et al., Exposure to Wind Turbine Noise: Perceptual Responses and Reported Health Effects (2016)); Idaho 
Power/1209 (Michaud, D. S. et al., Effects of Wind Turbine Noise on Self-Reported and Objective Measures 
of Sleep (2016)). 

95 Greg Larkin/100, Larkin/18 (Feb. 1, 2023) (stating that the Public Utility Commission of Oregon 
must decide whether or not “Idaho Power is obligated to determine the health and safety impacts the 
transmission line will have on all citizens who will be exposed to corona noise as a result of their 
development.”).  
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developing more robust and alternative mitigation measures.  In my opinion, it is not 1 

reasonable or appropriate or necessary for Idaho Power to proactively evaluate the health 2 

issues of individual landowners. 3 

Q. Does this conclude your Reply Testimony?  4 

A. Yes.   5 
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Sleep Disruption due to Hospital Noises
A Prospective Evaluation
Orfeu M. Buxton, PhD*; Jeffrey M. Ellenbogen, MD*; Wei Wang, PhD; Andy Carballeira, BM; Shawn O’Connor, BS; Dan Cooper, BS;
Ankit J. Gordhandas, SB; Scott M. McKinney, BA; and Jo M. Solet, PhD

Background: Sleep plays a critical role in maintaining health and
well-being; however, patients who are hospitalized are frequently
exposed to noise that can disrupt sleep. Efforts to attenuate hospital
noise have been limited by incomplete information on the interac-
tion between sounds and sleep physiology.

Objective: To determine profiles of acoustic disruption of sleep by
examining the cortical (encephalographic) arousal responses during
sleep to typical hospital noises by sound level and type and sleep
stage.

Design: 3-day polysomnographic study.

Setting: Sound-attenuated sleep laboratory.

Participants: Volunteer sample of 12 healthy participants.

Intervention: Baseline (sham) night followed by 2 intervention
nights with controlled presentation of 14 sounds that are common
in hospitals (for example, voice, intravenous alarm, phone, ice ma-
chine, outside traffic, and helicopter). The sounds were adminis-
tered at calibrated, increasing decibel levels (40 to 70 dBA [decibels,
adjusted for the range of normal hearing]) during specific sleep
stages.

Measurements: Encephalographic arousals, by using established
criteria, during rapid eye movement (REM) sleep and non-REM
(NREM) sleep stages 2 and 3.

Results: Sound presentations yielded arousal response curves that
varied because of sound level and type and sleep stage. Electronic
sounds were more arousing than other sounds, including human
voices, and there were large differences in responses by sound
type. As expected, sounds in NREM stage 3 were less likely to
cause arousals than sounds in NREM stage 2; unexpectedly, the
probability of arousal to sounds presented in REM sleep varied less
by sound type than when presented in NREM sleep and caused a
greater and more sustained elevation of instantaneous heart rate.

Limitations: The study included only 12 participants. Results for
these healthy persons may underestimate the effects of noise on
sleep in patients who are hospitalized.

Conclusion: Sounds during sleep influence both cortical brain ac-
tivity and cardiovascular function. This study systematically quanti-
fies the disruptive capacity of a range of hospital sounds on sleep,
providing evidence that is essential to improving the acoustic envi-
ronments of new and existing health care facilities to enable the
highest quality of care.

Primary Funding Source: Academy of Architecture for Health,
Facilities Guidelines Institute, and The Center for Health Design.

Ann Intern Med. 2012;157:170-179. www.annals.org
For author affiliations, see end of text.
* Drs. Buxton and Ellenbogen contributed equally to the manuscript.
This article was published at www.annals.org on 12 June 2012.

Sleep is essential for the restoration of health and well-
being (1). However, in hospitals, where healing is par-

amount, noise frequently disrupts patients’ sleep. In a re-
cent national survey, patients identified the noise levels in
and around rooms at night as the quality-of-care factor
with the most need for improvement (2). Acoustic mea-
surements from a major urban hospital document a cre-
scendo of nighttime hospital noise over the past 45 years
from an average level of 42 dBA (decibels, adjusted for the
range of normal hearing) to more than 55 dBA in 2005
(3). Hospitals are exposed to external noise sources known
to disrupt sleep, such as traffic and airplane sounds (4),
with documented dose-related consequences for next-day
cognitive performance (5). Patient care also produces noise
specific to treatment and protection, such as intravenous

and cardiac monitor alarm signals (6). Improving acoustics
in environments of care to protect sleep and enhance out-
comes for the more than 37 million patients who are hos-
pitalized annually in the United States (7) has become a
transdisciplinary priority (8–11).

The goal of this study was to provide essential infor-
mation about the effect of sound on sleep to guide archi-
tectural, technological, and programmatic advances to fa-
cilitate sleep and improve clinical outcomes for patients
who are hospitalized. We hypothesized that the capacity
for sleep disruption varies by the type of sound and in-
creases for each type as the sound level increases. We fur-
ther hypothesized that the stages of sleep, characterized by
diverse cortical activity patterns, are differentially vulnera-
ble to disruption by noise. Sleep stages cycle through the
night and vary in their relative proportions with age (12),
medications (13), and certain medical and psychiatric dis-
orders (14), among other factors. Therefore, a useful explo-
ration of the responses of sleep to noises must include sleep
stage during noise exposure.

Sleep stages include 2 brain state categories: rapid eye
movement (REM) sleep and non-REM (NREM) sleep
stages. The range of NREM sleep stages includes progres-
sively deepening levels from drowsiness to deep sleep,

See also:
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Summary for Patients. . . . . . . . . . . . . . . . . . . . . . . I-32
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termed N1, N2, and N3 (15): N1 is the brief transition
between wakefulness and sleep, N2 is typically the most
abundant stage of sleep in adults, and N3 (or slow-wave
sleep) is the deepest level. These REM and NREM brain
states seem to be driven by different nuclei and neurotrans-
mitters (16). They can be readily discerned through dis-
tinct patterns appearing on electroencephalograms (EEGs)
(15) and neuroimaging (17). In addition, behavioral evi-
dence demonstrates that the sleeping brain responds to au-
ditory stimuli differently during REM than during NREM
sleep (18). We sought to elaborate on this evidence by
examining differential responses to hospital noise exposures
between REM and NREM states and exploring variability
in sleep disruption within the deepening stages of NREM.

We designed a protocol to examine the influence of
graded noise exposures during all stages of sleep, through
polysomnographic (PSG) assessments (combined EEG,
electrooculogram, and electromyogram), a standard (19,
20) and sensitive (21, 22) system to measure sleep strong-
ly correlated with awakenings (21). Because elevations
in heart rate are known to occur during full EEG-
documented awakenings from sleep (23), we used the elec-
trocardiogram to detect the presence of clinically relevant
heart rate responses to noise-induced arousals. We pre-
dicted heart rate elevations during these EEG-documented
sleep arousals in participants who were exposed to com-
mon hospital sounds.

METHODS

Design Overview
All study procedures were approved by the human re-

search committees of the involved institutions. The design
was a 3-day PSG study, beginning with a baseline (sham)
quiet night followed by 2 noise exposure intervention
nights, during which EEG arousals and electrocardiogram
heart rate accelerations were documented.

Participants and Setting
Participants were recruited through flyers, Web site

postings, and word of mouth and then screened by ques-
tionnaire, physical examination, and laboratory testing.
Participants who reported medical or psychiatric condi-
tions or use of substances or medications that potentially
affect sleep were excluded from the study. Criteria for ex-
clusion included history of drug or alcohol abuse; depres-
sion; anxiety; posttraumatic stress and obsessive compulsive
disorders; neurologic or sleep disorders; infectious diseases;
diseases of the cardiovascular system; or treatment with
antidepressants, neuroleptics, or major tranquilizers. Uri-
nalysis confirmed the absence of caffeine, nicotine, and
alcohol. Standard audiometric screening confirmed normal
hearing (that is, exceeding 20 dBA in both ears). The first 12
eligible and available participants were enrolled (Figure 1).

Participants slept at home on a regular schedule for at
least 4 days before participation in the study. They re-
ported sleeping a mean of 7.72 hours (SD, 0.27) over a

mean of 6.5 days (SD, 1.1) through a time-stamped
phone-answering system that was confirmed through wrist
actigraphy (AW-64, Philips Respironics, Murrysville,
Pennsylvania), which demonstrated a mean of 7.16 hours
(SD, 0.29) of sleep over a mean of 6.7 monitored days
(SD, 0.9).

Participants stayed at the Massachusetts General Hos-
pital Sleep Laboratory for 3 days. Each night, participants
were given an 8.5-hour sleep opportunity, which began at
their normal bedtimes. Continuous video observation and
wrist actigraphy confirmed that participants did not nap
during the day. Light levels were maintained at less than 1
lux (darkness) during sleep periods and approximately 90
lux (ordinary daylight in room) during waking periods.
Because of continuous air exchange (required in health care
facilities), background ambient sound levels averaged be-
tween 34 and 35 dBA (LAEQ, 10-s [equivalent continuous
A-weighted scale {adjusted for the range of normal human
hearing} sound pressure level, averaged over the 10-second
stimulus duration]). On the first night, participants slept
undisturbed to allow adaptation to the PSG equipment
and laboratory environment, confirm absence of sleep dis-
orders (including sleep apnea), and establish baseline sleep
recordings. On the second and third nights, recorded hos-
pital sounds were presented to participants throughout
sleep.

Intervention: Acoustic Stimuli
Recordings of hospital sounds were captured on a

medical unit of Somerville Hospital, Cambridge Health
Alliance, Somerville, Massachusetts. Each sound stimulus
fit within 1 or more of the categories identified as salient in
the American Institute of Architects Guideline on Sound
and Vibration in Healthcare Facilities: external to building,

Context

The negative effects of hospital noise on sleep are among
the most common concerns of inpatients and their
families.

Contribution

During sleep laboratory studies of healthy volunteers,
investigators found that the disruptive effect of recorded
hospital noises varied by the type and level of sound
emitted and by the volunteer’s stage of sleep. Electronic
sounds designed to be alerting were most disruptive,
as were staff conversations and voice paging.

Caution

Volunteers were young and healthy. Sounds were not
administered together.

Implication

Reduction of hospital noise through policies, procedures,
and building design may lead to improved patient sleep.

—The Editors
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within hospital, and within or outside patient rooms (8).
Fourteen noise stimuli were selected: “good” conversation,
which was defined as 1 male and 1 female voice discussing
a positive patient outcome; “bad” conversation, which was
defined as the same voices discussing a negative patient
outcome; male voice from an overhead paging system call-
ing a physician by name; door opening or closing; tele-
phone ringing; toilet flushing; ice machine disgorging; IV
alarm sounding; laundry cart rolling; automatic paper
towel machine dispensing; helicopter takeoff; jet engine
flyover; and outside traffic flow. Samples of acoustic stim-
uli are available at www.annals.org. To control for differ-
ences in duration across stimuli, sounds were normalized to
10 seconds (Appendix Table 1, available at www.annals
.org).

Hospital noises were presented as stimuli with
2-dimensional verisimilitude (for example, airplane sounds
moved across space) through use of 4 studio monitor loud-
speakers (PS6, Event Electronics, Silverwater, Australia) ar-
rayed about the head of the sleeping participants (a modi-
fied pattern from the ITU-R BS 775-1 Recommendation,
omitting the center loudspeaker). Sound levels in the par-
ticipants’ room were logged in 1-second increments by us-
ing an environmental sound monitor (NL-31, with type 1
microphone [Rion, Tokyo, Japan]) installed roughly 10
inches above the head of the sleeping participants and pro-
grammed to output a direct current voltage proportional to
the A-weighted fast-response sound level.

Once a steady sleep stage of at least 90 seconds was
recorded, as assessed in real time by a technician, stimuli
were systematically presented once per 30-second sleep ep-
och, starting at an exposure level (LAEQ, 10-s) of 40 dBA in
increasing steps of 5 dBA (Figure 2, top) until either sleep
was disrupted by an arousal (Figure 2, bottom), sleep stage
changed, or the 70-dBA maximum exposure level was
reached. Because both the equivalent sound level and the
duration of the noise stimuli were held constant, all stimuli
were normalized to deliver an equal “noise dose,” an inte-
gration of sound intensity over time (24). All stimuli were
presented in a computer-generated random order within
each sleep stage on both exposure nights for every
participant.

Outcomes
Standard PSG recordings (Comet XL, Grass Technol-

ogies, West Warwick, Rhode Island) were collected on all 3
nights through skin surface electrodes. Sleep stages and
arousals were identified by using current criteria (15). Fig-
ure 2 (bottom) depicts a standard arousal, as defined by an

Figure 1. Study flow diagram.

Excluded (n = 17)
Withdrew consent: 1
Hypertension: 2
Irregular EKG signals: 1
Failed hearing test: 3
Sleep-disordered breathing: 1
English as a second language: 3
History of lost consciousness: 1
Study closed to enrollment: 5

Screened signed screening 
   consent form (n = 29)

Completed (n = 12)

EKG � electrocardiogram.

Figure 2. Schematic diagram of study protocol.
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rapid eye movement. Top. The solid vertical lines along the x-axis indicate stimuli evoking EEG arousals, and a sample of 4 noises is shown. Each color
represents a different sound type. Ten-second noises were evaluated for their probability to induce a cortical arousal at increasing sound levels in varying
stages of sleep and presented once per 30-second sleep epoch (while sleep stage was stable) until an arousal occurred, sleep stage changed, or the 70-dBA
maximum was reached. Bottom. A typical sound-induced arousal from stage N2 sleep, as measured by polysomnography. Arousals are defined by their
appearance on the EEG (the right frontal lead F3 shown here), characterized by an abrupt shift of frequency that lasts at least 3 seconds. Arousals during
REM sleep require a concurrent increase in submental EMG activity. This transient arousal lasted for approximately 8.5 seconds before sleep resumed.
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abrupt shift of EEG frequency lasting at least 3 seconds.
Arousals during REM sleep also require a concurrent in-
crease in submental electromyogram activity (Figure 2).
Body position was scored from infrared video to allow for
statistical adjustment based on whether either ear was oc-
cluded, potentially attenuating arousal responses. Body po-
sition (supine or not) was assessed continuously by a sleep
technician viewing the infrared video on the same screen as
the EEG signals they were using to score sleep stages in real
time at the initiation of each acoustic stimulus.

Experimental tasks were coordinated by 2 researchers;
a sleep technician maintained PSG signal quality classifica-
tion of sleep stages and identification of cortical arousals
indicating sleep disruption (25), along with documentation
of body position. A second technician or investigator main-
tained the acoustic equipment and initiated the pro-
grammed, semiautomatic presentation of escalating noise
stimuli. Discrepancies with the real-time scoring were re-
solved by a board-certified sleep physician.

Statistical Analysis
The probability of arousal by stimulus sound level and

type and sleep stage was examined descriptively (graphi-
cally). Generalized linear mixed models were applied to
evaluate the effects of hospital noises on the binary out-
come (arousal from sleep) with a logit link, by using
PROC GLIMMIX in SAS software, version 9.2 (SAS In-
stitute, Cary, North Carolina), for determining differences
by sleep stage, with factors of study night and body po-
sition. Because of large interperson differences, the par-
ticipant was treated as a random effect, incorporating
participant-specific intercepts into the model. We assume
that, between 2 adjacent presented stimuli levels (for exam-
ple, 50 and 55 dBA), the arousal probability increases lin-
early for the intervening stimuli levels (for example, 51 to
54 dBA). Because an ear against the pillow could attenuate
the administered sound level, body position served as a
covariate in the model where supine position (reference
category) corresponded to having both ears exposed. This
model was used to estimate the probability of arousal while
accounting for stimulus, sound level, sleep stage, and body
position. We separately estimate the additional effect of the
night of study (see the Results section).

To assess the effects of noise on heart rate during sleep
by sleep stage, we calculated the profile of instantaneous
heart rate during each arousal relative to the average heart
rate during the 10 seconds preceding each corresponding
sound onset. To quantify the temporal dynamics of the
heart rate response, we calculated the median durations
from the sound onset to the time of peak heart rate during
each arousal and to the time of arousal onset.

Role of Funding Source
Nonprofit entities, the Academy of Architecture for

Health, Facilities Guidelines Institute, and The Center for
Health Design, contributed resources to this investigator-
initiated study. They did not play a role in the study de-

sign, conduct, reporting, or the decision to submit a man-
uscript.

RESULTS

Twelve healthy, white participants (8 women; mean
age, 27 years [SD, 7]; mean body mass index, 21.8 kg/m2

[SD, 3.7]) successfully completed this study.
As expected, louder sounds were more apt to cause

sleep disruption (Figure 3). Effects varied by the type of
sound stimulus (for example, IV alarm vs. voices) and by
the stage of sleep during which the sound stimulus was
presented (for example, REM vs. N3).

We saw an effect of sleep stage on sound stimulus–
evoked arousal probability (Figure 3, top panels); N2 dif-
fered from N3 and REM (both P � 0.001, Bonferroni-
adjusted), but N3 and REM did not differ overall, using
model-based probability estimates. The pattern of arousal
probabilities from stages N2 to N3 were relatively consis-
tent in terms of sound stimulus order from most to least
arousing, but shifted to overall lower arousal rates during
N3 compared with N2 (Figure 3, middle panels). In
marked contrast, arousals from REM sleep revealed a more
homogeneous and monotonic pattern across sounds pre-
sented than NREM stages (Figure 3, middle panels) not
readily apparent from the mean curves alone (Figure 3, top
panels). Arousals occurred at lower sound levels on the
third study night compared with the second study night
(P � 0.001). Testing for the stage–by–study-night inter-
action only showed a slight difference across nights among
sleep stages (P � 0.020, adjusted for sound levels [Appen-
dix Table 2, available at www.annals.org]; body position
was not significant and was not included in the final inter-
action model). The significant interaction suggests that the
arousal probability was lower on the third night for all
sleep stages, but the magnitude of the difference varied
across stages and may reflect some degree of sensitization of
arousals to sound presentation. Depiction of arousal prob-
abilities for individual sound stimuli by stage and sound
level revealed considerable heterogeneity in the responses
to the various stimuli (Figure 4).

We studied the change in heart rate during stimulus-
induced arousals by subtracting the instantaneous heart
rate from the average heart rate of the 10 seconds preced-
ing the sound onset. The stage in which the arousal oc-
curred substantially predicts the magnitude of the heart
rate increase (P � 0.001); the greatest responses occurred
during REM, followed by N3 and N2 (Figure 3, bottom
panels). All pairwise comparisons are significant at an �
level of 0.05/3 � 0.017. Baseline (prearousal) heart rate
does not predict the magnitude of the response (P � 0.94).
Study night is not significant (P � 0.83), reflecting a lack
of habituation of the electrocardiogram heart rate response.

Heart rate responses are aligned by their peaks in Fig-
ure 3 (bottom panels). The stage in which the arousal oc-
curred significantly predicts the duration of time from the
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Figm·e 3. Sleep disruption due to noise stlmull presented during sleep, by stage of sleep. 
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start of the arousal to the peak of the heart rate increase
(P � 0.001); the fastest response times to peak were found
during REM, then during N2 and N3. The median time
from the start of the arousal to peak heart rate in REM is
significantly shorter than N2 and N3; N3 is not signifi-
cantly different from N2 adjusted for several comparisons
at an � level of 0.017. No differences were seen in baseline
heart rate across sleep stages (P � 0.53).

DISCUSSION

This study systematically quantifies the disruptive ca-
pacity of hospital-recorded sounds on sleep. Sound presen-
tations during sleep yielded arousal response curves that
varied due to sound type and level and sleep stage. As
predicted, for each stimulus higher sound levels led to a
greater probability of sleep disruption. Electronic sounds,
such as an IV alarm designed to alert medical staff, were
consistently more arousing than other sounds at the same
noise dose. Overall, the effect of sound level and type
were modified by sleep stage physiology, producing
unique arousal probability profiles for each sleep stage. We
further demonstrate that the arousal effects of noise on
sleep include heart rate elevations, even when disruptions
are brief and frequent. Heart rate effects may be particu-
larly relevant to critical care settings, in which monitor
alarms are very frequent (6). These arousal probability pro-
files have the potential to drive needed innovation in de-
sign, construction, engineering, building materials, moni-
toring and communication equipment, and care-giving
protocols to preserve sleep and enhance environments for
healing. Improved acoustic environments consistent with
current guidelines in the United States (8) and European
Union (26) could deliver several clinical benefits, including
reduced sedation and shorter hospital stays (4, 9, 10, 21,
27–29).

Disrupted sleep is known to be associated with hyper-
tension (30), incidence of cardiovascular and coronary
heart disease (31), impaired immune function (32), ele-
vated stress hormone responses (33), attention and mem-
ory deficits (34), and depressed mood (35). Preservation of
patients’ sleep should be a priority for contributing to im-
proved clinical outcomes for patients who are hospitalized
(36). Spontaneous arousals are known to accelerate heart
rate (36–39). Full awakenings evoked by noise lead to
heart rate elevations of approximately 10 beats/min (36).
We demonstrate that evoked arousals elicit heart rate ac-
celeration from all stages of sleep, but a greater magnitude
(10 beats/min) and faster onset of heart rate accelerations
from REM, with lesser magnitude and less rapid accelera-
tions in stages N2 and N3. Our data demonstrate that the
effect of noise on sleep includes heart rate elevations, even
when the disruption is brief and frequent, as might be seen
in an intensive care unit setting. A recent synthesis of hos-
pital soundscape surveillance data described a pattern of
intensive care unit noise exceeding a “peak” of 60 dBA

more than 50% of the time at night (40) and, thus, the
frequency of sleep disruptions may be high in typical in-
tensive care or other inpatient units, as described by patient
self-reports (2), and in other units, such as the neonatal
intensive care unit (41). A study of patients in the cardiac
intensive care unit demonstrated that adverse acoustic en-
vironments are associated with higher pulse amplitude at
night and elevated use of �-blockers. The patient group
exposed to the unimproved acoustic environment also
demonstrated higher rates of rehospitalization and poorer
ratings of quality of care (29).

More broadly across the hospital, patients who are
hospitalized frequently have delirium with immediate and
long-term consequences, including an association with in-
creased mortality rates. Sleep disruption has been proposed
as a modifiable target for delirium interventions (42). A
prospective and multifaceted delirium intervention study
of older patients on a general medical ward—a study that
included a sleep component and noise reduction—success-
fully reduced delirium symptoms and the rate of sleep
medication use (43). Sleep is a cyclic orchestration of stages
that alters with aging and can vary from person to person
with specific medical, psychiatric, and situational differ-
ences (44). Older persons tend to have less N3 sleep (12,
45), and various medications can influence stage distribu-
tions (for example, antidepressants suppress REM sleep)
(46). Our data provide a framework for implementing tar-
geted strategies to mitigate noise-induced sleep disruption,
which potentially contributes to delirium among patients
who are hospitalized.

Approaches to mitigating noise for sleeping patients
include eliminating or controlling the source of sound or
blocking its path. The first approach, controlling sound at
the source, includes public-policy restrictions on acceptable
night noise, such as aircraft flyovers (9); substitution with
quieter technologies, such as personal digital assistants in
place of overhead paging; and telemetry from nurses’ sta-
tions to limit intrusive oversight (11, 47). The night care
intervention study at 1 hospital established a “quiet time”
period, altered intrusive medication routines, and reduced
sound level exposures from staff voices. This protocol re-
sulted in a 25% reduction of unit-wide sedative medication
use and improved patient satisfaction ratings (10). The
second approach to mitigation focuses on “blocking” or
attenuating sound along the transmission path, including
hospital unit design configurations; application of advanced
construction materials, such as acoustic surfaces (48); clos-
ing doors; and even supplying earplugs to patients.

As expected, the most potent sleep disruptors were
electronic sounds intentionally designed to be alerting (49,
50). The arousal probability curves in Figure 4 correspond-
ing to these sounds (that is, phone ringing and IV alarm)
reveal that these devices may not be suitably attenuated to
spare sleep, even at their quietest settings: within the lowest
tested ranges in this study, these sounds produced sleep
disruption more than 50% of the time. Alarm signals have
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Figure 4. Electroencephalogram arousal probabilities for noise stimuli presented, adjusted for body position.
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proliferated in health care settings. Monitor alarms could
be better managed through enhanced algorithms, more
careful patient assignment and clinically relevant configu-
ration standards, and targeting intended responders with
technologies using nonauditory channels (6).

Staff conversations and voice paging were also found
to be highly alerting, producing a 50% chance of arousal at
50 dBA (LA10, 10-s, sound level exceeded 10% of the time)
in N2 and REM sleep. Voice transmission can be modified
behaviorally (10) and diminished through design and con-
struction solutions. Simple strategies include planning for
and directing conversation to designated consulting spaces.
In many health care settings, policy still includes keeping
patient doors open to allow for visual monitoring and easy
accessibility by caregivers, which exposes patients to excess
noise from the nurses’ station and other sources. Central-
ized patient-monitoring technology may help minimize the
need for this policy—at least at night—while still address-
ing patient-safety concerns. Proper door hardware and gas-
keting could decrease the sounds generated by door closing
and limit sound transmission from halls.

Other tested hospital sounds (for example, ice ma-
chines, laundry carts, and overhead paging) that emanate
from sources external to patient rooms (51–53) were, as a
group, arousing at relatively low sound levels. Ice machines
should be architecturally isolated from patient areas or re-
engineered. Modifying procedures and equipment, such as
selection and maintenance of carts and organizing the
schedule of use and routing, is a low-tech, low-cost contri-
bution to reducing noise. Exterior-to-building noises (for
example, jet, helicopter, traffic) were the least arousing
among our group of stimuli, and our findings were consis-
tent with other studies of sleep and airplane flyovers (21).
The previous work determined that statistical description
of average sound level (LAEQ) over 24 hours is an inade-
quate measure for describing the sleep-disruptive effects
from noise. Examining disruption at different sound levels
is the more appropriate exposure metric (9), especially for
sounds with broad ranges that peak. It is, therefore, not
surprising that we determined that continuous stimuli (for
example, traffic noise) are less arousing than intermittent
stimuli (for example, phone ringing or IV alarm). At the
same adjusted noise dose, higher transient sound levels
and faster rise times are more likely to induce cortical
arousals. In light of our findings, broad sleep-preserving
steps should include changes in the design of health care
facilities, construction materials chosen for acoustic prop-
erties, improved monitoring and alerting technology, sleep-
protective night care routines, and education and retrain-
ing of health care personnel on the effect of noise on
patient arousal and cardiac responses to such sleep disrup-
tions (4, 9, 10, 21, 27–29).

During REM sleep, we saw a narrower range of corti-
cal arousals, relative to NREM stages of sleep, and across
the wide range of sounds administered in this experiment.
This may demonstrate that the brain, during REM sleep,

has less capacity to differentiate among sounds compared
with NREM sleep. This finding is unexpected because
REM sleep has an abundance of cerebral activity relative to
stage N3 sleep, including in auditory areas of the brain
(17). Auditory-evoked potentials elicited by saying a par-
ticipant’s name during REM sleep also seem similar in
morphology to those seen during wakefulness (18), imply-
ing that there is some higher-order processing in REM
sleep. This supports the broader notion that, in REM
sleep, cerebral resources are dedicated to internal process-
ing, such as dream content, rather than to differentiating
external sound sources.

Although ecologically valid in many aspects, this ex-
periment has some limitations that may cause an under-
estimation of the effects of noise on sleep. We presented
noises individually for up to 10 seconds and halted if
arousal occurred. This procedure minimized full awaken-
ings and increased sleep time available for more stimulus
presentations. In a hospital setting, sounds often last longer
than 10 seconds and several sounds occur simultaneously.
We do not account for relative proportion or intermittency
of stimuli in a hospital setting; our data are intended to
provide a framework by which a hospital unit could assess
the sleep-disrupting effects of a specific hospital environ-
ment. We studied only 12 young, healthy adults. The typ-
ical patient who is hospitalized is older, with generally less
of the most protected deep sleep, N3 (54). Medical and
psychiatric conditions, as well as pain and medication use,
compromise sleep in patients who are hospitalized, pre-
sumably rendering deep sleep, N3, more difficult to
achieve. Noise can be expected to interact with these other
sleep-disrupting stressors associated with hospitalization
(55). Therefore, we judge our arousal probability profiles
for N2 sleep to be most relevant for predicting acoustic
disruption of sleep in inpatient populations. Future studies
should assess the effect of noise on sleep disruption and
heart rate changes in older participants to confirm gener-
alizability and document effects on sleep stage proportions
and architecture. Together, these limitations may cause our
data to underestimate the effects of noise on sleep for pa-
tients who are hospitalized. Our data should be viewed as
providing reference points that demonstrate sleep disrup-
tion caused by these common hospital noises, across a
range of sound levels, and should be used to set a mini-
mum for noise-attenuating standards.

In summary, protecting sleep from acoustic assault in
hospital settings is a key goal in advancing the quality of
care for inpatient medicine. We characterized the vulnera-
bility of sleep to commonly encountered hospital sounds
by deriving unique arousal probability profiles to enable
customized target thresholds and interventions to limit
noise-induced sleep disruption. This research has already
informed the first acoustic standards in the Guidelines for
the Design and Construction of Health Care Facilities (8).
With the leading edge of baby boomers turning 66 this
year and an aging health care infrastructure, billions of
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dollars in health care facility renovation and new construc-
tion are anticipated in the coming decade (7). Improving
the acoustics in health care facilities will be critical to en-
suring that these environments enable the highest quality
care and the best clinical outcomes.
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Appendix Table 1. Acoustic Descriptors of Sound Stimuli*

Acoustic
Descriptor

Voice (“Bad”
Conversation)

Voice (“Good”
Conversation)

Door
Open and
Close

Helicopter
Takeoff

Ice
Machine

IV
Pump
Alarm

Jet
Flyover

Laundry
Cart
Rolling

Overhead
Paging
(1 Voice)

Phone
Ringing

Snoring Toilet
Flushing

Towel
Dispenser

Traffic

L01 76 78 78 76 73 76 74 73 77 73 74 75 74 72
L10 74 74 74 74 72 75 74 72 74 73 74 74 73 71
L50 67 68 67 69 70 66 69 71 67 71 68 69 67 70
L90 52 56 55 54 69 47 52 60 46 35 35 45 45 57
L99 50 41 36 36 46 42 36 36 35 35 35 35 37 35
Lmax 76 78 79 76 73 76 74 74 78 73 74 76 74 72
Lmin 35 35 35 35 35 35 35 35 35 35 35 35 35 35
LEQ 70 70 70 70 70 70 70 70 70 70 70 70 70 70
L10–LEQ 4 4 4 4 2 5 4 2 4 3 4 4 3 1
Lmax–LEQ 6 8 9 6 3 6 4 4 8 3 4 6 4 2
L01–LEQ 6 8 8 6 3 6 4 3 7 3 4 5 4 2
L10–L90 22 17 20 20 3 28 22 13 28 38 39 28 29 14
L01–L99 26 37 42 40 26 34 38 37 42 38 39 40 37 37

IV � intravenous; L01 � sound level exceeded 1% of the time; L10 � sound level exceeded 10% of the time; L50 � sound level exceeded 50% of the time; L90 � sound
level exceeded 90% of the time; L99 � sound level exceeded 99% of the time; Lmax � maximum A-weighted root-mean square sound level; Lmin � minimum A-weighted
root-mean square sound level; LEQ � equivalent continuous sound level.
* Sound stimuli � 70 dBA (adjusted for the range of normal human hearing).

Appendix Table 2. Time Spent in Stages of Sleep and
Wakefulness During 8.5-Hour Sleep Periods

Variable Night 1 Night 2 Night 3

Mean sleep stage (SD), min
N1 58.0 (16.7) 63.6 (16.9) 59.3 (22.3)
N2 232.3 (26.3) 247.3 (36.3) 238.4 (28.7)
N3 90.5 (37.2) 69.2 (30.9) 80.5 (33.6)
REM 99.1 (23.6) 104.6 (19.2) 101.0 (18.7)

Mean wakefulness (SD), min 28.2 (14.9) 23.5 (18.9) 30.8 (14.9)

N1 � non-REM sleep stage 1; N2 � non-REM sleep stage 2; N3 � non-REM
sleep stage 3; REM � rapid eye movement.
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Abstract 

The neural correlates of the wake-sleep continuum remain incompletely understood, limiting the development of adaptive 
drug delivery systems for promoting sleep maintenance. The most useful measure for resolving ear1y positions along this 
continuum is the alpha oscillation, an 8-13 Hz electroencephalographic rhythm prominent over posterior scalp locations. 
The brain activation signature of wakefulness, alpha expression discloses immediate levels of alertness and dissipates in 
concert with fading awareness as sleep begins. This brain activity pattern, however, is largely ignored once sleep begins. 
Here we show that the intensity of spectral power in the alpha band actually continues to disclose instantaneous 
responsiveness to noise-a measure of sleep depth-throughout a night of sleep. By systematically challenging sleep with 
realistic and varied acoustic disruption, we found that sleepers exhibited markedly greater sensitivity to sounds during 
moments of elevated alpha expression. This result demonstrates that alpha power is not a binary marker of the transition 
between sleep and wakefulness, but carries rich information about immediate sleep stability. Further, it shows that an 
empirical and ecologically relevant form of sleep depth is revealed in real-time by EEG spectral content in the alpha band, a 
measure that affords prediction on the order of minutes. This signal, which transcends the boundaries of classical sleep 
stages, could potentially be used for real-time feedback to novel, adaptive drug delivery systems for inducing sleep. 
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Introduction 

Sleep is not uniform, and certain moments are sounder than 
others. Indeed, resistance to acoustic disturbance-a measure of 
sleep depth-displays considerable variability throughout a night 
of sleep, even within sleep stage [I). The factors that influence 
sleep's vulnerability to sensory insult have not been fully 
illuminated. 

The very transition from wake to sleep involves a dissociation 
from the external world and a crescendo of internal brain rhythms. 
Heralding this transition is attenuation of the alpha rhythm, an 
8-13 Hz electroencephalographic (EEG) oscillation prominent 
over posterior brain regions, and the signature of relaxed 
wakefulness [2]. Diminishing during the descent into sleep, alpha 
amplitude shadows the decline in external awareness that accom
panies sleep onset [3,4) . And while it appears to vanish as sleep 
begins, quantitative analysis reveals that power in the alpha band 
actually fluctuates dynamically throughout the night (Fig. IA) [5] . 

Given alpha activity's association with wakefulness and sensory 
intake, we hypothesized that covert levels of alpha activity would 
reveal a sleeper's instantaneous sensitivity to the environment. 
That is, inconspicuous fluctuations in wake-like background brain 
activity might correspond to changes in sleep depth, even beyond 
sleep stage designation. 

·:(i!J).: PloS ONE I www.plosone.org . . 

To study this question in a realistic setting, we used ecological 
noises to probe environmental sensitivity throughout sleep, simul
taneously monitoring subj ects' brain activity with EEG. The sound 
intensity required to disturb subj ects provided an empirical 
measure of their instantaneous sleep depth. In this paradigm, sleep 
stability denotes resistance to disruption, while skep .fragili!J denotes 
vulnerability to disruption. We sought to evaluate whether these 
qualities could be predicted using the covert level of waking brain 
activity just before each stimulus. 

Results 

We systematically challenged sleep with auditory stimulation in 
thirteen healthy subjects throughout two nights of sleep. Brain 
activity was monitored on each night using EEG. Ten-second, 
ecological noises (e.g., road and air traffic, a telephone ringing) 
were presented during bouts of stable sleep (Fig. 2). Each sound 
was initiated at 4-0 decibels (dB) and replayed every thirty seconds 
in 5 dB increments until the EEG signal was perturbed according 
to standard guidelines (i.e., an arousal was observed [6]). 

We interrogated the relationship between alpha activity and 
sleep fragility using Cox regression, a tool from survival analysis 
(see Materials and Methods). The output of Cox regression is the 
hazard ratio (HR): this number represents the relative hazard of 
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disruption in one condition compared to another. For continuous

covariates, the HR represents the relative hazard of disruption

incurred by a one-unit increase of the covariate. Hazard ratios

greater than 1 imply that the covariate is associated with sleep

fragility (vulnerability to disruption), while those less than 1 denote

covariates accompanying sleep stability (resistance to disruption).

We focused our analysis on factors contributing to sleep fragility

during non-rapid-eye-movement (NREM) sleep (stages N2 and

N3, accounting for the majority of sleep [7]), as several difficulties

arise when considering alpha activity during rapid-eye-movement

(REM) sleep (see Discussion). The regression model contained two

covariates, one indicating the visually scored sleep stage designa-

tion [6], the other indicating the spectral content preceding each

stimulus (see Materials and Methods).

When comparing noise sensitivity across sleep stage, Cox

regression yielded a HR of 0.54 (P,0.0001) associated with stage

N3, so-called slow-wave sleep, relative to N2. In line with previous

reports [1,8], this value indicates a suppressed hazard of disruption

in N3 compared with N2 (the probability of tolerating noise at any

loudness in N3 being roughly the square root of that in N2).

We next addressed the influence of occipital alpha activity on

sleep fragility. Figure 1A shows that, on an undisturbed night of

sleep, relative alpha power shadows the trajectory of qualitatively

assessed sleep depth. Like the probability of disruption, alpha

power is generally suppressed in N3 relative to N2 (Fig. 1B).

Although relative alpha power correlates well with sleep stage, a

wide spectrum of variation still exists within each category. We

therefore sought to determine whether fluctuations in this quantity—

even within sleep stage—correspond to concurrent variations in sleep

fragility.

To address this question, we included in the statistical model a

measure of the alpha content during the ten seconds immediately

preceding each sound (Fig. 2, light gray windows). Even

controlling for stage, we observed a highly significant relationship

between alpha power and sleep fragility (HR = 5.74, P,0.001).

This suggests that, well beyond sleep stage designation, latent

alpha content betrays heightened sensitivity to impending sounds.

To investigate the timescale over which alpha power predicts

sleep fragility, we further characterized each sound series by a

single spectral measure derived from a reference window of stable

sleep preceding the sound series (Fig. 2, dark gray windows). This

interval anticipated the eventual disruption by a variable latency of

up to four minutes, as arousal may have occurred as late as 70 dB.

Still, alpha power during this ninety-second baseline period

predicted the probability of disruption in the moments that

followed (HR = 7.33, P,0.001), suggesting that the brain state

disclosed by alpha activity persists for several minutes (see also

Results S1 and Figure S1).

Figure 3 illustrates a summary of our results, rendering the

probability of sleep disruption in the face of noise as a function of

Figure 1. Alpha power fluctuates dynamically throughout the night. A. The trajectory of relative alpha power throughout a quiet night of
sleep is shown from one representative subject. Simultaneous sleep stage designations run beneath the time course of alpha power. Diminishing as
sleep begins, alpha power fluctuates throughout the night, in tandem with sleep depth. For display, the alpha power time-series was approximated
using local linear regression in 4 minute windows, corresponding to the approximate length of each stimulation series (see Materials and Methods).
This procedure removes noise and emphasizes slower fluctuations with fewer distortions than those imposed by simple low-pass filtering [42].
B. These histograms show the distribution of alpha power during NREM sleep, revealing that a range of values can be observed within each of stages
N2 and N3. Power was computed in non-overlapping 10-second bins; epochs containing arousals, which may represent transient departures from
stable sleep, were discarded.
doi:10.1371/journal.pone.0017351.g001

Figure 2. Sleep depth was probed with auditory stimulation. We systematically probed sleep depth with auditory stimulation during bouts of
N2, N3 and REM sleep. Ten-second noises were initiated at 40 decibels (dB) and presented every thirty seconds in 5 dB increments until the EEG signal
was perturbed (arousal, vertical bars on the bottom line). Each color represents a different sound type; a sample of four is shown here. The sound
intensity required to disturb subjects provided an experimental measure of their immediate sleep depth. The gray windows beneath the sound level
delineate periods during which alpha power was measured to predict sleep fragility.
doi:10.1371/journal.pone.0017351.g002
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both stimulus intensity and EEG alpha content. Here we depict a

distinct surface for each NREM sleep stage, in which separate

mechanisms may also regulate sensory perception [9,10]. Just as

the probability of disruption increases monotonically with

loudness, so too is sleep’s vulnerability modulated by coincident

alpha content.

We next explored the relationship between immediate sleep

fragility and the broader EEG power spectrum. Toward this end,

we estimated the power at frequencies between 0.5 and 25 Hz (in

0.5 Hz intervals) expressed over occipital electrodes during the ten

seconds immediately preceding each stimulus (Fig. 2, light gray

windows). To facilitate a meaningful comparison across frequen-

cies, power values were standardized based on their waking levels

and their dynamic ranges observed during NREM sleep (see

Materials and Methods). The power at each frequency was then

analyzed independently using Cox regression.

The resulting spectral portrait shows how power at each

frequency, beyond stage designation, covaries with sleep fragility

(Fig. 4). (For comparison across the entire EEG spectrum,

estimates of the Cox regression coefficients reflect a change of

one standard deviation in the log-power at each frequency.) The

large, sustained contribution throughout the alpha band suggests

that this region of the spectrum indeed contains a meaningful

signal. We moreover observed strong tendencies toward sleep

stability in conjunction with low-frequency power (including slow-

wave, delta, and theta activity) and toward fragility in conjunction

with high-frequency power (beta activity). Nonetheless, the only

power value that achieved significance after a liberal correction for

multiple comparisons (Holm-Bonferroni method) was that at

10.5 Hz (P = 0.025), centrally located within the alpha band.

As the approach just described manages to isolate the power at

different frequencies, we took the opportunity to once more study

Figure 3. Alpha content reveals immediate sleep fragility. Using Cox regression, we found that alpha activity disclosed noise sensitivity during
NREM sleep, even when controlling for stage. Here we reconstruct probability surfaces for sleep stages N2 and N3, rendering sleep fragility as a
function of both stimulus intensity and EEG alpha content.
doi:10.1371/journal.pone.0017351.g003

Figure 4. Alpha band power is a specific marker of sleep depth. We examined the broader relationship between EEG spectral content
(beyond sleep stage designation) and NREM sleep depth. The power expressed over occipital electrodes immediately preceding each stimulus was
standardized using a baseline waking spectrum and the dynamic range observed during sleep at each frequency. The relationship between spectral
power values and sleep fragility was then assessed independently with Cox regression; the resulting regression coefficients (6SE) are shown for each
frequency in 0.5 Hz bins. Coefficients less than zero imply an association with sleep stability (resistance to disruption), whereas coefficients greater
than zero imply an association with sleep fragility (vulnerability to disruption). We observed a strong relationship between heightened sound
sensitivity and spectral power throughout the alpha band. Trends toward sleep stability emerged in conjunction with low frequency (,8 Hz) power
and toward fragility in conjunction with high frequency (.13 Hz) power. *P,0.05 after correction for multiple comparisons.
doi:10.1371/journal.pone.0017351.g004
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the relationship between alpha activity and sleep fragility, this time

including in our statistical model, in place of sleep stage

designation, a measure of low-frequency oscillatory EEG activity

(0.5–4 Hz), which may more faithfully track changes in sleep

depth at the neuronal level [11]. This moreover teases apart the

effects of alpha and delta activity, which may interact in the

relative measure of alpha content employed earlier. In this context,

slow-wave activity was associated with sleep stability (HR = 0.73;

P,10 11), and alpha activity again demonstrated a significant

relationship with sleep fragility (HR = 1.13; P = 0.002).

Discussion

The present results show that the soundness of sleep, defined

empirically and with ecological relevance, is revealed in real-time

by EEG spectral content: greater vulnerability to noise-induced

sleep disruption accompanies elevated alpha activity. Such spectral

interrogation of sleep fragility has predictive power on the order of

minutes. Furthermore, this effect transcended traditional sleep

staging, imparting a greater sense of fluidity to what is typically

seen as a rigid process.

From a behavioral perspective, alpha activity has been shown to

resolve fine gradations in the sleep-wake continuum. On visual

and auditory vigilance tasks, reduced alpha activity is associated

with sluggish reaction times and an elevated probability of lapse

[12,13,14,15,16]. Even during wakefulness, immediate levels of

alertness are revealed by ongoing alpha activity: moments of

higher parietal alpha amplitude have been associated with

receptiveness to tactile stimuli and heightened attention [17].

These observations concerning alpha’s relationship to sensory

intake, in conjunction with several others, have emboldened some

investigators to include the alpha oscillation among the neural

correlates of consciousness [18]. Here we extend alpha activity’s

association with environmental awareness beyond wakefulness and

drowsiness, and into NREM sleep.

Though the alpha oscillation was one of the first brain rhythms

to be described in the human EEG [19], little is currently

understood about its underlying generators or functional signifi-

cance. The thalamus, which has been found to influence cortical

alpha synchronization [20], might be the critical link between

alpha activity and the brain’s vulnerability to acoustic disruption.

As the thalamus is involved in relaying sensory information to the

cortex, alpha activity could be a reflection of this region’s

propensity for conveying external stimuli to cortical processing

centers where it is capable of interrupting sleep. Intriguingly, it was

recently shown that global expression of alpha power (and, to a

weaker extent, beta power) is positively correlated with activity in a

‘‘tonic-alertness network,’’ comprised of the dorsal anterior

cingulate cortex, anterior insula, and thalamus [21]. The

constituents of this network, with access to sensory information

and broad projections throughout the cortex [22], are well

positioned to support alerting functions and a ‘‘general readiness

for perception and action’’ [21,23]. At least during wakefulness,

then, elevated alpha activity seems to reflect the engagement of

regions supporting sensory intake and alertness. Future studies

should address the existence of a similar intrinsic connectivity

network during sleep, and its connection with EEG alpha content.

The specificity of alpha power as a maker of NREM sleep
depth

When we broadened the scope of our analysis to include the rest

of the EEG power spectrum during NREM sleep, only an alpha

frequency (10.5 Hz) remained significant after correction for

multiple comparisons. Rather than suggesting that this lone

frequency contains information regarding sleep fragility, we

suspect that inter-individual variability in peak alpha rhythm

frequency [24] undermined the effect when small slivers of the

band were considered alone.

Although large scale associations between EEG power and sleep

depth might be expected based on inherent correlations across

frequencies in the power spectrum of the sleeping brain [5], we

nonetheless observed several trends outside the alpha band that

warrant attention. In particular, we noted a tendency toward sleep

stability in conjunction with increased power in the frequencies

below 8 Hz. This accords well with the view that low-frequency

oscillatory activity (including slow-wave and delta activity)

intensifies with increasing depth of NREM sleep [11]. It should

be noted, however, that our analysis controlled for NREM sleep

stage, so the overall relationship between sleep stability and low-

frequency power, which is enhanced in stage N3 relative to N2,

was necessarily blunted in this context. The association between

reduced sound sensitivity and EEG spectral power in the low

frequencies appeared to extend even to the theta band (4–7 Hz).

In light of this observation, it is interesting to note that during

vigilance tasks, theta-rich EEG has been found to be associated

with reduced arousal [25] and deteriorated stimulus detection

[12,26].

We further observed a tendency for increased vulnerability to

disruption in conjunction with greater EEG power in higher

frequencies, including the beta band (15–25 Hz). As with alpha

activity, previous work has also shown a connection between

variation in beta activity and fluctuations in cortical arousal and

vigilance behavior [27,28]. A similar observation was made in

sleep, with enhanced beta activity now thought to signify heigh-

tened arousal in patients with insomnia [29].

As might be expected, the association between alpha power and

sleep fragility did not yield significance when REM sleep was

considered alone (P = 0.45). During REM, the relative alpha

power is more erratic and this activity may stem from

heterogeneous brain sources. Alpha activity during REM occurs

in at least two forms, conspicuous alpha bursts and background

alpha activity, which are thought to be electrophysiologically

distinct from one another and from that evident during

wakefulness. Further, alpha amplitude may be modulated by

visual imagery in the context of dreaming [2]. While the function

of alpha activity during REM remains hypothetical, the present

results suggest that it does not accompany heightened sensitivity to

one’s environment.

Future directions and applications
Previous electrophysiological studies have demonstrated that

ongoing network activity profoundly influences evoked cortical

responses and explains their dramatic variability [30]. Here we

further emphasize the role of the immediate brain state in modu-

lating perception by showing that beyond sleep stage [8] and the

overt rhythms of sleep [31], inconspicuous background activity

also varies with the soundness of sleep. In this light, alpha activity

provides a potent window onto the instantaneous responsiveness of

the sleeping brain. Future research should investigate the extent to

which other features of EEG dynamics, such as spectral coherence

[32,33], cross-frequency phase synchrony [34,35], or nested

oscillations [36,37] offer useful information about empirical mea-

sures of sleep depth.

Given that real-time fluctuations in EEG parameters provide

immediate information about sleep’s depth and its vulnerability to

disruption, it is enticing to speculate that this kind of information

could be employed by adaptive hypnotic agents guided by direct

feedback from neural activity. Such technology might be capable
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of combating the disruptive effects of environmental noise on sleep

and next-day cognitive performance [38,39], while optimally

preserving natural sleep physiology. At present, sleep medications

are a blunt instrument. Administered before bed, conventional

hypnotics last for a rigid duration fixed by their pharmacokinetic

properties. These drugs dominate consciousness, inducing sleep-

like sedation of unclear authenticity [40,41]. A system that allows

for dynamic drug delivery based on instantaneous feedback (using

a metric derived from alpha activity or the broader EEG power

spectrum) could momentarily protect or facilitate sleep when

vulnerable, otherwise letting natural brain rhythms run their

course. Further, such an arrangement might allow for emergency

interruptions or scheduled wake-times; such specificity is prohib-

ited by the crude sleep medications used today. Besides using

smaller doses, then, this system would afford enhanced precision

and flexibility. The present study establishes a conceptual

framework for such research, showing that sleep can be monitored

in real-time and characterized along a rich continuum of depth.

Materials and Methods

The findings described here stem from an experiment

conducted to study the disruptive salience of different sounds in

sleep. Biomarkers for individual noise tolerance (i.e., traits) were

presented in [10], whereas the current analysis seeks to elucidate

moment-to-moment variations in sleep’s vulnerability to disrup-

tion (i.e., states).

Ethics statement
Study procedures were approved by the Human Research

Committees of the Brigham and Women’s Hospital, the

Massachusetts General Hospital (MGH), and the Cambridge

Health Alliance. Written informed consent was obtained for all

participants.

Participants
Thirteen healthy volunteers (9 females and 4 males, age

24.967.3; mean 6 SD) were determined to be free from medical

or psychiatric conditions on the basis of clinical history and a

physical examination. Participants were also screened for drug,

alcohol, or caffeine dependency. Subjects reported taking no

medications that affect sleep or circadian rhythms. All participants

demonstrated normal hearing on the basis of audiometric

screening of each ear (minimum hearing level of 25 decibels

[dB] at 500, 1000, 2000 and 4000 Hz).

Study conditions
Participants slept on a consistent schedule for at least 4 days

prior to the study, as confirmed by wrist actigraphy (AW-64,

Minimitter, Bend, OR). During the study, subjects stayed at the

MGH Sleep Laboratory for 3 consecutive nights. Each night,

subjects were given the opportunity to sleep for 8.5 hours at their

normal bedtime. Research staff monitored the subjects 24 hours a

day to ensure that they did not nap. Light levels were maintained

at approximately 90 lux during waking periods, and ,1 lux

during sleep periods. The first night was used for adaptation;

subjects adjusted to the laboratory environment and were screened

for any sleep disorders visible on the polysomnogram. Acoustic

stimulation was applied only on the second and third nights.

Sleep recordings
Polysomnographic recordings were collected using a Comet XL

system (Grass-Telefactor, West Warwick, RI, USA). Skin surface

electrodes (Beckman Instrument Company, Schiller Park, IL)

captured EEG from frontal (F3 and F4), central (C3 and C4) and

occipital (O1 and O2) positions; electrooculogram (EOG); submen-

tal electromyogram (EMG); and electrocardiogram (ECG). Data

were conditioned by analogue filters (high-pass: 0.3 Hz; low-pass:

70 Hz), and digitally sampled at 200 Hz.

Experimental paradigm
On the second and third nights of the experiment, acoustic

stimulation was applied systematically throughout stages N2, N3

and REM sleep. Once stable sleep was achieved (at least 90

consecutive seconds of the same stage scored in real time), sounds

were initiated at 40 dB and replayed every thirty seconds in 5 dB

increments until an arousal was observed or 70 dB was reached

(Fig. 2). A 70 dB limit was imposed to minimize full awakenings

from sleep and prevent significant disruption of sleep architecture.

Each time an arousal was elicited, sound was withheld until stable

sleep resumed, at which time a new sound was chosen.

Acoustic stimuli were each ten seconds in duration, and drawn

from diverse sources. Noises included a telephone ringing, a toilet

flushing, an IV alarm, a hospital intercom, a door creaking and

slamming, a laundry machine, an ice machine, a towel dispenser,

road traffic, snoring, a jet engine, a helicopter, and two

conversations of positive and negative emotional valence. All

sounds except the jet and helicopter were recorded on site in a

medical unit of Somerville Hospital, Somerville, MA. Stimuli,

which were repeated through each graduated sound series, were

selected at random for each participant on each night.

Sound levels were measured using dBA-Leq-10 s, consistent with

standard methods used to evaluate the clinical effects of noise. ‘‘A’’

refers to the weighting of sounds in ranges audible to humans,

while ‘‘Leq-10 s’’ denotes an average intensity derived from the

10 seconds of the sound’s duration. The sound level in the patient

room was logged with an environmental sound monitor (Rion

Type NL-31, with Type 1 microphone) located 10 inches above

the subject’s head. Stimuli were presented on a measured average

background of 34–35 dB due to continuous ventilation in the

room.

Stimuli were delivered in surround sound using an array of four

studio-monitor loudspeakers (Event, model PS6) placed at the

circumference of a circle centered around the subject’s head. This

arrangement enabled sounds with moving sources (e.g., the

airplane) to be reproduced with apparent motion through space.

Sleep scoring
Sleep stages (in 30-second epochs) and arousals were identified

in adherence with the recommendations of the American

Academy of Sleep Medicine [6]. According to these criteria, an

arousal consists of an abrupt increase in EEG frequency lasting at

least 3 seconds, excluding that caused by a spindle, and preceded

by at least 10 seconds of stable sleep. Sleep scoring was conducted

by a registered polysomnographic technician under the supervi-

sion of the medical director of the MGH Sleep Laboratory.

Spectral estimation
The period preceding sound presentation was used to assay the

electroencephalographic sleep depth associated with each sound.

Power spectra were estimated using the multitaper method [42].

Spectra were derived from occipital electrodes (average of O1 and

O2), as waking alpha tends to predominate over these posterior

regions [43].

For each segment of analysis, alpha activity was computed as

the integral of the power spectrum in the alpha band (8–13 Hz)

divided by the total power generated in that interval. As utilized

elsewhere [4,44,45,46], this metric seeks to eliminate variance
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resulting from non-brain-based factors (e.g., degradation of

electrode contact) that occur during all-night EEG recordings.

Moreover, this process facilitates an aggregate analysis across two

experimental nights in each of thirteen subjects. To control for the

degree to which alpha power signifies wakefulness in each

individual (i.e., the subject’s native alpha generation [47]), this

measure was normalized to the corresponding value derived from

a baseline period of eyes-closed wakefulness on the same night.

When a broader range of EEG oscillatory activity was considered

(Fig. 4), the power at frequencies of 0.5 Hz to 25 Hz (in steps of

0.5 Hz) was estimated using Bartlett’s method (2-second segments)

and the Goertzel algorithm [48]. The quantities derived from

occipital electrodes O1 and O2 were averaged for subsequent

analysis. As before, the power spectral density was normalized to a

baseline waking spectrum. To facilitate meaningful comparison

across frequencies, which have different dynamic ranges, power

values were log-transformed [42] and divided by the standard

deviation of the log-spectrum observed during quiet NREM sleep

(absent sound presentation) on the same night. When the power in

the slow/delta band (0.5–4 Hz) and alpha band (8–13 Hz) were

considered as absolute, as opposed to relative, measures, the Bartlett

spectra were integrated in the corresponding ranges and the resulting

power values were standardized in the manner just described.

Statistical analysis
The influence of EEG spectral content on sleep fragility was

interrogated using survival analysis [49]. Each sound series defined

a distinct risk period (a ‘‘lifetime’’) during which sleep could be

disrupted—maintenance of sleep constitutes survival, disruption of

sleep, a failure.

Only sound series that were preceded by three contiguous 30-

second epochs of the same sleep stage and terminated in a sound-

induced arousal were used for analysis. (An arousal was judged to

be evoked from stimulation if the arousal occurred during the

sound or within 5 seconds from its conclusion.) Among these

sound series, 109 out of 724 in NREM and 45 out of 267 in REM

were right-censored, meaning that sound presentation ended

before arousal occurred.

In this paradigm, sleep stability, a function of loudness, describes

the probability of tolerating sounds of any given intensity. Sleep

fragility, the stability curve’s complement, describes the probability

of disruption due to sounds of any given intensity.

The effect of EEG spectral features on sleep fragility was evaluated

with a Cox proportional hazards regression model. The model was

stratified across subjects in order to account for individual differences

in noise tolerance. Since our loudness scale grew in discrete, 5 dB

increments, we employ the exact-partial likelihood method to handle

multiple arousals at each sound intensity [50]. A categorical ‘‘stage’’

covariate was also included to control for the conventional measures

available to characterize sleep depth.

When the power at distinct frequencies through 25 Hz were

tested independently, p-values for each frequency were adjusted

using the Holm-Bonferroni method for multiple comparisons [51].

Supporting Information

Figure S1 Alpha power is stable for minutes. This plot

shows an unbiased estimate of the autocorrelation function of relative

spectral content in the alpha band (8–13 Hz) measured in 10-second

intervals (depicted smoothed in Figure 1A). The autocorrelogram

portrays the correlation of alpha content with its subsequent values

for a range of lags. The trajectory used for this figure transcended

multiple sleep stages, thus portraying the global stability of alpha

content that might be observed at an arbitrary time of night.

(PDF)

Results S1 Supplementary Results.

(PDF)
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SUPPLEMENTARY RESULTS 
 

To shed further light on the timescale over which alpha power might be capable of 

predicting sleep fragility, we studied the natural trajectory of alpha power during an 

entire night of sleep from one representative subject, as shown in Figure 1A. Here 

we used data from the quiet night of sleep, free of sound presentation.  

 

The representation of Figure 1B conveys the magnitude of relative alpha power 

variability over the course of the night. To address the stability of such a measure 

from one moment to the next, we employed autocorrelation. The autocorrelation 

function shows the correlation of a time series with its future values at any given 

latency. Figure S1 shows an unbiased estimate of the autocorrelation function for 

the relative alpha power trajectory shown in Figure 1A, for lags up to 25 minutes 

long. This plot portrays the persistence, or inertia, of EEG alpha content from one 

observation to the next, understanding that stage transitions or awakenings occur 

many times throughout the night. Although our protocol involving frequent sound 

stimulation only permitted examination of latencies up to four minutes long, this 

information from the baseline night suggests that prediction of sleep fragility based 

on alpha power is not likely valid over time horizons greater than five minutes.  
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Spontaneous brain 
rhythms predict 
sleep stability in the 
face of noise 
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Solet1,5 and Jeffrey M. Ellenbogen1,2 

Quality sleep is an essential part of 
health and well-being. Yet fractured 
sleep is disturbingly prevalent in our 
society, partly due to insults from 
a variety of noises (1 ]. Common 
experience suggests that this fragility 
of sleep is highly variable between 
people, but it is unclear what 
mechanisms drive these differences. 
Here we show that it is possible 
to predict an individual's ability to 
maintain sleep in the face of sound 
using spontaneous brain rhythms 
from electroencephalography (EEG). 
The sleep spindle is a thalamocortical 
rhythm manifested on the EEG as 
a brief 11-15 Hz oscillation and is 
thought to be capable of modulating 
the influence of external stimuli (2). 
Its rate of occurrence, while variable 
across people, is stable across nights 
[3]. We found that individuals who 
generated more sleep spindles during 
a quiet night of sleep went on to exhibit 
higher tolerance for noise during a 
subsequent, noisy night of sleep. This 
result shows that the sleeping brain's 
spontaneous activity heralds individual 
resilience to disruptive stimuli. Our 
finding sets the stage for future studies 
that attempt to augment spindle 
production to enhance sleep continuity 
when confronted with noise. 

The brain's response to sensory 
input is modulated by ongoing, 
spontaneous neuronal activity (4). 
Indeed, during sleep, the thalamus 
spontaneously engages with the 
cortex. This interaction can produce 
transient fluctuations of the brain's 
electric field visible on the EEG as 
rhythmic spindles (Figure 1A). As the 
thalamus relays sensory information 
to perceptual cortices, it has been 
proposed that brain processes 
involved in spindle production gate 
sensory input during sleep (2). If 
spindles hinder the transmission of 
external stimuli from the thalamus to 

the cortex, a higher rate of spindle 
production throughout the night would 
be expected to preserve sleep stability 
in the face of noise. We hypothesized 
that individuals who generate more 
spindles would require sounds of 
higher intensity to disrupt their naturally 
occurring sleep. 

Twelve healthy human volunteers 
(age 26.3 :t 7.5, mean :t SO) were 
studied in the sleep laboratory for 
three consecutive nights. The first 
night was quiet, while the second and 
third were noisy. Brain activity was 
monitored each night with EEG. We 
detected spindles on central channels 
(C3, C4) during the quiet night using 
an automatic algorithm (Figure 1A, and 
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Figure S1 A in the on-line Supplemental 
Information), defining each subject's 
spindle rate as the number of detected 
events per minute during stage N2 and 
N3 (stages 2 and 3 of non-REM sleep). 
On the noisy nights we presented 
frequently encountered sounds 
- for example road and air traffic, a 
telephone ringing, or hospital-based 
mechanical sounds - during stages 
N2, N3 and R (REM sleep). These 
ten-second noises were initiated at 
40 decibels (dB) and presented every 
thirty seconds in 5 dB increments 
until the EEG signal was perturbed 
according to standard guidelines (that 
is, an arousal was observed) (5) (Figure 
1 B). In the present analysis, sleep 

A Spontaneous spindle detection 

50 
EEG 
(µV) 

-50 
spindle 

0 

8 

70 
Sound 60 • (dB) 50 •• 40 ••• •••• 

arousal 
0 

C 

0.8 

0.6 

Probability of 
0.4 stable sleep 

0.2 

0 

40 

Time (sec) 

Evoked arousal detection 

• •• •• • ... , • •• • • • • ••• • ••• • . .... , 
Time (min) 

Spindle rate predicts sleep stability 

50 60 

Sound level (dB) 

Figure 1. Spindle rate predicts sleep stability. 
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(A) Sleep spindles were automatically detected on central EEG channels during a quiet night 
of sleep. The number of detected events (vertical bars on the bottom line) per minute defined 
each subject's spindle rate. (B) On two subsequent nights we introduced ten-second noises, 
initiated at 40 decibels (dB) and presented every thirty seconds in 5 dB increments until the 
EEG signal was perturbed (arousal, vertical bars on the bottom line). Each colour represents 
a different sound type; a sample of four is shown here. (C) Observations were pooled among 
subjects in the lower and upper halves of the spindle rate distribution (ranges 4.57-5.44 and 
5.48--6.14 spindles/min, respectively) based on EEG lead C3 during stage N2. Corresponding 
sleep survival curves were derived from each pool in stage N2 using the Kaplan-Meier (prod
uct-limit) method. 
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stability is defined as the maintenance 
of sleep without arousal. 

We first considered the relationship 
between spindles and sleep stability 
during stage N2, when spindles 
predominate. Using Cox regression, we 
found that those with higher spindle 
rates on the quiet night exhibited 
greater sleep stability during the noisy 
nights: spindle rate carried a sleep 
disruption hazard ratio (HR) of 0.39 
from C3 (p = 0.00�) and 0.5� from C4 (p 
= 0.002) (see Figure �C).

As spindles are also present in 
stage N3, we performed the same 
analysis considering stages N2 and N3 
together. We again found a significant 
relationship between spindle rate and 
sleep stability (HR = 0.55, p = 0.003 for 
C3; HR = 0.64, p = 0.0�8 for C4). 

This result shows that it is possible 
to predict an individual’s ability to 
maintain sleep in the face of external 
sound: those with more abundant 
spindles are more resistant to sounds 
during sleep. It remains to be seen 
whether this relationship emerges 
from the cumulative effects of spindle 
and sound collision, as we suspect, or 
whether it is due to a yet undetermined 
biological process.

In line with previous reports [3], we 
observed consistent spindle rates from 
night to night (Figure S�B). We thus 
regard spindle rate as a stable trait, 
suitable for predicting sleep continuity 
under noisy conditions. 

The extent to which the relationship 
between spindle rate and noise 
tolerance bears on different 
populations awaits exploration. Noise 
tolerance during sleep [6], like spindle 
rate [7], diminishes with age. On the 
other hand, despite reporting poor 
sleep, people with insomnia possess 
arousal thresholds similar to those 
of normal sleepers [8]. They likewise 
produce spindles at normal rates [9]. 
It is tempting to link these pairs of 
observations based on our result. 

Our finding also suggests a 
tantalizing explanation for associations 
uncovered between spindle rate and 
learning potential (see for instance 
[�0]): in addition to perhaps actively 
contributing to memory consolidation, 
spindles may shield sleep from 
disruption, allowing consolidating 
processes to operate unhindered. 

Our data raise important questions 
about whether augmenting spindle 
rate through behaviour, drug or device 
might protect sleep by harnessing the 
spindle’s ability to deflect incoming 

stimuli. While we await intervention-
based exploration, this study provides 
evidence that sleep spindle rate 
— readily quantified from EEG — 
serves as a biomarker for vulnerability 
to sound during sleep.  

Supplemental Information
Supplemental Information is available at 
doi:�0.�0�6/j.cub.20�0.06.032
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Supplemental Data: Spontaneous brain rhythms predict sleep stability in the face of noise 
 
Thien Thanh Dang-Vu, Scott M. McKinney, Orfeu M. Buxton, Jo M. Solet, and  
Jeffrey M. Ellenbogen 

 

Supplemental Experimental Procedures 

Institutional review  

Study procedures were approved by the Human Research Committees of the Brigham and 

Women’s Hospital, Massachusetts General Hospital (MGH) and the Cambridge Health 

Alliance. Informed consent was obtained for all subjects. 

 

Subjects 

Twelve healthy volunteers (8 females and 4 males, age 26.3±7.5 [mean±SD]) were screened 

to be free from any acute or chronic medical or psychiatric conditions, established on the 

basis of clinical history and a physical examination obtained by a physician. History of illicit 

drug, alcohol, or caffeine dependency was also ruled out by clinical history and confirmed by 

toxicological urinalysis. Participants were taking no medications (prescription or over the 

counter) that affect circadian rhythms or sleep. Absence of sleep pathologies, including sleep-

disordered breathing and periodic limb movements, was confirmed by standard 

polysomnographic sleep recording (see Sleep recordings). Volunteers with hearing 

impairment were excluded based on audiometric screening of each ear (hearing level 

threshold of 25 decibels [dB] at 500, 1000, 2000 and 4000Hz).  

 

Study conditions 

Prior to the study, subjects slept at home on a consistent schedule for at least 4 days, as 

assessed by wrist actigraphy (AW-64, Minimitter, Bend OR). Participants were admitted to 

the MGH Sleep Laboratory in the early evening and stayed for 3 days. Subjects were given 
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the opportunity to sleep for 8.5 hours at their normal bedtime. Research staff was present 24 

hours a day to monitor the subject via audio and video, as well as to check vital signs, deliver 

meals, and ensure that subjects did not nap. Light levels were maintained at approximately 90 

lux during waking periods, and <1 lux during sleep periods in order to maintain normal 

circadian alignment.  

 

Sleep recordings  

Polysomnographic (PSG) recordings were collected using a Comet XL system (Grass-

Telefactor West Warwick, RI, USA). On all three nights, skin surface electrodes (Beckman 

Instrument Company, Schiller Park, IL) captured EEG from frontal (F3 and F4), central (C3 

and C4) and occipital (O1 and O2) positions, electrooculogram (EOG), submental 

electromyogram (EMG), and electrocardiogram (ECG). Data were captured at a sampling rate 

of 200 Hz and conditioned by analog filters (high pass 0.3 Hz, low pass 70 Hz). 

 

Acoustic stimuli 

Fourteen sounds were recorded in a medical unit of Somerville Hospital, Somerville, 

Massachusetts. Sounds were drawn from a broad range of sources: an IV alarm, a phone 

ringing, a toilet flush, a physician’s pager sounding, a door creaking and slamming, a laundry 

machine, an ice machine, a towel dispenser, traffic noises, snoring, a jet engine, a helicopter, 

and two conversations of different emotional valence (positive and negative). All sounds were 

10 seconds in duration.  

 

Sounds were presented during sleep on the second and third nights of the study. The first 

night was quiet, containing merely “sham” acoustic stimulation: the audio equipment was 

positioned as it would be on subsequent (noisy) nights, but sleep was not disturbed for the 
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entire 8.5 hr sleep opportunity. Subjects were not informed that they would have an initial 

quiet night, but were rather told that sounds would be delivered during all nights.  

 

On the noisy nights, acoustic stimuli were presented in surround sound using an array of four 

studio-monitor loudspeakers (Event, model PS6) placed at the circumference of a virtual 

circle around the subject’s head (i.e., modified ITU-R BS775-1 pattern). All sounds were 

veridical with respect to the soundscape. If a sound in real life had motion, such as a plane or 

car, then it was played as having motion in space during the study. The mean (± SE) number 

of presented sounds per subject was 193.1 (19.6) for the second night and 242.5 (34) for the 

third night. Stimuli were presented on a measured average background of 34-35 dB that was 

due to continuous ventilation in the room.  

 

Sound levels were measured using dBA-Leq-10sec, consistent with standard methods used to 

evaluate the clinical effects of noise: ‘A’ refers to the weighting of sounds in ranges audible to 

humans; Leq-10sec refers to the equivalent continuous sound level, i.e., averaging of sound 

pressure level across the 10 sec of sound presentation.  

 

The sound level in the patient room was logged with an environmental sound monitor (Rion 

Type NL-31, with Type 1 microphone) installed on a tripod roughly 10 inches above the head 

of the sleeping subject, and programmed to output a DC voltage proportional to the A-

weighted fast response sound level. This signal was integrated by the sleep recording software 

and calibrated using a 1 kHz sine wave.  

 

Once stable sleep was achieved (at least 90 seconds of the same stage was scored in real 

time), sounds were initiated at 40 dB and presented every thirty seconds in 5 dB increments 
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until an arousal was observed or until 70 dB was reached. A 70 dB limit was set in order to 

minimize full awakenings from sleep and thus prevent significant disruption of sleep 

architecture (Supplemental Results). Stimuli were presented in randomized order for each 

participant and night. Each time a sound elicited an arousal, no further sound was presented 

until stable sleep resumed.  

 

Sleep analysis 

Sleep stages, spindles and arousals were identified in adherence with the recommendations of 

the American Academy of Sleep Medicine [5]. According to these criteria, an arousal is 

defined as an abrupt increase in EEG frequency that lasts at least 3 seconds, excluding that 

caused by a spindle, preceded by at least 10 seconds of stable sleep. Scoring of sleep was 

conducted by a registered polysomnographic technician under the supervision of the medical 

director of the MGH sleep laboratory. 

 

Arousal threshold 

Acoustic arousal threshold was defined as the sound intensity observed to evoke an EEG 

arousal. The mean (± SE) number of sound-evoked arousals per subject was 42.7 (± 2.8) for 

the second night, and 44.6 (± 4.2) for the third night. Because our hypothesis focused on 

spindles, arousal thresholds were first examined in epochs of stage N2 sleep, the stage during 

which spindles predominate [5]. As spindles are also present during stage N3, sounds and 

corresponding arousal thresholds were also examined during stages N2 and N3 considered 

together. Sounds were delivered during two nights in order to increase the sample of 

presented sounds [S1].  
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For the computation of the linear regression (see Statistical analysis section), arousal 

thresholds were averaged across sound types within subject. 

 

Spindle rate 

Spindle rate was quantified on EEG channels C3 and C4 (referenced to the contralateral 

mastoid), since they are most pronounced in these locations [7].  To this end, an automatic 

spindle detection algorithm was adapted from Molle et al. and others [S2-S3] (Figure S1A). 

According to this method, the raw EEG signal was digitally bandpass filtered in the spindle 

frequency range (11-15 Hz) using a linear phase finite impulse response filters (-6 dB at 11 

and 15 Hz). The average root mean square (rms) power of the filtered signal was calculated in 

time windows of 0.25 sec with 5 msec resolution. Sleep spindles were identified during those 

times in which the rms power of the filtered signal achieved a value above its 87th percentile. 

The presence of a spindle was validated by determining whether the spindle’s peak-to-peak 

amplitude lay between 10 and 100 µV, and its duration was at least 0.5 sec.  Spindle rate was 

calculated as the ratio of the number of detected spindles during stages N2 and N3 to the 

duration (in min.) of these stages in each subject. 

 

Because of arguments suggesting the existence of two types of spindles (fast and slow) [S3], 

we also tested whether there was an effect of spindle type on sleep stability in the face of 

noise (Supplemental Results). Detected spindles were thus classified as either fast or slow 

according to the peak frequency of the filtered EEG signal during each detected spindle (slow 

= 11-13 Hz; fast = 13-15 Hz). 

 

In order to test whether other properties of spindles, in addition to their rate, modulate sleep 

stability in the face of noise, we computed the average amplitude and duration of spindles 
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characteristic to each subject. As described above, the beginning and end of a spindle were 

defined as two successive threshold-crossings of the power of the filtered signal, at least 0.5 

sec apart. The amplitude was computed as the maximal peak-to-peak amplitude of the filtered 

EEG signal during a detected spindle. We also tested a joint measure of amplitude and 

duration by computing the total spectral power of the filtered signal (11-15 Hz) during 

detected spindles (Supplemental Results). Power spectra were estimated using the multitaper 

method [S4]. 

 

We confirmed that spindle rate is consistent across nights, as shown previously [S5], by 

measuring spindle rates during the second and third (noisy) nights in addition to the first 

(quiet) night. To achieve this, we applied the spindle detection algorithm to EEG collected 

from the second and third nights, after excluding all epochs during which sounds were 

presented, as well as those immediately afterward. This exclusion was performed because 

sounds are known to influence spindle production [S6]. (See Supplemental Results below, and 

Figure S1B.)   

 

Statistical analysis 

Sleep stability was defined as the maintenance of sleep in the absence of arousal. Sleep 

stability was interrogated using survival analysis, where maintenance of sleep constitutes 

survival, and arousal from sleep a failure. Each sound series defined a distinct risk period 

during which sleep could be disrupted by a sound-induced arousal.  

 

Empirical descriptions of the cumulative distribution of arousal thresholds, called survivor 

functions, were estimated using the Kaplan-Meier product-limit method for censored data. 

The survivor function of loudness describes the probability of tolerating sound intensities at 
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least that loud. Across all 565 observations, 138 were right-censored, meaning that sound 

presentation at the highest dB level was terminated before an arousal occurred. 

The effect of spindle rates from EEG channels C3 and C4 on sleep stability (i.e., absence of 

arousal) was evaluated using a Cox proportional hazards regression model, accounting for 

shared frailty among sleep periods belonging to the same subject. 

The hazard ratio (similar to a measure of relative risk) represents the proportional change in 

hazard due to a one-unit increase in spindle rate. In the current analysis, more spindles per 

minute resulted in a significantly lower hazard of sleep disruption due to noise. The same 

method was used to test the effects of spindle amplitude, duration and power on stage N2 

sleep stability.  

As an alternative presentation of these data, we also tested whether spindle rates were 

significantly correlated to each individual’s mean arousal threshold using a linear regression. 

In this case, right-censored events were considered as arousal thresholds of 75 dB for the 

calculation of the mean. (Figure S1C and Supplemental Results, below.) This further 

substantiates our finding. 

Supplemental Results 

Sleep stages 

Table S1 shows the composition of total sleep time (TST) averaged across subjects, during 

each of the three nights in this study. These values did not differ significantly across nights (F 

= 0.00016; p = 0.99), showing that, aside from very brief arousals, traditionally-defined sleep 

architecture was not affected by sound presentation. In agreement with previous reports [S7], 
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amounts of stages N1, N2, N3 and REM sleep (either absolute time or % of TST) and TST 

were not significantly correlated with arousal thresholds during stage N2.     

 

We also compared the same parameters from the quiet night (amounts of stages N1, N2, N3 

and REM, TST)  among subjects in the upper and lower halves of the spindle rate distribution, 

as depicted in figure 1C, and found no significant difference (two-sample t-tests). This 

suggests that the effects observed with spindle rate are not confounded by sleep stages and 

total sleep time. 

 

Spindle rate  

Spindle rates on C3 were not significantly different from spindle rates on C4 (paired t-test). 

Spindle rates were not significantly different between females and males, either on C3 or C4 

(two-sample t-test). 

 

In order to establish that spindle rate was consistent night to night for a given subject, we 

compared spindle rate on the quiet night to spindle rate on the quiet portions of the noisy 

nights. Thus, spindle rates on nights 2 and 3 were calculated after exclusion of 30-sec epochs 

with sounds, as well as the subsequent epoch after sound presentation. In order to compensate 

for the fewer number of quiet epochs in nights 2 and 3 compared to night 1, spindle rates in 

nights 2 and 3 were considered together. Spindles rates were not significantly different across 

nights (ANOVA), either for C3 (p = 0.15), or C4 (p = 0.43). Spindle rates on night 1 were 

also positively correlated with those on nights 2 and 3 (r = 0.63, p = 0.028 for C4; r = 0.68, p 

= 0.01 for C3) (Figure S1B). This stands in agreement with previous reports, showing a 

consistency of spindle rate across nights within subjects [S5]. In addition, using spindle rates 
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from nights 2 and 3 (instead of the first, quiet, night) still predicted sleep stability in the face 

of noise during the same nights (Cox regression: p < 0.001 for C3, p = 0.028 for C4).

The average amplitude, duration or power of spindles during the quiet night did not have a 

significant effect on sleep stability during noisy nights. The spindle rate weighted by either 

the mean amplitude or mean spectral power of spindles likewise did not predict sleep 

stability. Only the spindle rate weighted by duration achieved significance with sleep stability 

(p = 0.013 and p = 0.012, for C3 and C4, respectively). However, we found that spindle rate 

weighted by the spindles’ average duration was strongly correlated with spindle rate alone (R² 

= 0.845), demonstrating that this effect was likely driven by spindle rate alone with no effect 

of duration itself. This was due to the relative consistency in spindle duration across subjects 

(mean duration = 0.84 sec; SD = 0.035 sec). When spindles were classified into fast and slow 

spindles, the corresponding slow and fast spindle rates had no significant effect on sleep 

stability from noise. Altogether, these additional analyses suggest that the number (rate) rather

than the properties (amplitude, duration, power or frequency) of spindles modulates sleep 

stability in the face of noise.

Figure S1C shows the correlation during stage N2 between spindle rate and mean arousal 

threshold as assessed by linear regression. We found that spindle rate on a quiet night was 

positively correlated with arousal threshold during noisy nights (r = 0.77; p = 0.003 for C3; r 

= 0.71; p = 0.01 for C4).
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A. Spindle detection method

(Upper trace) Electroencephalogram (EEG) depicting a typical spindle. This raw trace

was derived from lead C3, referenced to the contralateral mastoid.

(Middle trace) For spindle detection, the raw signal (shown in upper trace) was first

filtered in the spindle frequency band (11-15 Hz).

(Lower trace) Sleep spindles were then identified during those times when the average

root mean square (rms) power of the filtered signal (shown in middle trace) achieved a

value above its 87th percentile (horizontal dashed line). Additional criteria (not shown)

included peak-to-peak amplitude between 10 and 100 µV, and duration longer than 0.5

sec. The vertical dashed lines delineate the detected spindle.

B. Spindle rate is consistent across nights

Spindle rate during the first (quiet) night positively correlated with spindle rate

averaged over the second and third (noisy) nights (r = 0.63; p = 0.028), after exclusion

of 30 sec-epochs during which sounds were presented as well as the epoch

immediately following. Spindles rates are from EEG lead C4 and in stage N2 sleep.

Each dot represents one subject. The solid line is the regression.
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C. Spindle rate predicts mean arousal threshold

Spindle rate during the quiet night positively correlated with mean arousal threshold

during noisy nights (r = 0.77; p = 0.003; the spindle rates represented here are

calculated from EEG lead C3) during stage N2 sleep. Each dot represents one subject.

The solid line is the regression. The dashed lines represent the 95% confidence

interval.

Table S1. Sleep composition across nights 

Sleep stage 
night 1 
(quiet) 

night 2 
(noisy) 

night 3 
(noisy) 

Wake 28±4 26±6 31±5 
Stage N1 52±6 53±6 54±9 
Stage N2 239±9 254±10 237±9 
Stage N3 92±10 68±8 89±11 

REM 97±6 107±5 99±6 
Latency to N2 13±2 12±2 16±3 
Latency to N3 26±3 24±2 26±4 

Latency to REM 94±11 79±8 74±6 
Total Sleep 481±4 482±6 479±5 

Mean time (± SE; min.) spent in different stages of sleep, and their corresponding latencies, 

across the 3 experimental nights.  
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The Panel Charge 

The Expert Panel was given the following charge by the Massachusetts Department 

of Environmental Protection (MassDEP) and Massachusetts Department of Public Health 

(MDPH): 

1. Identify and characterize attributes of concern (e.g., noise, infrasound, vibration, and light 

flicker) and identify any scientifically documented or potential connection between health 

impacts associated with wind energy turbines located on land or coastal tidelands that can 

impact land-based human receptors.  

2. Evaluate and discuss information from peer-reviewed scientific studies, other reports, 

popular media, and public comments received by the MassDEP and/or in response to the 

Environmental Monitor Notice and/or by the MDPH on the nature and type of health 

complaints commonly reported by individuals who reside near existing wind farms.  

3. Assess the magnitude and frequency of any potential impacts and risks to human health 

associated with the design and operation of wind energy turbines based on existing data.  

4. For the attributes of concern, identify documented best practices that could reduce 

potential human health impacts.  Include examples of such best practices (design, 

operation, maintenance, and management from published articles).  The best practices 

could be used to inform public policy decisions by state, local, or regional governments 

concerning the siting of turbines. 

5. Issue a report within 3 months of the evaluation, summarizing its findings. 

To meet its charge, the Panel conducted a literature review and met as a group a total of 

three times.  In addition, calls were also held with Panel members to further clarify points 

of discussion. 
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Executive Summary 

The Massachusetts Department of Environmental Protection (MassDEP) in collaboration 

with the Massachusetts Department of Public Health (MDPH) convened a panel of independent 

experts to identify any documented or potential health impacts of risks that may be associated 

with exposure to wind turbines, and, specifically, to facilitate discussion of wind turbines and 

public health based on scientific findings.   

While the Commonwealth of Massachusetts has goals for increasing the use of wind 

energy from the current 40 MW to 2000 MW by the year 2020, MassDEP recognizes there are 

questions and concerns arising from harnessing wind energy.  The scope of the Panel’s effort 

was focused on health impacts of wind turbines per se.  The panel was not charged with 

considering any possible benefits of avoiding adverse effects of other energy sources such as 

coal, oil, and natural gas as a result of switching to energy from wind turbines.  

Currently, “regulation” of wind turbines is done at the local level through local boards of 

health and zoning boards.  Some members of the public have raised concerns that wind turbines 

may have health impacts related to noise, infrasound, vibrations, or shadow flickering generated 

by the turbines.  The goal of the Panel’s evaluation and report is to provide a review of the 

science that explores these concerns and provides useful information to MassDEP and MDPH 

and to local agencies that are often asked to respond to such concerns.  The Panel consists of 

seven individuals with backgrounds in public health, epidemiology, toxicology, neurology and 

sleep medicine, neuroscience, and mechanical engineering.  All of the Panel members are 

considered independent experts from academic institutions.   

In conducting their evaluation, the Panel conducted an extensive literature review of the 

scientific literature as well as other reports, popular media, and the public comments received by 

the MassDEP. 
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ES 1.  Panel Charge 

1. Identify and characterize attributes of concern (e.g., noise, infrasound, vibration, and light 

fli cker) and identify any scientifically documented or potential connection between health 

impacts associated with wind turbines located on land or coastal tidelands that can impact 

land-based human receptors.  

2. Evaluate and discuss information from peer reviewed scientific studies, other reports, popular 

media, and public comments received by the MassDEP and/or in response to the 

Environmental Monitor Notice and/or by the MDPH on the nature and type of health 

complaints commonly reported by individuals who reside near existing wind farms.  

3. Assess the magnitude and frequency of any potential impacts and risks to human health 

associated with the design and operation of wind energy turbines based on existing data. 

4. For the attributes of concern, identify documented best practices that could reduce potential 

human health impacts.  Include examples of such best practices (design, operation, 

maintenance, and management from published articles).  The best practices could be used to 

inform public policy decisions by state, local, or regional governments concerning the siting 

of turbines. 

5. Issue a report within 3 months of the evaluation, summarizing its findings. 

ES 2.  Process 

To meet its charge, the Panel conducted an extensive literature review and met as a group 

a total of three times.  In addition, calls were also held with Panel members to further clarify 

points of discussion.  An independent facilitator supported the Panel’s deliberations.  Each Panel 

member provided written text based on the literature reviews and analyses.  Draft versions of the 

report were reviewed by each Panel member and the Panel reached consensus for the final text 

and its findings. 

ES 3. Report Introduction and Description 

Many countries have turned to wind power as a clean energy source because it relies on 

the wind, which is indefinitely renewable; it is generated “locally,” thereby providing a measure 

of energy independence; and it produces no carbon dioxide emissions when operating.  There is 

interest in pursuing wind energy both on-land and offshore.  For this report, however, the focus 

is on land-based installations and all comments are focused on this technology.  Land-based 
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wind turbines currently range from 100 kW to 3 MW (3000 kW).  In Massachusetts, the largest 

turbine is currently 1.8 MW.  

The development of modern wind turbines has been an evolutionary design process, 

applying optimization at many levels.  An overview of the characteristics of wind turbines, noise, 

and vibration is presented in Chapter 2 of the report.  Acoustic and seismic measurements of 

noise and vibration from wind turbines provide a context for comparing measurements from 

epidemiological studies and for claims purported to be due to emissions from wind turbines.  

Appendices provide detailed descriptions and equations that allow a more in-depth 

understanding of wind energy, the structure of the turbines, wind turbine aerodynamics, 

installation, energy production, shadow flicker, ice throws, wind turbine noise, noise 

propagation, infrasound, and stall vs. pitch controlled turbines.  

Extensive literature searches and reviews were conducted to identify studies that 

specifically evaluate human population responses to turbines, as well as population and 

individual responses to the three primary characteristics or attributes of wind turbine operation: 

noise, vibration, and flicker.  An emphasis of the Panel’s efforts was to examine the biological 

plausibility or basis for health effects of turbines (noise, vibration, and flicker).  Beyond 

traditional forms of scientific publications, the Panel also took great care to review other non-

peer reviewed materials regarding the potential for health effects including information related to 

“Wind Turbine Syndrome” and provides a rigorous analysis as to whether there is scientific basis 

for it.  Since the most commonly reported complaint by people living near turbines is sleep 

disruption, the Panel provides a robust review of the relationship between noise, vibration, and 

annoyance as well as sleep disturbance from noises and the potential impacts of the resulting 

sleep deprivation. 

In assessing the state of the evidence for health effects of wind turbines, the Panel 

followed accepted scientific principles and relied on several different types of studies.  It 

considered human studies of the most important or primary value.  These were either human 

epidemiological studies specifically relating to exposure to wind turbines or, where specific 

exposures resulting from wind turbines could be defined, the panel also considered human 

experimental data.  Animal studies are critical to exploring biological plausibility and 

understanding potential biological mechanisms of different exposures, and for providing 

information about possible health effects when experimental research in humans is not ethically 
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or practically possible.  As such, this literature was also reviewed with respect to wind turbine 

exposures.  The non-peer reviewed material was considered part of the weight of evidence.  In all 

cases, data quality was considered; at times, some studies were rejected because of lack of rigor 

or the interpretations were inconsistent with the scientific evidence.   

ES 4.  Findings  

The findings in Chapter 4 are repeated here. 

Based on the detailed review of the scientific literature and other available reports and 

consideration of the strength of scientific evidence, the Panel presents findings relative to three 

factors associated with the operation of wind turbines: noise and vibration, shadow flicker, and 

ice throw.  The findings that follow address specifics in each of these three areas. 

ES 4.1  Noise 

ES 4.1.a Production of Noise and Vibration by Wind Turbines 

1. Wind turbines can produce unwanted sound (referred to as noise) during operation.  The 

nature of the sound depends on the design of the wind turbine.  Propagation of the sound 

is primarily a function of distance, but it can also be affected by the placement of the 

turbine, surrounding terrain, and atmospheric conditions.  

a. Upwind and downwind turbines have different sound characteristics, primarily 

due to the interaction of the blades with the zone of reduced wind speed behind 

the tower in the case of downwind turbines.  

b. Stall regulated and pitch controlled turbines exhibit differences in their 

dependence of noise generation on the wind speed 

c. Propagation of sound is affected by refraction of sound due to temperature 

gradients, reflection from hillsides, and atmospheric absorption.  Propagation 

effects have been shown to lead to different experiences of noise by neighbors.  

d. The audible, amplitude-modulated noise from wind turbines (“whooshing”) is 

perceived to increase in intensity at night (and sometimes becomes more of a 

“thumping”) due to multiple effects: i) a stable atmosphere will have larger wind 

gradients, ii) a stable atmosphere may refract the sound downwards instead of 

upwards, iii) the ambient noise near the ground is lower both because of the stable 

atmosphere and because human generated noise is often lower at night. 
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2. The sound power level of a typical modern utility scale wind turbine is on the order of 

103 dB(A), but can be somewhat higher or lower depending on the details of the design 

and the rated power of the turbine.  The perceived sound decreases rapidly with the 

distance from the wind turbines.  Typically, at distances larger than 400 m, sound 

pressure levels for modern wind turbines are less than 40 dB(A), which is below the level 

associated with annoyance in the epidemiological studies reviewed.  

3.  Infrasound refers to vibrations with frequencies below 20 Hz.  Infrasound at amplitudes 

over 100–110 dB can be heard and felt.  Research has shown that vibrations below these 

amplitudes are not felt.  The highest infrasound levels that have been measured near 

turbines and reported in the literature near turbines are under 90 dB at 5 Hz and lower at 

higher frequencies for locations as close as 100 m. 

4.  Infrasound from wind turbines is not related to nor does it cause a “continuous 

whooshing.” 

5.  Pressure waves at any frequency (audible or infrasonic) can cause vibration in another 

structure or substance.  In order for vibration to occur, the amplitude (height) of the wave 

has to be high enough, and only structures or substances that have the ability to receive 

the wave (resonant frequency) will vibrate.  

ES 4.1.b Health Impacts of Noise and Vibration 

1. Most epidemiologic literature on human response to wind turbines relates to self-reported 

“annoyance,” and this response appears to be a function of some combination of the 

sound itself, the sight of the turbine, and attitude towards the wind turbine project. 

a. There is limited epidemiologic evidence suggesting an association between exposure 

to wind turbines and annoyance. 

b. There is insufficient epidemiologic evidence to determine whether there is an 

association between noise from wind turbines and annoyance independent from the 

effects of seeing a wind turbine and vice versa. 
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2. There is limited evidence from epidemiologic studies suggesting an association between 

noise from wind turbines and sleep disruption.  In other words, it is possible that noise 

from some wind turbines can cause sleep disruption.  

3. A very loud wind turbine could cause disrupted sleep, particularly in vulnerable 

populations, at a certain distance, while a very quiet wind turbine would not likely disrupt 

even the lightest of sleepers at that same distance.  But there is not enough evidence to 

provide particular sound-pressure thresholds at which wind turbines cause sleep 

disruption.  Further study would provide these levels.  

4. Whether annoyance from wind turbines leads to sleep issues or stress has not been 

sufficiently quantified.  While not based on evidence of wind turbines, there is evidence 

that sleep disruption can adversely affect mood, cognitive functioning, and overall sense 

of health and well-being. 

5. There is insufficient evidence that the noise from wind turbines is directly (i.e., 

independent from an effect on annoyance or sleep) causing health problems or disease.  

6. Claims that infrasound from wind turbines directly impacts the vestibular system have 

not been demonstrated scientifically.  Available evidence shows that the infrasound levels 

near wind turbines cannot impact the vestibular system.   

a. The measured levels of infrasound produced by modern upwind wind turbines at 

distances as close as 68 m are well below that required for non-auditory perception 

(feeling of vibration in parts of the body, pressure in the chest, etc.).  

b. If infrasound couples into structures, then people inside the structure could feel a 

vibration.  Such structural vibrations have been shown in other applications to lead to 

feelings of uneasiness and general annoyance.  The measurements have shown no 

evidence of such coupling from modern upwind turbines. 

c. Seismic (ground-carried) measurements recorded near wind turbines and wind turbine 

farms are unlikely to couple into structures.  

d. A possible coupling mechanism between infrasound and the vestibular system (via 

the Outer Hair Cells (OHC) in the inner ear) has been proposed but is not yet fully 

understood or sufficiently explained.  Levels of infrasound near wind turbines have 

been shown to be high enough to be sensed by the OHC.  However, evidence does not 
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exist to demonstrate the influence of wind turbine-generated infrasound on vestibular-

mediated effects in the brain. 

e. Limited evidence from rodent (rat) laboratory studies identifies short-lived 

biochemical alterations in cardiac and brain cells in response to short exposures to 

emissions at 16 Hz and 130 dB.  These levels exceed measured infrasound levels 

from modern turbines by over 35 dB.  

7. There is no evidence for a set of health effects, from exposure to wind turbines that could 

be characterized as a "Wind Turbine Syndrome." 

8. The strongest epidemiological study suggests that there is not an association between 

noise from wind turbines and measures of psychological distress or mental health 

problems.  There were two smaller, weaker, studies: one did note an association, one did 

not.  Therefore, we conclude the weight of the evidence suggests no association between 

noise from wind turbines and measures of psychological distress or mental health 

problems. 

9. None of the limited epidemiological evidence reviewed suggests an association between 

noise from wind turbines and pain and stiffness, diabetes, high blood pressure, tinnitus, 

hearing impairment, cardiovascular disease, and headache/migraine. 

ES 4.2  Shadow Flicker 

ES 4.2.a Production of Shadow Flicker 

Shadow flicker results from the passage of the blades of a rotating wind turbine between 

the sun and the observer.   

1. The occurrence of shadow flicker depends on the location of the observer relative to the 

turbine and the time of day and year. 

2. Frequencies of shadow flicker elicited from turbines is proportional to the rotational 

speed of the rotor times the number of blades and is generally between 0.5 and 1.1 Hz for 

typical larger turbines. 

3. Shadow flicker is only present at distances of less than 1400 m from the turbine. 

ES 4.2.b Health Impacts of Shadow Flicker 

1. Scientific evidence suggests that shadow flicker does not pose a risk for eliciting seizures 

as a result of photic stimulation.  
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2. There is limited scientific evidence of an association between annoyance from prolonged 

shadow flicker (exceeding 30 minutes per day) and potential transitory cognitive and 

physical health effects. 

ES 4.3  Ice Throw 

ES 4.3.a Production of Ice Throw 

Ice can fall or be thrown from a wind turbine during or after an event when ice forms or 

accumulates on the blades.   

1. The distance that a piece of ice may travel from the turbine is a function of the wind 

speed, the operating conditions, and the shape of the ice.  

2. In most cases, ice falls within a distance from the turbine equal to the tower height, and in 

any case, very seldom does the distance exceed twice the total height of the turbine 

(tower height plus blade length). 

ES 4.3.b Health Impacts of Ice Throw 

1. There is sufficient evidence that falling ice is physically harmful and measures should be 

taken to ensure that the public is not likely to encounter such ice. 

ES 4.4  Other Considerations 

In addition to the specific findings stated above for noise and vibration, shadow flicker 

and ice throw, the Panel concludes the following:  

1. Effective public participation in and direct benefits from wind energy projects (such as 

receiving electricity from the neighboring wind turbines) have been shown to result in 

less annoyance in general and better public acceptance overall. 

ES 5.   Best Practices Regarding Human Health Effects of Wind Turbines 

The best practices presented in Chapter 5 are repeated here. 

Broadly speaking, the term “best practice” refers to policies, guidelines, or 

recommendations that have been developed for a specific situation.  Implicit in the term is that 

the practice is based on the best information available at the time of its institution.  A best 

practice may be refined as more information and studies become available.  The panel recognizes 

that in countries which are dependent on wind energy and are protective of public health, best 

practices have been developed and adopted. 
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In some cases, the weight of evidence for a specific practice is stronger than it is in other 

cases.  Accordingly, best practice* may be categorized in terms of the evidence available, as 

follows:  

 

Descriptions of Three Best Practice Categories 

Category Name Description 

1 Research Validated 
Best Practice 

A program, activity, or strategy that has the highest degree 
of proven effectiveness supported by objective and 
comprehensive research and evaluation.  

2 Field Tested Best 
Practice 

A program, activity, or strategy that has been shown to 
work effectively and produce successful outcomes and is 
supported to some degree by subjective and objective data 
sources. 

3 Promising Practice 

A program, activity, or strategy that has worked within one 
organization and shows promise during its early stages for 
becoming a best practice with long-term sustainable 
impact.  A promising practice must have some objective 
basis for claiming effectiveness and must have the 
potential for replication among other organizations. 

*These categories are based on those suggested in “Identifying and Promoting Promising Practices.”  
Federal Register, Vol. 68. No 131. 131. July 2003.  
www.acf.hhs.gov/programs/ccf/about ccf/gbk pdf/pp gbk.pdf 

ES 5.1 Noise 

Evidence regarding wind turbine noise and human health is limited.   There is limited 

evidence of an association between wind turbine noise and both annoyance and sleep disruption, 

depending on the sound pressure level at the location of concern.  However, there are no 

research-based sound pressure levels that correspond to human responses to noise.  A number of 

countries that have more experience with wind energy and are protective of public health have 

developed guidelines to minimize the possible adverse effects of noise.  These guidelines 

consider time of day, land use, and ambient wind speed.  The table below summarizes the 

guidelines of Germany (in the categories of industrial, commercial and villages) and Denmark 

(in the categories of sparsely populated and residential).  The sound levels shown in the table are 
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for nighttime and are assumed to be taken immediately outside of the residence or building of 

concern.  In addition, the World Health Organization recommends a maximum nighttime sound 

pressure level of 40 dB(A) in residential areas.  Recommended setbacks corresponding to these 

values may be calculated by software such as WindPro or similar software.  Such calculations 

are normally to be done as part of feasibility studies.  The Panel considers the guidelines shown 

below to be Promising Practices (Category 3) but to embody some aspects of Field Tested Best 

Practices (Category 2) as well. 

  Promising Practices for Nighttime Sound Pressure Levels by Land Use Type 

Land Use Sound Pressure Level, 
dB(A) Nighttime Limits 

Industrial 70 

Commercial 50 

Villages, mixed usage 45 

Sparsely populated areas, 8 m/s wind* 44 

Sparsely populated areas, 6 m/s wind* 42 

Residential areas, 8 m/s wind* 39 

Residential areas, 6 m/s wind* 37 
*measured at 10 m above ground, outside of residence or location of concern 

 

The time period over which these noise limits are measured or calculated also makes a 

difference.  For instance, the often-cited World Health Organization recommended nighttime 

noise cap of 40 dB(A) is averaged over one year (and does not refer specifically to wind turbine 

noise).  Denmark’s noise limits in the table above are calculated over a 10-minute period.  These 

limits are in line with the noise levels that the epidemiological studies connect with insignificant 

reports of annoyance.  

The Panel recommends that noise limits such as those presented in the table above be 

included as part of a statewide policy regarding new wind turbine installations.  In addition, 

suitable ranges and procedures for cases when the noise levels may be greater than those values 

should also be considered.  The considerations should take into account trade-offs between 
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environmental and health impacts of different energy sources, national and state goals for energy 

independence, potential extent of impacts, etc.   

The Panel also recommends that those involved in a wind turbine purchase become 

familiar with the noise specifications for the turbine and factors that affect noise production and 

noise control.  Stall and pitch regulated turbines have different noise characteristics, especially in 

high winds.  For certain turbines, it is possible to decrease noise at night through suitable control 

measures (e.g., reducing the rotational speed of the rotor).  If noise control measures are to be 

considered, the wind turbine manufacturer must be able to demonstrate that such control is 

possible.  

The Panel recommends an ongoing program of monitoring and evaluating the sound 

produced by wind turbines that are installed in the Commonwealth.  IEC 61400-11 provides the 

standard for making noise measurements of wind turbines (International Electrotechnical 

Commission, 2002).  In general, more comprehensive assessment of wind turbine noise in 

populated areas is recommended.  These assessments should be done with reference to the 

broader ongoing research in wind turbine noise production and its effects, which is taking place 

internationally.  Such assessments would be useful for refining siting guidelines and for 

developing best practices of a higher category. Closer investigation near homes where outdoor 

measurements show A and C weighting differences of greater than 15 dB is recommended.   

ES 5.2 Shadow Flicker 

Based on the scientific evidence and field experience related to shadow flicker, Germany has 

adopted guidelines that specify the following: 

1. Shadow flicker should be calculated based on the astronomical maximum values (i.e., not 

considering the effect of cloud cover, etc.).   

2. Commercial software such as WindPro or similar software may be used for these 

calculations.  Such calculations should be done as part of feasibility studies for new wind 

turbines. 

3. Shadow flicker should not occur more than 30 minutes per day and not more than 30 

hours per year at the point of concern (e.g., residences).   

4. Shadow flicker can be kept to acceptable levels either by setback or by control of the 

wind turbine.  In the latter case, the wind turbine manufacturer must be able to 

demonstrate that such control is possible. 
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The guidelines summarized above may be considered to be a Field Tested Best Practice 

(Category 2).  Additional studies could be performed, specifically regarding the number of hours 

per year that shadow flicker should be allowed, that would allow them to be placed in Research 

Validated (Category 1) Best Practices.  

ES 5.3 Ice Throw 

Ice falling from a wind turbine could pose a danger to human health.  It is also clear that the 

danger is limited to those times when icing occurs and is limited to relatively close proximity to 

the wind turbine.  Accordingly, the following should be considered Category 1 Best Practices. 

1. In areas where icing events are possible, warnings should be posted so that no one passes 

underneath a wind turbine during an icing event and until the ice has been shed.   

2. Activities in the vicinity of a wind turbine should be restricted during and immediately 

after icing events in consideration of the following two limits (in meters).   

For a turbine that may not have ice control measures, it may be assumed that ice could 

fall within the following limit: 

( )HRx throw += 25.1max,  

Where: R = rotor radius (m), H = hub height (m) 

 
For ice falling from a stationary turbine, the following limit should be used: 

( ) 15/max, HRUx fall +=
 

Where: U = maximum likely wind speed (m/s) 

The choice of maximum likely wind speed should be the expected one-year return 

maximum, found in accordance to the International Electrotechnical Commission’s 

design standard for wind turbines, IEC 61400-1. 

Danger from falling ice may also be limited by ice control measures.  If ice control 

measures are to be considered, the wind turbine manufacturer must be able to demonstrate that 

such control is possible. 

ES 5.4 Public Participation/Annoyance 

There is some evidence of an association between participation, economic or otherwise, 

in a wind turbine project and the annoyance (or lack thereof) that affected individuals may 

express.  Accordingly, measures taken to directly involve residents who live in close proximity 
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to a wind turbine project may also serve to reduce the level of annoyance.  Such measures may 

be considered to be a Promising Practice (Category 3).   

ES 5.5 Regulations/Incentives/Public Education 

The evidence indicates that in those parts of the world where there are a significant 

number of wind turbines in relatively close proximity to where people live, there is a close 

coupling between the development of guidelines, provision of incentives, and educating the 

public.  The Panel suggests that the public be engaged through such strategies as education, 

incentives for community-owned wind developments, compensations to those experiencing 

documented loss of property values, comprehensive setback guidelines, and public education 

related to renewable energy.  These multi-faceted approaches may be considered to be a 

Promising Practice (Category 3). 
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Chapter 1 

Introduction to the Study 

The Massachusetts Department of Environmental Protection (MassDEP), in collaboration 

with the Massachusetts Department of Public Health (MDPH), convened a panel of independent 

experts to identify any documented or potential health impacts or risks that may be associated 

with exposure to wind turbines, and, specifically, to facilitate discussion of wind turbines and 

public health based on sound science.  While the Commonwealth of Massachusetts has goals for 

increasing the use of wind energy from the current 40 MW to 2000 MW by the year 2020, 

MassDEP recognizes there are questions and concerns arising from harnessing wind energy.  

Although fossil fuel non-renewable sources have negative environmental and health impacts, it 

should be noted that the scope of the Panel’s effort was focused on wind turbines and is not 

meant to be a comparative analysis of the relative merits of wind energy vs. nonrenewable fossil 

fuel sources such as coal, oil, and natural gas.  Currently, “regulation” of wind turbines is done at 

the local level through local boards of health and zoning boards.  Some members of the public 

have raised concerns that wind turbines may have health impacts related to noise, infrasound, 

vibrations, or shadow flickering generated by the turbines.  The goal of the Panel’s evaluation 

and report is to provide a review of the science that explores these concerns and provides useful 

information to MassDEP and MDPH and to local agencies who are often asked to respond to 

such concerns.  

The overall context for this study is that the use of wind turbines results in positive 

effects on public health and environmental health.  For example, wind turbines operating in 

Massachusetts produce electricity in the amount of approximately 2,100–2,900 MWh annually 

per rated MW, depending on the design of the turbine and the average wind speed at the 

installation site.  Furthermore, the use of wind turbines for electricity production in the New 

England electrical grid will result in a significant decrease in the consumption of conventional 

fuels and a corresponding decrease in the production of CO2 and oxides of nitrogen and sulfur 

(see Appendix A for details).  Reductions in the production of these pollutants will have 

demonstrable and positive benefits on human and environmental health.  However, local impacts 

of wind turbines, whether anticipated or demonstrated, have resulted in fewer turbines being 

installed than might otherwise have been expected.  To the extent that these impacts can be 
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ameliorated, it should be possible to take advantage of the indigenous wind energy resource 

more effectively. 

The Panel consists of seven individuals with backgrounds in public health, epidemiology, 

toxicology, neurology and sleep medicine, neuroscience, and mechanical engineering.  With the 

exception of two individuals (Drs. Manwell and Mills), Panel members did not have any direct 

experience with wind turbines.  The Panel did an extensive literature review of the scientific 

literature (see bibliography) as well as other reports, popular media, and the public comments 

received by the MassDEP. 
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Chapter 2 

Introduction to Wind Turbines  

This chapter provides an introduction to wind turbines so as to provide a context for the 

discussion that follows.  More information on wind turbines may be found in the appendices, 

particularly in Appendix A. 

2.1 Wind Turbine Anatomy and Operation 

Wind turbines utilize the wind, which originates from sunlight due to the differential 

heating of various parts of the earth.  This differential heating produces zones of high and low 

pressure, resulting in air movement.  The motion of the air is also affected by the earth’s rotation.  

Many countries have turned to wind power as a clean energy source because it relies on the 

wind, which is indefinitely renewable; it is generated “locally,” thereby providing a measure of 

energy independence; and it produces no carbon dioxide emissions when operating.  There is 

interest in pursuing wind energy both on-land and offshore.  For this report, however, the focus 

is on land-based installations, and all comments will focus on this technology. 

The development of modern wind turbines has been an evolutionary design process, 

applying optimization at many levels.  This section gives a brief overview of the characteristics 

of wind turbines with some mention of the optimization parameters of interest.  Appendix A 

provides a detailed explanation of wind energy.   

The main features of modern wind turbines one notices are the very tall towers, which are 

no longer a lattice structure but a single cylindrical-like structure and the three upwind, very 

long, highly contoured turbine blades.  The tower design has evolved partly because of biological 

impact factors as well as for other practical reasons.  The early lattice towers were attractive 

nesting sites for birds.  This led to an unnecessary impact of wind turbines on bird populations.  

The lattice structures also had to be climbed externally by turbine technicians.  The tubular 

towers, which are now more common, are climbed internally.  This reduces the health risks for 

maintenance crews.   

The power in the wind available to a wind turbine is related to the cube of the wind speed 

and the square of the radius of the rotor.  Not all the available power in the wind can be captured 

by a wind turbine, however.  Betz (van Kuik, 2007) showed that the maximum power that can be 

extracted is 16/27 times the available power (see Appendix A).  In an attempt to extract the 
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maximum power from the wind, modern turbines have very large rotors and the towers are quite 

high.  In this way the dependence on the radius is “optimized,” and the dependence on the wind 

speed is “optimized.”  The wind speed is higher away from the ground due to boundary layer 

effects, and as such, the towers are made higher in order to capture the higher speed winds (more 

information about the wind profiles and variability is found in Appendix A).  It is noted here that 

the rotor radius may increase again in the future, but currently the largest rotors used on land are 

around 100 m in diameter.  This upper limit is currently a function of the radius of curvature of 

the roads on which the trucks that deliver the turbine blades must drive to the installation sites.  

Clearance under bridges is also a factor.  

The efficiency with which the wind’s power is captured by a particular wind turbine (i.e., 

how close it comes to the Betz limit) is a function of the blade design, the gearbox, the electrical 

generator, and the control system.  The aerodynamic forces on the rotor blade play a major role.  

The best design maximizes lift and minimizes drag at every blade section from hub to tip.  The 

twisted and tapered shapes of modern blades attempt to meet this optimal condition.  Other 

factors also must be taken into consideration such as structural strength, ease of manufacturing 

and transport, type of materials, cost, etc.  

Beyond these visual features, the number of blades and speed of the tips play a role in the 

optimization of the performance through what is called solidity.  When setting tip speeds based 

on number of blades, however, trade-offs exist because of the influence of these parameters on 

weight, cost, and noise.  For instance, higher tip speeds often results in more noise.   

The dominance of the 3-bladed upwind systems is both historic and evolutionary.  The 

European manufacturers moved to 3-bladed systems and installed numerous turbines, both in 

Europe and abroad.  Upwind systems are preferable to downwind systems for on-land 

installations because they are quieter.  The downwind configuration has certain useful features 

but it suffers from the interaction noise created when the blades pass through the wake that forms 

behind the tower.  

The conversion of the kinetic energy of the wind into electrical energy is handled by the 

rotor nacelle assembly (RNA), which consists of the rotor, the drive train, and various ancillary 

components.  The rotor grouping includes the blades, the hub, and the pitch control components.  

The drive train includes the shafts, bearings, gearbox (not necessary for direct drive generators), 
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couplings, mechanical brake, and generator.  A schematic of the RNA, together with more detail 

concerning the operation of the various parts, is in Appendix A.  

The rotors are controlled so as to generate electricity most effectively and as such must 

withstand continuously fluctuating forces during normal operation and extreme loads during 

storms.  Accordingly, in general a wind turbine rotor does not operate at its own maximum 

power coefficient at all wind speeds.  Because of this, the power output of a wind turbine is 

generally described by a relationship, known as a power curve.  A typical power curve is shown 

in the appendix.  Below the cut-in speed no power is produced.  Between cut-in and rated wind 

speed the power increases significantly with wind speed.  Above the rated speed, the power 

produced is constant, regardless of the wind speed, and above the cut-out speed the turbine is 

shut down often with use of the mechanical brake. 

Two main types of rotor control systems exist:  pitch and stall.  Stall controlled turbines 

have fixed blades and operate at a fixed speed.  The aerodynamic design of the blades is such 

that the power is self-limiting, as long as the generator is connected to the electrical grid.  Pitch 

regulated turbines have blades that can be rotated about their long axis.  Such an arrangement 

allows more precise control.  Pitch controlled turbines are also generally quieter than stall 

controlled turbines, especially at higher wind speeds.  Until recently, many turbines used stall 

control.  At present, most large turbines use pitch control.  Appendices A and F provide more 

details on pitch and stall. 

The energy production of a wind turbine is usually considered annually.  Estimates are 

usually obtained by calculating the expected energy that will be produced every hour of a 

representative year (by considering the turbine’s power curve and the estimated wind resource) 

and then summing the energy from all the hours.  Sometimes a normalized term known as the 

capacity factor (CF) is used to characterize the performance.  This is the actual energy produced 

(or estimated to be produced) divided by the amount of energy that would be produced if the 

turbine were running at its rated output for the entire year.  Appendix A gives more detail on 

these computations.   
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2.2  Noise from Turbines 

Because of the concerns about the noise generated from wind turbines, a short summary 

of the sources of noise is provided here.  A thorough description of the various noise sources 

from a wind turbine is given in the text by Wagner et al. (1996).  

A turbine produces noise mechanically and aerodynamically.  Mechanical noise sources 

include the gearbox, generator, yaw drives, cooling fans, and auxiliary equipment such as 

hydraulics.  Because the emitted sound is associated with the rotation of mechanical and 

electrical equipment, it is often tonal.  For instance, it was found that noise associated with a 

1500 kW turbine with a generator running at  speeds between 1100 and 1800 rpm contained a 

tone between 20 and 30 Hz (Betke et al., 2004).  The yaw system on the other hand might 

produce more of a grinding type of noise but only when the yaw mechanism is engaged.  The 

transmission of mechanical noise can be either airborne or structure-borne as the associated 

vibrations can be transmitted into the hub and tower and then radiated into the surrounding 

space.   

Advances in gearboxes and yaw systems have decreased these noise sources over the 

years.  Direct drive systems will improve this even more.  In addition, utility scale wind turbines 

are usually insulated to prevent mechanical noise from proliferating outside the nacelle or tower 

(Alberts, 2006) 

Aerodynamic sound is generated due to complex fluid-structure interactions occurring on 

the blades.  Wagner et al. (1996) break down the sources of aerodynamic sound as follows in 

Table 1. 
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Table 1 

Sources of Aerodynamic Sound from a Wind Turbine (Wagner et al., 1996). 

Noise Type Mechanism Characteristic 

Trailing-edge noise Interaction of boundary layer 
turbulence with blade trailing 
edge 

Broadband, main source of high 
frequency noise (770 Hz < f <  
2 kHz) 

Tip noise Interaction of tip turbulence 
with blade tip surface 

Broadband 

Stall, separation noise Interaction of turbulence with 
blade surface 

Broadband 

Laminar boundary layer 
noise 

Non-linear boundary layer 
instabilities interacting with the 
blade surface 

Tonal 

Blunt trailing edge noise Vortex shedding at blunt 
trailing edge 

Tonal 

Noise from flow over 
holes, slits, and 
intrusions 

Unsteady shear flows over 
holes and slits, vortex shedding 
from intrusions 

Tonal 

Inflow turbulence noise Interaction of blade with 
atmospheric turbulence 

Broadband 

Steady thickness noise, 
steady loading noise 

Rotation of blades or rotation of 
lifting surface 

Low frequency related to blade 
passing frequency (outside of 
audible range) 

Unsteady loading noise Passage of blades through 
varying velocities, due to pitch 
change or blade altitude change 
as it rotates* 
For downwind turbines passage 
through tower shadow  

Whooshing or beating, 
amplitude modulation of 
audible broadband noise.  For 
downwind turbines, impulsive 
noise at blade passing 
frequency 

*van den Berg 2004. 
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Of these mechanisms, the most persistent and often strongest source of aerodynamic 

sound from modern wind turbines is the trailing edge noise.  It is also the amplitude modulation 

of this noise source due to the presence of atmospheric effects and directional propagation effects 

that result in the whooshing or beating sound often reported (van den Berg, 2004).  As a turbine 

blade rotates through a changing wind stream, the aerodynamics change, leading to differences 

in the boundary layer and thus to differences in the trailing edge noise (Oerlemans, 2009).  Also, 

the direction in which the blade is pointing changes as it rotates, leading to differences in the 

directivity of the noise from the trailing edge.  This noise source leads to what some people call 

the “whooshing” sound. 

Most modern turbines use pitch control for a variety of reasons.  One of the reasons is 

that at higher wind speeds, when the control system has the greatest impact, the pitch controlled 

turbine is quieter than a comparable stall regulated turbine would be.  Appendix E shows the 

difference in the noise from two such systems. 

When discussing noise from turbines, it is important to also consider propagation effects 

and multiple turbine effects.  One propagation effect of interest is due to the dependence of the 

speed of sound on temperature.  When there is a large temperature gradient (which may occur 

during the day due to surface warming or due to topography such as hills and valleys) the path a 

sound wave travels will be refracted.  Normally this means that during a typical day sound is 

“turned” away from the earth’s surface.  However, at night the sound propagates at a constant 

height or even be “turned” down toward the earth’s surface, making it more noticeable than it 

otherwise might be. 

The absorption of sound by vegetation and reflection of sound from hillsides are other 

propagation effects of interest.  Several of these effects were shown to be influencing the sound 

field near a few homes in North Carolina that were impacted by a wind turbine installation 

(Kelley et al., 1985).  A downwind 2-bladed, 2 MW turbine was installed on a mountaintop in 

North Carolina.  It created high amplitude impulsive noise due to the interaction of the blades 

and the tower wakes.  Some homes (10 in 1000) were adversely affected by this high amplitude 

impulsive noise.  It is shown in the report by Kelley et al. (1985) that echoes and focusing due to 

refraction occurred at the location of the affected homes. 

In flat terrain, noise in the audible range will propagate along a flat terrain in a manner 

such that its amplitude will decay exactly as distance from the source (1/distance).  Appendix E 
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provides formulae for approximating the overall sound level at a given distance from a source.  

In the inaudible range, it has been noted that often the sound behaves as if the propagation was 

governed by a 1/(distance)1/2 (Shepherd & Hubbard, 1991). 

When one considers the noise from a wind farm in which multiple turbines are located 

close to each other, an estimate for the overall noise from the farm can be obtained.  Appendix E 

describes the method for obtaining the estimate.  All these estimates rely on information 

regarding the sound power generated by the turbine at the hub height.  The power level for 

several modern turbines is given in Appendix D. 

2.2.a Measurement and Reporting of Noise 

Turbines produce multiple types of sound as indicated previously, and the sound is 

characterized in several ways: tonal or broadband, constant amplitude or amplitude modulated, 

and audible or infrasonic.  The first two characterization pairs have been mentioned previously.  

Audible refers to sound with frequencies from 20 Hz to 20 kHz.  The waves in the infrasonic 

range, less than 20 Hz, may actually be audible if the amplitude of the sound is high enough.  

Appendix D provides a brief primer on acoustics and the hearing threshold associated with the 

entire frequency spectrum. 

Sound is simply pressure fluctuations and as such, this is what a microphone measures.  

However, the amplitude of the fluctuations is reported not in units of pressure (such as Pascals) 

but on a decibel scale.  The sound pressure level (SPL) is defined by 

SPL = 10 log10 [p
2/p2

ref] = 20 log10(p/pref) 

the resulting number having the units of decibels (dB).  The reference pressure pref for airborne 

sound is 20 x 10-6 Pa (i.e., 20 µPa or 20 micro Pascals).  Some implications of the decibel scale 

are noted in Appendix D. 

When sound is broadband (contains multiple frequencies), it is useful to use averages that 

measure approximately the amplitude of the sound and its frequency content.  Standard 

averaging methods such as octave and 1/3-octave band are described in Appendix D.  In essence, 

the entire frequency range is broken into chunks, and the amplitude of the sound at frequencies 

in each chunk is averaged.  An overall sound pressure value can be obtained by averaging all of 

the bands. 
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When presenting the sound pressure it is common to also use a filter or weighting.  The 

A-weighting is commonly used in wind turbine measurements.  This filter takes into account the 

threshold of human hearing and gives the same decibel reading at different frequencies that 

would equate to equal loudness.  This means that at low frequencies (where amplitudes have to 

be incredibly high for the sound to be heard by people) a large negative weight would be applied.  

C-weighting only filters the levels at frequencies below about 30 Hz and above 4 kHz and filters 

them only slightly between 0 and 30 Hz.  The weight values for both the A and C weightings 

filters are shown in Appendix D, and an example with actual wind turbine data is presented.  

There are many other weighting methods.  For instance, the day-night level filter 

penalizes nighttime noise between the hours of 10 p.m. and 7 a.m. by adding an additional 10 dB 

to sound produced during these hours.  

When analyzing wind turbine and other anthropogenic sound there is a question as to 

what averaging period should be used.  The World Health Organization uses a yearly average.  

Others argue though that especially for wind turbines, which respond to seasonal variations as 

well as diurnal variations, much shorter averages should be considered.   

2.2.b Infrasound and Low-frequency Noise (IFLN) 

The term infrasound refers to pressure waves with frequencies less than 20 Hz.  In the 

infrasonic range, the amplitude of the sound must be very high for it to be audible to humans.  

For instance, the hearing threshold below 20 Hz requires that the amplitude be above 80 dB for it 

to be heard and at 5 Hz it has to be above 103 dB (O’Neal, 2011; Watanabe & Moeller, 1990).  

This gives little room between the audible and the pain values for the infrasound range: 165 dB 

at 2 Hz and 145 dB at 20 Hz cause pain (Leventhal, 2006). 

The low frequency range is usually characterized as 20–200 Hz (Leventhal, 2006; 

O’Neal, 2011).  This is within the audible range but again the threshold of hearing indicates that 

fairly high amplitude is required in this frequency range as well.  The A-weighting of sound is 

based upon the threshold of human hearing such that it reports the measured values adjusted by -

50 dB at 20 Hz, -10 dB at 200 Hz, and + 1 dB at 1000 Hz.  The A-weighting curve is shown in 

Appendix D.    

It is known that low frequency waves propagate with less attenuation than high-frequency 

waves.  Measurements have shown that the amplitude for the airborne infrasonic waves can be 

cylindrical in nature, decaying at a rate inversely proportional to the square root of the distance 
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from the source.  Normally the decay of the amplitude of an acoustic wave is inversely 

proportional to the distance (Shepherd & Hubbard, 1991).   

It is difficult to find reliable and comparable infrasound and low frequency noise (ILFN) 

measurement data in the peer-reviewed literature.  Table 2 provides some examples of such 

measurements from wind turbines.  For each case, the reliability of the infrasonic data is not 

known (the infrasonic measurement technique is not described in each report), although it is 

assumed that the low frequency noise was captured accurately.  The method for obtaining the 

sound pressure level is not described for each reported data set, and some may come from 

averages over many day/time/wind conditions while others may be just from a single day’s 

measurement campaign.  
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Table 2 
Literature-based Measurements of Wind Turbines; dB alone refers to unweighted values 

Turbine 
Rating (kW) 

Distance 
(m) Frequency

Sound Pressure 
Level Reference 

500 200 
5 55 dB(G)2 

Jakobsen, 20053 
20 35 dB(G)2 

3200 68 
4 72 dB(G)2 

Jakobsen, 20053 
20 50 dB(G)2 

1500 65 
5 >70 dB(A)

Leventhal, 2006 20 60 dB(A)

100 35 dB(A)

2000 (2) 100 
5 95 dB 

van den Berg, 
20043 

20 65 dB 

200 55 dB 

1500 98 

1 90 dB 

Jung, 20083 
10 70 dB 

20 68 dB 

100 68 dB 

200 60 dB 

- 450
10 75 dB 

Palmer, 2010 100 55 dB 

200 40 dB 

2300 305 
5 73 dB(A) 

O’Neal, 20113 20 55 dB(A) - 95 

100 50 dB(A) - 70 
1dB alone refers to un-weighted values.  
2G weighting reflects human response to infrasound.  The curve is defined to 
have a gain of zero dB at 10 Hz.  Between 1 Hz and 20 Hz the slope is 
approximately 12 dB per octave.  The cut-off below 1 Hz has a slope of 24 
dB per octave, and above 20 Hz the slope is -24 dB per octave.  Humans can 
hear 95 dB(G).   
3Indicates peer-reviewed article.

When these recorded levels are taken at face value, one might conclude that the 

infrasonic regime levels are well below the audible threshold.  In contrast, the low frequency 

regime becomes audible around 30 Hz.  Such data have led many researchers to conclude that 

the infrasound and low frequency noise from wind turbines is not an issue (Leventhal, 2009; 

O'Neal, 2011; Bowdler, 2009).  Others who have sought explanations for complaints from those 

living near wind turbines have pointed to ILFN as a problem (Pierpont, 2009; Branco & Alves-
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Pereira, 2004).  Some have declared the low frequency range to be of greatest concern 

(Kamperman et al., 2008; Jung, 2008).  

It is important to make the clear distinction between amplitude-modulated noise from 

wind turbines and the ILFN from turbines.  Amplitude modulation in wind turbines noise has 

been discussed at length by Oerlemans (2009) and van den Berg (2004).  Amplitude modulation 

is what causes the whooshing sound referred to as swish-swish by van den Berg (that sometimes 

becomes a thumping sound).  The whooshing noise created by modern wind turbines occurs 

because of variations in the trailing edge noise produced by a rotor blade as it sweeps through its 

path and the directionality of the noise because of the perceived pitch of the blade at different 

locations along its 360° rotation.  The sound is produced in the audible range, and it is modulated 

so that it is quiet and then loud and then quiet again at a rate related to the blade passing 

frequency (rate blades pass the tower) which is often around 1 Hz.  Van den Berg (2004) noted 

that the level of amplitude modulation is often greater at night because the difference between 

the wind speed at the top and bottom of the rotor disc can be much larger at night when there is a 

stable atmosphere than during the day when the wind profile is less severe.  It is further argued 

that in a stable atmosphere there is little wind near the ground so wind noise does not mask the 

turbine noise for a listener near the ground.  Finally, atmospheric effects can change the 

propagation of the sound refracting the noise towards the ground rather than away from the 

ground.  The whooshing that is heard is NOT infrasound and much of its content is not at low 

frequency.  Most of the sound is at higher frequency and as such it will be subject to higher 

atmospheric attenuation than the low frequency sound.  An anecdotal finding that the whooshing 

sound carries farther when the atmosphere is stable does not imply that it is infrasound or heavy 

in low frequency content, it simply implies that the refraction of the sound is also different when 

the atmosphere is stable.  It is important to note then that when a complaint is tied to the 

thumping or whooshing that is being heard, the complaint may not be about ILFN at all even if 

the complaint mentions low frequency noise.  Kamperman et al. (2008) state that, “It is not clear 

to us whether the complaints about “low frequency” noise are about the audible low frequency 

part of the “swoosh-boom” sound, the once-per-second amplitude modulation … of the “swoosh-

boom” sound, or some combination of the two.”    
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Chapter 3 

Health Effects 

3.1 Introduction 

Chapter 3 reviews the evidence for human health effects of wind turbines.  Extensive 

literature searches and reviews were conducted to identify studies that specifically evaluate 

population responses to turbines, as well as population and individual responses to noise, 

vibration, and flicker.  The biological plausibility or basis for health effects of turbines (noise, 

vibration, and flicker) was examined.  Beyond traditional forms of scientific publications, the 

Panel also reviewed other non-peer reviewed materials including information related to “Wind 

Turbine Syndrome” and provides a rigorous analysis of its scientific basis.  Since the most 

commonly reported complaint by people living near turbines is sleep disruption, the Panel 

provides a robust review of the relationship between noise, vibration, annoyance as well as sleep 

disturbance from noises and the potential impacts of the resulting sleep deprivation. 

In assessing the state of the evidence for health effects of wind turbines, the Panel relied 

on several different types of studies.  It considered human studies of primary value.  These were 

either human epidemiological studies specifically relating to exposure to wind turbines or, where 

specific exposures resulting from wind turbines could be defined, the Panel also considered 

human experimental data.  Animal studies are critical to exploring biological plausibility and 

understanding potential biological mechanisms of different exposures, and for providing 

information about possible health effects when experimental research in humans is not ethically 

or practically possible (National Research Council (NRC), 1991).  As such, this literature was 

also reviewed with respect to wind turbine exposures.  In all cases, data quality is considered.  At 

times some studies were rejected because of lack of rigor or the interpretations were inconsistent 

with the scientific evidence.  These are identified in the discussion below.  

In the specific case of the possibility of ice being thrown from wind turbine blades, the 

Panel discusses the physics of such ice throw in order to provide the basis of the extent of the 

potential for injury from thrown ice (see Chapter 2). 
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3.2 Human Exposures to Wind Turbines 

Epidemiologic study designs differ in their ability to provide evidence of an association 

(Ellwood, 1998).  Typical study designs include randomized trials, cohort studies, and case-

control studies and can include elements of prospective follow-up, retrospective assessments, or 

cross-sectional analysis where exposure and outcome data are essentially concurrent.  Each of 

these designs has strengths and weaknesses and thus can provide varying levels of strength of 

evidence for causal associations between exposures and outcomes, which can also be affected by 

analytic choices.  Thus, this literature needs to be examined in detail, regardless of study type, to 

determine strength of evidence for causality. 

Review of this literature began with a PubMed search for “wind turbine” or “wind 

turbines” to identify peer-reviewed literature pertaining to health effects of wind turbines.  Titles 

and abstracts of identified papers were then read to make a first pass determination of whether 

the paper was a study on health effects of exposure to wind turbines or might possibly contain 

relevant references to such studies.  Because the peer-reviewed literature so identified was 

relatively limited, we also examined several non-peer reviewed papers, reports, and books that 

discussed health effects of wind turbines.  All of this literature was examined for additional 

relevant references, but for the purposes of determining strength of evidence, we only considered 

such publications if they described studies of some sort in sufficient detail to assess the validity 

of the findings.  This process identified four studies that generated peer-reviewed papers on 

health effects of wind turbines.  A few other non-peer reviewed documents described data of 

sufficient relevance to merit consideration and are discussed below as well. 

3.3 Epidemiological Studies of Exposure to Wind Turbines 

The four studies that generated peer-reviewed papers on health effects of wind turbines 

included two from Sweden (E. Pedersen et al., 2007; E. Pedersen & Waye, 2004), one from the 

Netherlands (E. Pedersen et al., 2009), and one from New Zealand (Shepherd at al., 2011).  The 

primary outcome assessed in the first three of these studies is annoyance.  Annoyance per se is 

not a biological disease, but has been defined in different ways.  For example, as “a feeling of 

resentment, displeasure, discomfort, dissatisfaction, or offence which occurs when noise 

interferes with someone’s thoughts, feelings or daily activities” (Passchier-Vermeer, 1993); or “a 

mental state characterized by distress and aversion, which if maintained, can lead to a 

deterioration of health and well-being” (Shepherd et al., 2010).  Annoyance is usually assessed 
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with questionnaires, and this is the case for the three studies mentioned above.  There is 

consistent evidence for annoyance in populations exposed for more than one year to sound levels 

of 37 dB(A), and severe annoyance at about 42 dB(A) (Concha-Barrientos et al., 2004).  In each 

of those studies annoyance was assessed by questionnaire, and the respondent was asked to 

indicate annoyance to a number of items (including wind turbines) on a five-point scale (do not 

notice, notice but not annoyed, slightly annoyed, rather annoyed, very annoyed).  While 

annoyance as such is certainly not to be dismissed, in assessing global burden of disease the 

World Health Organization (WHO) has taken the approach of excluding annoyance as an 

outcome because it is not a formally defined health outcome per se (Concha-Barrientos et al., 

2004).  Rather, to the extent annoyance may cause other health outcomes, those other outcomes 

could be considered directly.  Nonetheless, because of a paucity of literature on the association 

between wind turbines and other health outcomes, we consider here the literature on wind 

turbines and annoyance. 

3.3.a Swedish Studies 

Both Swedish studies were cross sectional and involved mailed questionnaires to 

potential participants.  For the first Swedish study, 627 households were identified in one of five 

areas of Sweden chosen to have enough dwellings at varying distances from wind turbines and of 

comparable geographical, cultural, and topographical structure (E. Pedersen & Waye, 2004).  

There were 16 wind turbines in the study area and of these, 14 had a power of 600–650 kW, and 

the other 2 turbines had 500 kW and 150 kW.  The towers were between 47 and 50 m in height. 

Of the turbines, 13 were WindWorld machines, 2 were Enercon, and 1 was a Vestas turbine.  

Questionnaires were to be filled out by one person per household who was between the ages of 

18 and 75.  If there was more than one such person, the one whose birthday was closest to May 

20th  was chosen.  It is not clear how the specific 627 households were chosen, and of the 627, 

only 513 potential participants were identified, although it is not clear why the other households 

did not have potential participants.  Of the 513 potential participants, 351 (68.4%) responded. 

The purpose of the questionnaire was masked by querying the participant about living 

conditions in general, some questions on which were related to wind turbines.  However, a later 

section of the questionnaire focused more specifically on wind turbines, and so the degree to 

which the respondent was unaware about the focus on wind turbines is unclear.  A-weighted 

sound levels were determined at each respondent’s dwelling, and these levels were grouped into 
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6 categories (in dB(A): <30, 30–32.5, 32.5–35, 35–37.5, 37.5–40, and >40).  Ninety-three 

percent of respondents could see a wind turbine from their dwelling. 

The main results of this study were that there was a significant association between noise 

level and annoyance.  This association was attenuated when adjusted for the respondent’s 

attitude towards the visual impact of the turbines, which itself was a strong predictor of 

annoyance levels, but the association with noise still persisted.  Further adjustment for noise 

sensitivity and attitude towards wind turbines in general did not change the results.  The authors 

indicated that the reporting of sleep disturbances went up with higher noise categories, but did 

not report on the significance of this association.  Nor did the authors report on associations with 

other health-related questions that were apparently on the questionnaire (such as headache, 

undue tiredness, pain and stiffness in the back, neck or shoulders, or feeling tensed/stressed, or 

irritable). 

The 68% response rate in this study is reasonably good, but it is somewhat disconcerting 

that the response rate appeared to be higher in the two highest noise level categories (76% and 

78% vs. 60–69%).  It is not implausible that those who were annoyed by the turbines were more 

inclined to return the questionnaire.  In the lowest two sound categories (<32.5 dB(A)) nobody 

reported being more than slightly annoyed, whereas in the highest two categories 28% (37.5–40 

dB(A)) and 44% (>40 dB(A)) reported being more than slightly annoyed (unadjusted 

percentages).  Assuming annoyance would drive returning the questionnaires, this would suggest 

that the percentages in the highest categories may be somewhat inflated.  The limited description 

of the selection process in this study is a limitation as well, as is the cross sectional nature of the 

study.  Cross-sectional studies lack the ability to determine the temporality of cause and effect; in 

the case of these kinds of studies, we cannot know whether the annoyance level was present 

before the wind turbines were operational from a cross sectional study design.  Furthermore, 

despite efforts to blind the respondent to the emphasis on wind turbines, it is not clear to what 

degree this was successful. 

The second Swedish study (E. Pedersen & Persson Waye, 2007) took a similar approach 

to the first, but in this study the selection procedures were explained in more detail and were 

clearly rigorous.  Specific details on the wind turbines in the area were not provided, but it was 

noted that areas were sought with wind turbines that had a nominal power of more than 500 kW, 

although some of the areas also contained turbines with lower power.  A later publication by 
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these authors (Pedersen et al., 2009) indicates that the turbines in this study were up to 1.5 MW 

and up to 65 m high.  In the areas chosen, either all households were recruited or a random 

sample was used.  In this study 1,309 questionnaires were sent out and 754 (57.6%) were 

returned.  The response rate by noise category level, however, was not reported.  There was a 

clear association between noise level and hearing turbine noise, with the percentage of those 

hearing turbine noise steadily increasing across the noise level categories.  However, despite a 

significant unadjusted association between noise levels and annoyance (dichotomized as more 

than slightly annoyed or not), and after adjusting for attitude towards wind turbines or visual 

aspects of the turbines (e.g., visual angle on the horizon, an indicator of how prominent the 

turbines are in the field of view), each of which was strongly associated with annoyance, the 

association with noise level category was lost.  The model from which this conclusion was 

drawn, however, imposed a linear relation on the association between noise level category and 

annoyance.  But in the crude percentages of people annoyed across noise level categories, it 

appeared that the relation might not be linear, but rather most prevalent in the highest noise.  The 

percentage of those in the highest noise level category (>40 dB(A)) reporting annoyance (~15%) 

appeared to be higher than among people in the lower noise categories (<5%). 

Given the more rigorous description of the selection process in this study, it has to be 

considered stronger than the first Swedish study.  While 58% is pretty good for a questionnaire 

response rate, the non-response levels still leave room for bias.  The authors do not report the 

response rate by noise level categories, but if the pattern is similar to the first Swedish study, it 

could suggest that the percentage annoyed in the highest noise category could be inflated.  The 

cross sectional nature of the study is also a limitation and complicates interpretation of the 

effects on the noise-annoyance association of adjustment for the other factors.  Regarding the 

loss of the association after adjustment for attitude, if one assumes that the noise levels caused a 

negative attitude towards wind turbines, then the loss of association between noise and 

annoyance after adjusting for attitude does not argue against annoyance being caused by 

increasing turbine noise, but rather that that is the path by which noise causes annoyance (louder 

noise�negative attitude�annoyance).  If, on the other hand, the attitude towards turbines was 

not caused by the noise, then the results would suggest that noise levels did not cause the 

annoyance.  Visual angle, however, clearly does not cause the noise level; thus, the lack of 

association between noise and annoyance in analyses adjusted for visual angle more strongly 
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suggest that the turbine noise level is not causing the annoyance, but perhaps the visual intrusion 

instead.  This is similar to the conclusion of an earlier Danish report (T. H. Pedersen & Nielsen, 

1994).  Either way, however, the data still suggest that there may be an association between 

turbine noise and annoyance when the noise levels are >40 dB(A).  

A more intricate statistical model of the association between turbine noise levels and 

annoyance that used the data from both Swedish studies was reported separately (Pedersen & 

Larsman, 2008).  The authors used structural equation models (SEMs) to simultaneously account 

for several aspects of visual attitude towards the turbines and general attitude towards the 

turbines.  These analyses suggested a significant association between noise levels and annoyance 

even after considering other factors.   

3.3.b Dutch Study 

The Dutch study aimed to recruit households that reflected general wind turbine exposure 

conditions over a range of background sound levels.  All areas within the Netherlands that were 

characterized by one of three clearly defined land-use types—built-up area, rural area with a 

main road, and rural area without a main road—and that had at least two wind turbines of at least 

500 kW within 500 meters of each other were selected for the study.  Sites dominated by 

industry or business were excluded.  All addresses within these areas were obtained and 

classified into one of five wind turbine noise categories (<30, 30–35, 35–40, 40–45, and >45 

dB(A)) based on characteristics of nearby wind turbines, measurements of sound from those 

turbines, and the International Standards Organization (ISO) standard model of wind turbine 

noise propagation.  Individual households were randomly selected for recruitment within 

noise/land type categories, except for the highest noise level for which all households were 

selected because of the small number exposed at the wind turbine noise levels of the highest 

category.   

As with the Swedish studies, the Dutch study was cross sectional and involved a mailed 

questionnaire modeled on the one used in the Swedish studies.  Of 1,948 mailed surveys, 725 

(37%) were returned.  There was only minor variation in response rate by turbine noise category, 

although unlike the Swedish studies, the response rate was slightly lower in the higher noise 

categories.  A random sample of 200 non-responders was sent an abbreviated questionnaire 

asking only two questions about annoyance from wind turbine noise.  There was no difference in 
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the distribution of answers to these questions among these non-responders and those who 

responded to the full questionnaire.  

One of the more dramatic findings of this study was that among people who benefited 

economically from the turbines (n=100; 14%)—who were much more commonly in the higher 

noise categories—there was virtually no annoyance (3%) despite the same pattern of noticing the 

noise as those who did not benefit economically.  It is possible that this is because attitude 

towards turbines drives annoyance, but it was also suggested that those who benefit 

economically are able to turn off the turbines when they become annoying.  However, it is not 

clear how many of those who benefited economically actually had that level of control over the 

turbines.   

Similarly, there was very little annoyance among people who could not see a wind 

turbine from their residence even when those people were in higher noise categories (although 

none were in the highest category).  In models that adjusted for visibility of wind turbines and 

economic benefit, sound level was still a significant predictor of annoyance.  However, because 

of the way in which sound and visibility were modeled in this analysis, the association between 

higher noise levels and higher annoyance could have been driven entirely by those who could see 

a wind turbine, while there could still have been no association between wind turbine noise level 

and annoyance among those who could not see a wind turbine.  Thus, this study has to be 

considered inconclusive with respect to an association between wind turbine sound level and 

annoyance independent of the effect of seeing a wind turbine (and vice versa). 

The Dutch study has the limitation of being cross sectional as were the Swedish studies, 

and the non-response in the Dutch study was much larger than in the Swedish studies.  The 

results of the limited assessment of a subset of non-responders mitigate somewhat against the 

concerns raised by the low response rate, but not completely.  

3.3.c New Zealand Study 

The New Zealand study recruited participants from what the authors refer to as two 

demographically matched neighborhoods (an exposed group living near wind turbines and a 

control group living far from turbines), although supporting data for this are not presented.  The 

area with the turbines is described as being characterized by hilly terrain, with long ridges 

running 250–450 m above sea level, on which 66 125 m high wind turbines are positioned.  The 

power of the turbines is not provided.  For the exposed group, participants were drawn from 
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those 18 years and older living in 56 houses located within 2 km of a wind turbine, and for the 

control group participants were drawn from those 18 years and older living in 250 houses located 

at least 8 km from the wind turbines.  It is unclear how many participants per household were 

recruited, but the final study sample included 39 people in the exposed group and 158 in the 

control group.  Response rates of 34% for the exposed group and 32% for the control group are 

given.  The outcome assessed was response to the abbreviated version of the WHO’s quality of 

life (QOL)-BREF (WHOQOL-BREF)—a health-related QOL questionnaire.  These questions 

were embedded within a larger questionnaire with various facets designed to mask the focus on 

wind turbines.  Although there were no statistically significant demographic differences between 

the two groups, 43.6% of those in the exposed group had a university education while only 

34.2% in the control group did. 

The exposed group was found to have significantly worse physical QOL (in particular the 

sleep and energy level items of this scale) and worse environmental QOL (in particular ratings of 

how healthy the environment is and satisfaction with the conditions of their living space).  The 

groups did not differ in scores on the social or psychological scales.  The mean ratings for an 

overall QOL item was significantly lower in the exposed group.  All of these analyses were 

adjusted for length of residence, but for no other variables. 

As with the other studies discussed, this study has the limitation of being cross sectional.  

As with the Dutch study, the response rate in the present study is rather low, and unfortunately, 

there are no data in the New Zealand study on non-participants.  This raises concern that self-

selection into the study could differ by important factors in some way between the two groups.  

The difference seen in education level between the groups exacerbates this concern.  It is also 

unclear whether appropriate statistical analysis methods were used given that there may have 

been multiple respondents from the same household, which is not stated but would have needed 

to have been accounted for in the analysis.  The lack of control for other variables that may be 

related to reporting of QOL is also a limitation.  In this regard it is important to note that a lack 

of a statistically significant difference in factors between groups does not rule out the possibility 

of those factors potentially accounting for some of the difference in outcome scores between 

groups, particularly when the sample size is small like in this study.  Whether participants could 

see wind turbines was not assessed, but it is likely that most if not all in the exposed group could 

and most if not all in the control group could not, given their locations.  Given the findings in the 

Idaho Power/1205 
Ellenbogen/41



WIND TURBINE HEALTH IMPACT STUDY 

22 | Pa g e 

Swedish and Dutch studies, this means that even if the difference in QOL scores seen are due to 

wind turbines, it is possible that it is driven by seeing the turbines rather than sound from the 

turbines.  Overall, the level of evidence from this study for a causal association between wind 

turbines and reported QOL is limited. 

3.3.d Additional Non-Peer Reviewed Documents 

Papers that appear in the peer-reviewed literature have by definition undergone a level of 

review external to the study team by not only the editors of the journal, but also two to three 

(usually) scientists familiar with the field of the study and the methodology used.  These hurdles 

provide an opportunity to identify problems with the paper—from methodology to interpretation 

of the results—and either provide the opportunity to address problems or reject the paper if the 

problems are considered fatal to the interpretation of the results.  Non-peer reviewed literature is 

not subject to this external review scrutiny.  This does not mean that all peer-reviewed literature 

is of high quality nor that non-peered reviewed literature is necessarily inferior to peer-reviewed 

literature, but it does mean that non-peered reviewed literature does not need to undergo any 

review process to appear.  Indeed, at times studies appear in non-peer reviewed outlets precisely 

because they did not meet the bar of quality necessary to appear in the peer-reviewed literature.  

Thus, non-peer reviewed literature needs to be scrutinized with this in mind.  Four such non-

peer-reviewed reports are described below.  In addition to those four, a few early reports of 

annoyance from wind turbines generally found a weak relationship between annoyance and the 

equivalent A-weighted SPL, although those studies were mainly based on studies of smaller 

turbines of less than 500 kW (T. H. Pedersen & Nielsen, 1994; Rand & Clarke, 1990; Wolsink et 

al., 1993). 

Project WINDFARMperception:  Visual and acoustic impact of wind turbine farms on 

residents (van den Berg et al., 2008).  This report describes the study upon which the Dutch 

paper summarized above (E. Pedersen et al., 2009) is based.  The characteristics of the wind 

turbines are thus as described above.  In addition to the data that appeared in the peer-reviewed 

literature, this report describes analyses of additional data that was collected.  These additional 

data relate to health effects and turbine noise exposure.  The questionnaire assessed stress levels 

with the General Health Questionnaire (GHQ), a validated scale that has been widely used in 

such studies and which assesses symptoms felt over the past several weeks.  In models adjusted 

for age, economic benefit from the turbines, and sex, there was no association between sound 
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levels and stress.  In contrast, there was a significant association between sound levels and 

interrupted sleep (at least once a month), even when further adjusting for background noise 

levels.  This was most obvious at turbine noise levels >45 dB(A), but there appeared to be an 

increasing trend in occurrence of interrupted sleep with increasing noise categories even across 

the lower noise categories.  This study also asked participants about chronic health conditions 

including diabetes, high blood pressure, tinnitus, hearing impairment, cardiovascular disease, and 

migraine.  Although no associations were seen between wind turbine noise and these outcomes 

in adjusted analyses, the chronic nature of these outcomes and the lack of data on timing of onset 

with respect to when the wind turbines were introduced make interpreting these negative 

findings difficult. 

Report to the commission related to Moturimu wind farm, New Zealand (Phipps, 2007).  

This report to a commission in New Zealand related to the Moturimu wind farm describes a 

survey conducted by Robyn Phipps to investigate the visual and acoustical effects experienced 

by residents living at least 2 km from existing wind farms in the Manawatu and Tararua regions 

of New Zealand.  Most respondents were within 3 km, although a few lived further away, as far 

as 15 km.  The characteristics and number of wind turbines was not provided.  Although this 

work does not appear to have come out in the peer-reviewed literature, reasonable details about 

the methodology are provided. 

Roughly 1,100 surveys were delivered to postal addresses and 614 (56%) were returned.  

Participants were asked to rate on a scale of 1–5 their agreement with different statements related 

to their perceptions of the wind turbines.  When these questions dealt with visual issues, they 

were framed both positively and negatively (e.g., “I think the turbines spoil the view,” and “I 

think the turbines are quite attractive”).  This apparently was not the case with other questions 

(e.g., “Watching the turbines can create an unpleasant physical sensation in my body”). 

Overall, 9% of respondents endorsed being “affected” by the flicker of the wind turbines; 

15% were sufficiently bothered by the visual and noise effects of the turbines to consider 

complaining, and 10% actually had complained.  While 56% is a relatively good response rate 

for a mailed survey, the reasons for non-response of nearly half of potential participants must be 

considered.  It is possible that non-respondents did not care enough about the effects of the wind 

turbines to bother responding, which presumably would lower the overall percentages that were 

“affected” by the turbines.  On the other hand, it is not clear how long the turbines were in 
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operation prior to the survey, and it is conceivable that some more affected people may have 

moved out of the area before the time of the survey.   

A further drawback to the reported survey was that there was not a determination of how 

the percentage of “affected” respondents related to distance from the turbines, the ability to see 

the turbines, or noise levels experienced from the turbines.  The report cites a lot of literature on 

noise and health effects, and while such effects have been reported in the literature, they are 

almost uniformly at sound levels above what is usually found for people living near turbines (and 

most certainly higher than those usually reported for people living more than 2 km from a 

turbine).  A WHO report provides a good review of this literature (WHO, 2009).  The lowest 

threshold levels for seeing any effect are about 35 dB(A) (maximum per event or LAmax) for 

some physiological sleep responses (e.g., EEG, or duration of sleep stages), but these thresholds 

are for levels inside the house near the sleeper, which will be much lower than what is 

experienced outside the house.  The lowest threshold level for complaints of well-being were 

estimated at 35 dB(A) as a yearly average outside the house at night (Lnight, outside).  But for health 

outcomes the thresholds for any effect are much higher, for example 50 dB(A) (Lnight, outside) for 

hypertension or myocardial infarction.  

“Wind Turbine Syndrome” (Pierpont, 2009):  This book describes several people who 

suffer health symptoms that they attribute to wind turbines.  Such descriptions can be 

informative in describing phenomena and raising suggestions for possible follow-up with more 

rigorous study designs, but generally are not considered evidence for causality.  In this particular 

case, though, there are elements that go beyond the most basic symptom descriptions and so 

warrant consideration as a study.  But limitations to the design employed make it impossible for 

this work to contribute any evidence to the question of whether there is a causal association 

between wind turbine exposure and health effects.  Given this, the very term “Wind Turbine 

Syndrome” is misleading as it implies a causal role for wind turbines in the described health 

symptoms. 

The book describes health symptoms experienced among 38 people from 10 different 

families who lived near wind turbines and subsequently either moved away from the turbines or 

spent significant periods of time away.  The participants ranged in age from less than 1 to 75 

years old, with 13 (34%) younger than 16 years and 17 (45%) younger than 22.  The participants 

were queried about their health symptoms before exposure to turbines (presumably before the 
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turbines were operational), during exposure to turbines, and after moving away.  There is an 

impressive detailed description of the extent and severity of health symptoms experienced by this 

group, with a core group of symptoms centered around vibratory responses and termed Visceral 

Vibratory Vestibular Disturbance (VVVD) by Pierpont.  While these symptoms for the most part 

are attributed to exposure to the wind turbines by the participants—either because they appeared 

once the turbines were operational or because they seemed to diminish after going away from the 

turbines—the way in which these participants were recruited makes it impossible to draw any 

conclusions about attributing causality to the turbines.  

The most critical problem with respect to inferring causality from Pierpont’s findings lies 

in how the families were identified for participation.  To be included in the study, among other 

criteria, at least one family member had to have severe symptoms and reside near a recently 

erected wind turbine.  In epidemiological terms this is selecting participants based on both 

exposure and outcome, which guarantees a biased (non-causal) association between wind 

turbines and symptoms.  While it could be argued that other family members may not have had 

severe symptoms—and so would not be selected based on outcome—it is hard to consider other 

family members as truly independent observations, as their reporting of symptoms, or indeed 

their experiencing of symptoms, could be influenced by the more severely affected family 

member.  This is particularly so when the symptoms are in the realm of anxiety, sleep 

disturbance, memory, and concentration; and the severely affected family members are reporting 

increased irritability, anger, and shouting.   

Although not always, several of the participants reported an improvement of symptoms 

after moving away from the wind turbines.  While this is suggestive and should not be 

discounted as something to explore further, the highly selective nature of the interviewed group 

as a whole makes the evidence for causality from these data per se weak.  There are also many 

factors that change when moving, making it difficult to attribute changes to any specific 

difference with certainty.  Additional factors that contribute to the inability to infer causality 

from these data include the small sample size, lack of detail on the larger population that could 

have been considered for inclusion in the study, and lack of detail on precisely how the actual 

participants were recruited.  In addition, while the clinical history was extensive, the symptom 

data were all self-reported.  Another complication is that there are no precise data on distance to 

turbines, and noise levels or infrasound vibration levels at the participants’ homes.  
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“Adverse health effects of industrial wind turbines: a preliminary report” (Nissenbaum et 

al., 2011):  This report describes a study involving questionnaire assessment of mental and 

physical health (SF-36), sleep disturbance (Pittsburgh Sleep Quality Index), and sleepiness 

(Epworth Sleepiness Scale) among residents near one of two wind farms in Maine (Vinalhaven 

& Mars Hill).  The Mars Hill site is a linear arrangement of 28 General Electric 1.5 MW 

turbines, sited on a ridgeline.  The Vinalhaven site is a cluster of three similar turbines, sited on a 

flat, tree-covered island.  All residents within 1.5 km of one of the turbines were identified, and 

all those older than 18 years and non-demented were considered eligible for the study.  A set of 

households from an area of similar socioeconomic makeup but 3–7 km from wind turbines were 

also recruited.  The recruitment process involved house-to-house visits up to three times to 

recruit participants.  Among those within at most 1.5 km from the nearest turbine, 65 adults were 

identified and 38 (58%; 22 male, 16 female) participated from 23 unique households.  Among 

those 3-7 km from the nearest turbine, houses were visited until a similar number of participants 

were recruited.  This process successfully recruited 41 adults (18 male, 23 female) from 33 

unique households.  No information was given on the number of homes or people approached so 

the participation rate cannot be determined. 

Analyses adjusted for age, sex, and site (the two different wind farms) found that those 

living within 1.5 km of a wind turbine had worse sleep quality and mental health scores and 

higher ratings of sleepiness than those living 3–7 km from a turbine.  Physical health scores did 

not differ between the groups.  Similar associations were found when distance to the nearest 

turbine was analyzed as a continuous variable.   

This study is somewhat limited by its size—much smaller than the Swedish or Dutch 

studies described above—but nonetheless suggests relevant potential health impacts of living 

near wind turbines.  There are, however, critical details left out of the report that make it difficult 

to fully assess the strength of this evidence.  In particular, critical details of the group living 3–7 

km from wind turbines is left out.  It is stated that the area is of similar socioeconomic makeup, 

and while this may be the case, no data to back this up are presented—either on an area level or 

on an individual participant level.  In addition, while the selection process for these participants 

is described as random, the process of recruiting these participants by going home to home until 

a certain number of participants are reached is not random.  Given this, details of how homes 

were identified, how many homes/people were approached, and differences between those who 
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did and did not participate are important to know.  Without this, attributing any of the observed 

associations to the wind turbines (either noise from them or the sight of them) is premature.   

3.3.e Summary of Epidemiological Data 

There is only a limited literature of epidemiological studies on health effects of wind 

turbines.  Furthermore, existing studies are limited by their cross sectional design, self-reported 

symptoms, limited ability to control for other factors, and to varying degrees of non-response 

rates.  The study that accounted most extensively for other factors that could affect reported 

symptoms had a very low response rate (E. Pedersen et al., 2009; van den Berg, et al., 2008).   

All four peer-reviewed papers discussed above suggested an association between 

increasing sound levels from wind turbines and increasing annoyance.  Such an association was 

also suggested by two of the non-peer reviewed reports that met at least basic criteria to be 

considered studies.  The only two papers to consider the influence of seeing a wind turbine (each 

one of the peer-reviewed papers) both found a strong association between seeing a turbine and 

annoyance.  Furthermore, in the studies with available data, the influence of either sound from a 

turbine or seeing a turbine was reduced—if not eliminated, as was the case for sound in one 

study—when both of these factors were considered together.  However, this precise relation 

cannot be disentangled from the existing literature because the published analyses do not 

properly account for both seeing and hearing wind turbines given the relation between these two 

that the data seem to suggest.  Specifically, the possibility that there may be an association 

between either of those factors and annoyance, but possibly only for those who both see and hear 

sound from a turbine, and not for those who either do not hear sound from or do not see a 

turbine.  Furthermore, in the one study to consider whether individuals benefit economically 

from the turbines in question, there appeared to be virtually no annoyance regardless of whether 

those people could see or hear a turbine.  Even if one considers the data just for those who could 

see a wind turbine and did not benefit economically from the turbines, defining at what noise 

levels the percentage of those annoyed becomes more dramatic is difficult.  Higher percentages 

of annoyance did appear to be more consistent above 40 dB(A).  Roughly 27% were annoyed (at 

least 4 on a 1–5 point scale of annoyance; 5 being the worst), while roughly 18% were very 

annoyed (5 on a 1–5 scale).  The equivalent levels of annoyed and very annoyed for 35–40 

dB(A) were roughly 15% and 6%, respectively.  These percentages, however, should be 

considered upper bounds for a specific relation with noise levels because, with respect to 
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estimating direct effects of noise, they are likely inflated as a result of both selective participation 

in the studies and the fact that the percentages do not take into account the effect of seeing a 

turbine.   

Thus, in considering simply exposure to wind turbines in general, while all seem to 

suggest an association with annoyance, because even the peer-reviewed papers have weaknesses, 

including the cross sectional designs and sometimes quite low response rates, the Panel 

concludes that there is limited evidence suggesting an association between exposure to wind 

turbines and annoyance.  However, only two of the studies considered both seeing and hearing 

wind turbines, and even in these the possible contributions of seeing and hearing a wind turbine 

were not properly disentangled.  Therefore, the Panel concludes that there is insufficient 

evidence to determine whether there is an association between noise from wind turbines 

and annoyance independent from the effects of seeing a wind turbine and vice versa.  Even 

these conclusions must be considered in light of the possibility suggested from one of the peer-

reviewed studies that there is extremely low annoyance—regardless of seeing or hearing sound 

from a wind turbine—among people who benefit economically from the turbines.   

There was also the suggestion that poorer sleep was related to wind turbine noise levels.  

While it intuitively makes sense that more noise would lead to more sleep disruption, there is 

limited data to inform whether this is occurring at the noise levels produced from wind turbines.  

An association was indicated in the New Zealand study, suggested without presenting details in 

one of the Swedish studies, and found in two non-peer-reviewed studies.  Therefore, the Panel 

concludes that there is limited evidence suggesting an association between noise from wind 

turbines and sleep disruption and that further study would quantify precise sound levels 

from wind turbines that disrupt sleep. 

The strongest epidemiological study to examine the association between noise and 

psychological health suggests there is not an association between noise from wind turbines and 

measures of psychological distress or mental health problems.  There were two smaller, weaker, 

studies: one did note an association, one did not.  Therefore, the Panel concludes the weight of 

the evidence suggests no association between noise from wind turbines and measures of 

psychological distress or mental health problems. 

One Swedish study apparently collected data on headache, undue tiredness, pain and 

stiffness in the back, neck, or shoulders, or feeling tensed/stressed and irritable, but did not report 
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on analyses of these data.  The Dutch study found no association between noise from wind 

turbines and diabetes, high blood pressure, tinnitus, hearing impairment, cardiovascular disease, 

and migraine, although this was not reported in the peer-reviewed literature.  Therefore, the 

Panel concludes that none of the limited epidemiological evidence reviewed suggests an 

association between noise from wind turbines and pain and stiffness, diabetes, high blood 

pressure, tinnitus, hearing impairment, cardiovascular disease, and headache/migraine. 

These conclusions align with those presented in the peer-reviewed article by Knopper and 

Ollson (2011).  They write “Conclusions of the peer reviewed literature differ in some ways from 

those in the popular literature. In peer reviewed studies, wind turbine annoyance has been 

statistically associated with wind turbine noise, but found to be more strongly related to visual 

impact, attitude to wind turbines and sensitivity to noise. …  it is acknowledged that noise from 

wind turbines can be annoying to some and associated with some reported health effects (e.g., 

sleep disturbance), especially when found at sound pressure levels greater than 40 db(A).” 

3.4 Exposures from Wind Turbines: Noise, Vibration, Shadow Flicker, and Ice Throw 

In addition to the human epidemiologic study literature on exposure to wind turbines and 

health effects described in the section above, the Panel assessed literature that could shed light on 

specific exposures resulting from wind turbines and possible health effects.  The exposures 

covered here include noise and vibration, shadow flicker, and ice throw.  Each of these exposures 

is addressed separately in light of their documented and potential health effects.  When health 

effects are described in the popular media, these claims are discussed.  

3.4.a  Potential Health Effects Associated with Noise and Vibration  

The epidemiologic studies discussed above point to noise from wind turbines as a source 

of annoyance.  The studies also noted that some respondents note sleep disruption due to the 

turbine noise.  In this section, the characteristics of audible and inaudible noise from turbines are 

discussed in light of our understanding of their impacts on human health. 

It is clear that when sound levels get too high, the sound can cause hearing loss (Concha-

Barrientos et al., 2004).  These sound levels, however, are outside the range of what one would 

experience from a wind turbine.  There is evidence that levels of audible noise below levels that 

cause hearing loss can have a variety of health effects or indicators.  Detail about the evidence 

for such health effects have been well summarized in a WHO report that came to several relevant 

conclusions (WHO, 2009).  First, there is sufficient evidence for biological effects of noise 
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during sleep: increase in heart rate, arousals, sleep stage changes and awakening; second, there is 

limited evidence that noise at night causes hormone level changes and clinical conditions such as 

cardiovascular illness, depression, and other mental illness.  What the WHO report also details is 

observable noise threshold levels for these potential effects.  For such health effects, where data 

are sufficient to estimate a threshold level, that level is never below 40 dB(A)—as a yearly 

average—for noise outside (ambient noise) at night—and these estimates take into account 

sleeping with windows slightly open.   

One difficulty with the WHO threshold estimate is that a yearly average can mask the 

particular quality of turbine noise that leads survey respondents to note annoyance or sleep 

disruption.  For instance, the pulsatile nature of wind turbine noise has been shown to lead to 

respondents claiming annoyance at a lower averaged sound level than for road noise (E. 

Pederson, 2004).  Yearly averaging of sound eliminates (or smooths) the fluctuations in the 

sound and ignores differences between day and night levels.  Regulations may or may not take 

this into account. 

Health conditions caused by intense vibration are documented in the literature.  These are 

the types of exposures that result from jackhammers, vibrating hand tools, pneumatic tools, etc.  

In these cases, the vibration is called arm-body or whole-body vibration.  Vibration can cause 

changes in tendons, muscles, bones and joints, and can affect the nervous system.  Collectively, 

these effects are known as Hand-Arm Vibration Syndrome (HAVS).  Guidelines and 

interventions are intended to protect workers from these vibration-induced effects (reviewed by 

European Agency for Safety and Health at Work, 2008; (NIOSH 1989).  OSHA does not have 

standards concerning vibration exposure.  The American Conference of Governmental Industrial 

Hygienists (ACGIH) has developed Threshold Limit Values (TLVs) for vibration exposure to 

hand-held tools.  The exposure limits are given as frequency-weighted acceleration (NIOSH, 

1989).  

3.4.a.i  Impact of Noise from Wind Turbines on Sleep 

The epidemiological studies indicate that noise and/or vibration from wind turbines has 

been noted as causing sleep disruption.  In this section sleep and sleep disruption are discussed.  

In addition, suggestions are provided for more definitively evaluating the impact of wind 

turbines on sleep.  
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All  sounds have the potential to disrupt sleep.  Since wind turbines produce sounds, they 

might cause sleep disruption.  A very loud wind turbine at close distance would likely disrupt 

sleep, particularly in vulnerable populations (such as those with insomnia or mood disorders, 

aging populations, or “light sleepers”), while a relatively quiet wind turbine would not be 

expected to disrupt even the lightest of sleepers, particularly if it were placed at considerable 

distance.  

There is insufficient evidence to provide very specific information about how likely 

particular sound-pressure thresholds of wind turbines are at disrupting sleep.  Physiologic studies 

of noises from wind turbines introduced to sleeping people would provide these specific levels.  

Borrowing existing data (e.g., Basner, 2011) and guidelines (e.g., WHO) about noises at night, 

beyond wind turbines, might help provide reasonable judgment about noise limits at night.  But it 

would be optimal to have specific data about the particular influence that wind turbines have on 

sleep. 

In this section we introduce broad concepts about sleep, the interaction of sleep and 

noises, and the potential for wind turbines to cause that disruption. 

Sleep  
Sleep is a naturally occurring state of altered consciousness and reduced physical activity 

that interacts with all aspects of our physiology and contributes daily to our health and well-

being. 

Measurements of sleep in people are typically performed with recordings that include 

electroencephalography (EEG).  This can be performed in a laboratory or home, and for clinical 

or experimental purposes.  Other physiological parameters are also commonly measured, 

including muscle movements, lung, and heart function.  

While the precise amount of sleep that a person requires is not known, and likely varies 

across different people and different ages, there are numerous consequences of reduced sleep 

(i.e., sleep deprivation).  

 Deficiencies of sleep can take numerous forms, including the inability to initiate sleep; 

the inability to maintain sleep; abnormal composition of sleep itself, such as too little deep sleep 

(sometimes called slow-wave sleep, or stage N3); or frequent brief disruptions of sleep, called 

arousals.  Sources of sleep deprivation can be voluntary (desirable or undesirable) or involuntary.  

Voluntary sources include staying awake late at night or awakening early.  These can be for 
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work or school, or while engaging in some personal activities during normal sleep times.  Sleep 

deprivation can also be caused by myriad involuntary and undesired problems (including those 

internal to the body such as pain, anxiety, mood disorders) and frequent need to urinate, or by 

numerous sleep disorders (including insomnia, sleep apnea, circadian disorders, parasomnias, 

sleep-related movement disorders, etc), or simply by the lightening of sleep depth in normal 

aging.  Finally, sleep deprivation can be caused by numerous external factors, such as noises or 

other sensory information in the sleeper’s environment. 

Sleep is conventionally categorized into rapid eye movement (REM) and non-REM sleep.  

Within the non-REM sleep are several stages of sleep ranging from light sleep to deep sleep.  

Beyond these traditional sleep categories, the EEG signal can be analyzed in a more detailed and 

sophisticated way, including looking at the frequency composition of the signals.  This is 

important in sleep, as we now know that certain signatures in the brain waves (i.e., EEG) 

disclose information about who is vulnerable to noise-induced sleep disruption, and what 

moments within sleep are most vulnerable (Dang-Vu et al., 2010; McKinney et al., 2011). 

Insomnia can be characterized by a person having difficulty falling asleep or staying 

asleep that is not better explained by another condition (such as pain or another sleep disorder) 

(see ICSD, 2nd Edition for details of the diagnostic criteria for insomnia).  Approximately 25% of 

the general population experience occasional sleep deprivation or insomnia.  Sleep deprivation is 

defined by reduced quantity or quality of sleep, and it can result in excessive daytime sleepiness 

as well as problems including those associated with mood and cognitive function (Roth et al., 

2001; Rogers, 2007; Walker, 2008).  As might be expected, the severity of the sleep deprivation 

has an impact on the level of cognitive functioning, and real-life consequences can include 

driving accidents, impulsive behaviors, errors in attention, and mood problems (Rogers, 2007; 

Killgore, 2010).  Loss of sleep appears to be cumulative, meaning it adds up night after night.  

This can result in subtle impairments in reaction times, decision-making ability, attentional 

vigilance, and integration of information that is sometimes only apparent to the sleep-deprived 

individual after an accident or error occurs, and sometimes not perceived by the sleep-deprived 

person at all (Rogers, 2007; van Dongen 2003).     

Sleep and Wind Turbines 

Given the effects of sleep deprivation on health and well-being, including problems with 

mood and cognition, it is possible that cognitive and mood complaints and other medical or 
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psychological issues associated with sleep loss can stem from living in immediate proximity to 

wind turbines, if the turbines disrupt sleep.  Existing data, however, on the relationship between 

wind turbines and sleep are inadequate.  Numerous factors determine whether a sound disrupts 

sleep.  Broadly speaking, they are derived from factors about the sleeper and factors about the 

sound. 

Case reports of subjective complaints about sleep, particularly those not critically and 

objectively appraised in the normal scientific manner, are the lowest level of evidence, not 

simply because they lack any objective measurements, but also because they lack the level of 

scrutiny considered satisfactory for making even crude claims about cause and effect.  For 

instance, consider the case of a person who sleeps poorly at home (near a wind turbine), and 

sleeps better when on vacation (away from a wind turbine).  One might conclude from this case 

that wind turbines cause sleep disruption for this person, and even generalize that information to 

other people.  But there are numerous factors that might make it more likely that a person can 

sleep well on vacation, having nothing to do with the wind turbine.  Furthermore, given the 

enormous prevalence of sleep disorders, such as insomnia, and the potentially larger prevalence 

of disorders that impinge on sleep, such as depression, it is crucial that these factors be taken into 

consideration when weighing the evidence pointing to a causal effect of wind turbines on sleep 

disruption for the general population.  It is also important to obtain objective measurements of 

sleep, in addition to subjective complaints.  

Subjective reports of sleeping well or sleeping poorly can be misleading or even 

inaccurate.  People can underestimate or overestimate the quality of their sleep.  Future studies 

should examine the acoustic properties of wind turbines when assessing the elements that might 

disrupt sleep.  There are unique properties of the noises wind turbines make, and there are some 

acoustic properties in common with other noises (such as trucks or trains or airplanes).  It is 

important to make these distinctions when assessing the effects of wind turbines on noise, by 

using data from other noises.  Without this physiologic, objective information, the effects of 

wind turbines on sleep might be over- or underestimated. 

It should be noted that not all sounds impair the ability to fall asleep or maintain sleep.  

To the contrary, people commonly use sound-masking techniques by introducing sounds in the 

environment that hinder the perception of undesirable noises.  Colloquially, this is sometimes 

called “white noise,” and there are certain key acoustic properties to these kinds of sounds that 
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make them more effective than other sounds.  Different noises can affect people differently.  The 

emotional valence that is ascribed by an individual to a particular sound can have a major 

influence on the ability to initiate or maintain sleep.  Certain aspects of sounds are particularly 

alerting and therefore would be more likely to disrupt sleep at lower sound pressure levels.  But 

among those that are not, there is a wide range of responses to these sounds, depending partly on 

the emotional valence ascribed to them.  A noise, for instance, that is associated with a 

distressing object, is more likely to impede sleep onset. 

Finally, characteristics of sleep physiology change across a given night of sleep—and 

across the life cycle of a person—and are different for different people, including the effects of 

noise on sleep (e.g., Dang-Vu et al., 2010; McKinney et al., 2011).  And some people might 

initially have difficulty with noises at night, but habituate to them with repeated exposure 

(Basner, 2011).  

In summary, sleep is a complex biological state, important for health and well-being 

across a wide range of physiologic functions.  To date, no study has adequately examined 

the influence of wind turbines on sleep.  

Future directions: The precise effects of noise-induced sleep disruption from wind 

turbines may benefit from further study that examines sound-pressure levels near the sleeper, 

while simultaneously measuring sleep physiology to determine responses of sleep to a variety of 

levels of noise produced by wind turbines.  The purpose would be to understand the precise 

sound-pressure levels that are least likely to disturb sleep.  It would also be helpful to examine 

whether sleepers might habituate to these noises, making the impact of a given sound less and 

less over time.  Finally, it would be helpful to study these effects in susceptible populations, 

including those with insomnia or mood disorders or in aging populations, in addition to the 

general population. 

Summary of Sleep Data 

In summary, sleep is a complex biological state, important for health and well-being 

across a wide range of physiologic functions.  To date, no study has adequately examined the 

influence of wind turbines and their effects on sleep.  

3.4.b Shadow Flicker Considerations and Potential Health Effects 

Shadow flicker is caused when changes in light intensity occur from rotating wind 

turbine blades that cast shadows (see Appendix B for more details on the physics of the 
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phenomenon.)  These shadows move on the ground and on buildings and structures and vary in 

terms of frequency rate and intensity.  Shadow flicker is reported to be less of a problem in the 

United States than in Northern Europe due to higher latitudes and lower sun angles in Europe.  

Nonetheless, it can still be a considerable nuisance to individuals exposed to shadow flicker for 

considerable amounts of time per day or year in the United States as well.  Shadow flicker can 

vary significantly by wind speed and duration, geographic location of the sunlight, and the 

distance from the turbine blades to any relevant structures or buildings.  In general, shadow 

flicker branches out from the wind turbine in a declining butterfly wing characteristic geographic 

area with higher amounts of flicker being closer to the turbine and less flicker in the outer parts 

of the geographic area (New England Wind Energy Education Project (NEWEEP), 2011; 

Smedley et al., 2010).  Shadow flicker is present up until approximately 1400 m, but the 

strongest flicker is up to 400 m from the turbine when it occurs (NEWEEP, 2011).  In addition, 

shadow flicker usually occurs in the morning and evening close to sunrise and sunset when 

shadows are the longest.  Furthermore, shadow flicker can fluctuate in different seasons of the 

year depending on the geographic location of the turbine such that some sites will only report 

flicker during the winter months while others will report it during summer months.  Other factors 

that determine shadow flicker rates and intensity include objects in the landscape (i.e., trees and 

other existing shadows) and weather patterns.  For instance, there is no shadow flicker on cloudy 

days without sun as compared with sunny days.  Also, shadow flicker speed (shadows passing 

per second) increases with the rotor speed (NRC, 2007).  In addition, when several turbines are 

located relatively close to one another there can be combined flicker from the different blades of 

the different turbines and conversely, if situated on different geographic areas around structures, 

shadow flicker can occur at different times of the day at the same site from the different turbines 

so pre-planning of siting location is very important (Harding et al., 2008).  General consensus in 

Germany resulted in the guidance of 30 hours per year and 30 minutes per day (based on 

astronomical, clear sky calculations) as acceptable limits for shadow flicker from wind turbines 

(NRC, 2007).  This is similar to the Denmark guidance of 10 hours per year based on actual 

conditions.  

3.4.b.i Potential Health Effects of Flicker 

Because some individuals are predisposed to have seizures when exposed to certain types 

of flashing lights, there has been concern that wind turbines had the potential to cause seizures in 
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these vulnerable individuals.  In fact, seizures caused by visual or photic stimuli are typically 

observed in people with certain types of epilepsy (Guerrini & Genton, 2004), particularly 

generalized epilepsy.  While it is not precisely known how many people have photosensitivity 

that causes seizures, it appears to be approximately 5% of people with epilepsy, amounting to 

about 100,000 people in the United States.  And many of these people will already be treated 

with antiepileptic medications thus reducing this risk further.  

Fortunately, not all flashing light will elicit a seizure, even in untreated people with 

known photosensitivity.  There are several key factors that likely need to simultaneously occur in 

order for the stimulus to induce a seizure, even among the fraction of people with photosensitive 

seizures.  The frequency of the stimulus is important as is the stimulus area and pattern (See 

below) (http://www.epilepsyfoundation.org/aboutepilepsy/seizures/photosensitivity/gerba.cfm). 

Frequencies above 10 Hz are more likely to cause epileptic seizures in vulnerable 

individuals, and seizures caused by photic stimulation are generally produced at frequencies 

ranging from greater than 5 Hz.  However, shadow flicker frequencies from wind turbines are 

related to the rotor frequency and this usually results in 0.3–1.0 Hz, which is outside of the range 

of seizure thresholds according to the National Resource Council and the Epilepsy Foundation 

(NRC, 2007).  In fact, studies performed by Harding et al. (2008) initially concluded that 

because light flicker can affect the entire retina, and even if the eyes are closed that intermittent 

light can get in the retina, suggested that 4 km would be a safe distance to avoid seizure risk 

based on shadow flicker (Harding et al., 2008).  However, a follow-up analysis considering 

different meteorological conditions and shadow flicker rates concluded that there appeared to be 

no risk for seizures unless a vulnerable individual was closer than 1.2 times the total turbine 

height on land and 2.8 times the total turbine height in the water, which could potentially result 

in frequencies of greater than 5 Hz (Smedley et al., 2010).        

Although some individuals have complained of additional health complaints including 

migraines, nausea, dizziness, or disorientation from shadow flicker, only one government-

sponsored study from Germany (Pohl et al., 1999) was identified for review.  This German study 

was performed by the Institute of Psychology, Christian-Albrechts-University Kiel on behalf of 

the Federal Ministry of Economics and Technology (BMWi) and supported by the Office of 

Biology, Energy, and Environment of the Federal Ministry for Education and Research (BMBF), 

and on behalf of the State Environmental Agency of Schleswig.  The purpose of this 
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government-sponsored study was to determine whether periodic shadow with a duration of more 

than 30 minutes created significant stress-related health effects.  The shadows were created by a 

projection system, which simulated the flicker from actual wind turbines. 

          Two groups of different aged individuals were studied.  The first group consisted of 32 

students (average age 23 years).  The second group included 25 professionals (average age 47 

years).  Both men and women were included.  The subjects were each randomly assigned to one 

of two experimental groups, so there was a control group and an experimental group.  The 

experimental group was exposed to 60 minutes of simulated flicker.  For the control group 

lighting conditions were the same as in the experimental group, but without periodic shadow.  

The main part of the study consisted of a series of six test and measurement phases, two before 

the light was turned on, three each at intervals of 20 minutes while the simulated shadow 

flickering was taking place, and one more after the flicker light was turned off.  Among the 

variables measured were general performance indicators of stress (arithmetic, visual search 

tasks) and those of mental and physical well-being, cognitive processing, and stress in the 

autonomic nervous system (heart rate, blood pressure, skin conductance, and finger temperature).  

Systematic effects due to the simulated flicker could be detected in comparable ways in both 

exposure groups studied.  Both physical and cognitive effects were found in this exposure 

scenario for shadow flicker.   

It appears clear that shadow flicker can be a significant annoyance or nuisance to some 

individuals, particularly if they are wind project non-participants (people who do not benefit 

economically or receive electricity from the turbine) whose land abuts the property where the 

turbine is located.  In addition, flashing (a phenomenon closely related to shadow flicker, but due 

to the reflection of sunlight – see Appendix B) can be a problem if turbines are sited too close to 

highways or other roadways.  This could cause dangerous conditions for drivers.  Accordingly, 

turbine siting near highways should be planned so as to reduce flashing as much as possible to 

protect drivers.  However, use of low reflective turbine blades is commonly employed to reduce 

this potential flashing problem.  Provisions to avoid many of these potential health and 

annoyance problems appear to be employed as current practice in many pre-planning sites with 

the use of computer programs such as WindPro.  These programs can accurately determine 

shadow flicker rates based on input of accurate analysis area, planned turbine location, the 

turbine design (height, length, hub height, rotor diameter, and blade width), and residence or 
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roadway locations.  Many of these computer programs can then create maps indicating the 

location and incidence of shadow flicker.  Such programs may also provide estimates of daily 

minutes and hours per year of expected shadow flicker that can then be used for wind turbine 

planning and siting or for mitigation efforts.  Several states require these analyses to be 

performed before any new turbine projects can be implemented.  

3.4.b.ii Summary of Impacts of Flicker 

Collectively, although shadow flicker can be a considerable nuisance particularly to wind 

turbine project non-participants, the evidence suggests that there is no risk of seizure from 

shadow flicker caused by wind turbines.  In addition, there is limited evidence primarily from a 

German government-sponsored study (Pohl et al., 1999) that prolonged shadow flicker (more 

than 30 minutes) can result in transient stress-related effects on cognition (concentration, 

attention) and autonomic nervous system functioning (heart rate, blood pressure).  There was 

insufficient documentation to evaluate other than anecdotal reports of additional health effects 

including migraines or nausea, dizziness or disorientation.  There are documented mitigation 

methods for addressing shadow flicker from wind turbines and these methods are presented in 

Appendix B.  

3.4.c  Ice Throw and its Potential Health Effects 

Under certain weather conditions ice may form on the surface of wind turbine blades.  

Normally, wind turbines intended for use in locations where ice may form are designed to shut 

down when there is a significant amount of ice on the blades.  The means to prevent operation 

when ice is present may include ice sensor and vibration sensors.  Ice sensors are used on most 

wind turbines in cold climates.  Vibration sensors are used on nearly all wind turbines.  They 

would cause the turbine to shut down, for example, if ice buildup on the blades resulted in an 

imbalance of the rotor and hence detectable vibrations in the structure. 

  Ice built up on blades normally falls off while the turbine is stationary.  If that occurs 

during high winds, the ice could be blown by the wind some distance from the tower.  In 

addition, it is conceivable that ice could be thrown from a moving wind turbine blade under 

some circumstances, although that would most likely occur only during startup (while the 

rotational speed is still relatively low) or as a result of the failure of the control system.  It is 

therefore worth considering the maximum plausible distance that a piece of ice could land from 

the turbine under two “worst case” circumstances: 1) ice falls from a stopped turbine during very 
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high winds, and 2) ice is suddenly released from a blade when the rotor is rotating at its normal 

operating speed. 

Ice is a physical hazard, that depending on the mass, velocity, and the angle of throw can 

result in a wide range of effects to humans: alarm and surprise to abrasions, organ damage, 

concussions, and perhaps death.  Avoidance of ice throw is critical.  More detail on ice throw and 

options for mitigation are presented in Appendix C. 

3.5 Effects of Noise and Vibration in Animal Models 

Domestic animals such as cats and dogs can serve as sentinels of problematic 

environmental conditions.  The Panel searched for literature that might point to non-laboratory 

animal studies or well-documented cases of animals impacted by wind turbines.  Anecdotal 

reports in the press of goat deaths (UK), premature births and adverse effects in cows (Japan, 

US) provide circumstantial evidence, but lack specifics regarding background rates of illness or 

extent of impact.  

Laboratory-based animal models are often used to predict and to develop mechanistic 

explanations of the causes of disease by external factors, such as noise or chemicals in humans.  

In the absence of robust epidemiological data, animal models can provide clues to complex 

biological responses.  However, the limitations of relying on animal models are well 

documented, particularly for endpoints that involve the brain.  The benefits of using an animal 

model include ease of experimental manipulation such as multiple exposures, typically well-

controlled experimental conditions, and genetically identical groups of animals.  

Evaluation of biological plausibility for the multitude of reported health effects of wind 

turbines requires a suitable animal model documented with data that demonstrate cause and 

effect.  Review of this literature began with a PubMed and ToxNet search for “wind turbine” or 

“wind turbines”; or “infrasound” or “low frequency noise”; and “animal” or “mammal” to 

identify peer-reviewed studies in which laboratory animals were exposed to noise or vibration 

intended to mimic that of wind turbines.  Titles and abstracts of identified papers were read to 

make a first pass determination of whether the paper was a study on effects in mammals or might 

contain relevant references to other relevant studies.  The searches yielded several studies, many 

of which were not peer-reviewed, were not whole-animal mammalian or were not experimental, 

but were reviews in which animal studies were mentioned or experiments conducted in dissected 

cochlea.  The literature review yielded eight peer-reviewed studies, all relying on the laboratory 
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rat as the model.  The studies fall into two groups—those conducted in the 1970’s and early 

1980’s and those conducted in 2007–2010.  The most recent studies are conducted in China and 

are funded by the National Natural Science Foundation of China.  Table AG.1 (in Appendix G) 

provides a summary of the studies.  

There is no general agreement about the specific biological activity of infrasound on 

rodents, although at high doses it appears to negatively affect the cardiovascular, brain, and 

respiratory systems (Sienkiewicz, 2007).  Early studies lacked the ability to document the doses 

of infrasound given the rats, did not report general pathologies associated with the exposures and 

lacked suitable controls.  Since then, researchers have focused on the brain and cardiac systems 

as sensitive targets of infrasound.  Experimental conditions in these studies lack a documented 

rationale for the selection and the use of infrasound of 5-15 Hz at 130 dB.  While this appears to 

be standard practice, the relevance of these frequencies and pressures is unclear—both to the rat 

and more importantly to the human.  The exposures are acute—short-term, high dose.  

Researchers do not document rat behaviors (including startle responses), pathologies, frank 

toxicities, and outcomes due to these exposures.  Therefore, interpretation of all of the animal 

model data for infrasound outcomes must be with the lens of any high-dose, short-term exposure 

in toxicology, specifically questioning whether the observations are readily translatable to low-

dose, chronic exposures. 

Pei et al., (2007 and 2009) examine changes in cardiac ultrastructure and function in adult 

male Sprague-Dawley rats exposed to 5 Hz at 130 dB for 2 hours for 1, 7, or 14 successive days. 

Cardiomyocytes were enzymatically isolated from the adult left ventricular hearts after sacrifice.  

Whole cell patch-clamp techniques were employed to measure whole cell L-Type Ca2+ currents.  

The objective of these studies was to determine whether there was a cumulative effect of insult 

as measured by influx of calcium into cardiomyocytes.  After infrasound exposure, rats in the 7– 

and 14–day exposure groups demonstrated statistically significant changes in intracellular Ca2+ 

homeostasis in cardiomyocytes as demonstrated by electrochemical stimulation of the cells, 

molecular identification of specific heart-protein levels, and calcium transport measurements.  

Several studies examine the effects of infrasound on behavioral performance in rats.  The 

first of these studies was conducted under primitive acoustic conditions compared with those of 

today (Petounis et al., 1977).  In this study the researchers examined the behavior of adult female 

rats (undisclosed strain) exposed to increasing infrasound (2 Hz, 104 dB; 7 Hz, 122 dB; and 16 
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Hz, 124 dB) for increasing time (5-minute increments for up to 120 minutes).  Decreased activity 

levels (sleeping more) and exploratory behavior were documented as dose and duration of 

exposure increased.  The authors fail to mention that frank toxicity including pain is associated 

with these behaviors, raising the question of relevance of high dose exposures.  In response to 

this and similar studies that identify increase in sleep, increase in avoidance behaviors and 

suppression of locomotor activity,  Spyraki et al., (1977) hypothesized that these responses are 

mediated by norepinephrine levels in the brain and as such, exposed adult male Wistar rats to 

increasing doses of infrasound for one hour.  Using homogenized brain tissue, norepinephrine 

concentrations were measured using fluorometric methods.  Researchers demonstrated a dose-

dependent decrease in norepinephrine levels in brain tissue from infrasound-treated rats, 

beginning at a dose of 7 Hz and 122 dB for one hour.  No observations of frank toxicity were 

recorded.  Liu et al., (2010) hypothesized that since infrasound could affect the brain, it 

potentially could increase cell proliferation (neurogenesis) in the dentate gyrus of the rat 

hippocampus, specifically a region that continues to generate new neurons in the adult male 

Sprague-Dawley rat.  Using a slightly longer exposure period of 2 hours/day for 7 days at 16 Hz 

and 130 dB, the data suggest that infrasound exposure inhibits cell proliferation in the dentate 

gyrus, yet has no affect on early migration and differentiation.  This study lacks suitable positive 

and negative controls that allow these conclusions to be drawn.  

Several unpublished or non-peer reviewed studies reported behavioral responses as 

relevant endpoints of infrasound exposure.  These data are not discussed, yet are the basis for 

several recent studies.  In one more recent peer-reviewed behavioral rat study, adult male Wistar 

rats were classified as “superior endurance” and those as “inferior endurance” using the Rota-rod 

Treadmill (Yamamura et al., 1990).  A range of frequencies and pressures were used to expose 

the rats for 60—150 minutes.  Comparison of the pre-exposure endurance time on the Rota-Rod 

Treadmill with endurance after exposure to infrasound showed that the endurance time of the 

superior group after exposure to 16 Hz, 105 dB was not reduced.  The endurance of the inferior 

group was reduced by exposure to 16 Hz, 105 dB after 10 minutes, to 16 Hz, 95 dB after 70 

minutes, and to 16 Hz, 85 dB after 150 minutes.  Of most relevance is the identification of a 

subset of rats that may be more responsive to infrasound due to their genetic makeup.  There has 

been no follow-up regarding intra-strain susceptibility since this study. 
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More recent studies have focused on the mechanisms by which infrasound may disrupt 

normal brain function.  As stated above, the infrasound exposures are acute—short-term, high 

dose.  At the very least, researchers should document rat behaviors, pathologies, frank toxicities, 

and outcomes due to these high dose exposures in addition to measuring specific subcellular 

effects. 

Some of the biological stress literature suggests that microglial activation can occur with 

heightened stress, but it appears to be short-lived and transitory affecting the autonomic nervous 

system and neuroendocrine system, resulting in multiple reported effects. To investigate the 

effect of infrasound on hippocampus-dependent learning and memory, Yuan et al. (2009) 

measure cognitive abilities and activation of molecular signaling pathways in order to determine 

the role of the neuronal signaling transduction pathway, BDNF-TRkB, in infrasound-induced 

impairment of memory and learning in the rat.  Adult male Sprague-Dawley rats were exposed to 

infrasound of 16 Hz and 130 dB for 2 hours daily for 14 days. The acoustic conditions appeared 

to be well monitored and documented.  The Morris water maze was used to determine spatial 

learning and retention, and molecular techniques were used to measure cell proliferation and 

concentrations of signaling pathway proteins.  Using these semi-quantitative methods, rats 

exposed to infrasound demonstrated impaired hippocampal-dependent spatial learning 

acquisition and retention performance in the maze scheme compared with unexposed control 

rats, demonstrable downregulation of the BDNF-TRkB pathway, and decreased BrdU-labeled 

cell proliferation in the dentatel gyrus.   

In another study, Du et al. (2010) hypothesize that microglial cells may be responsible for 

infrasound-induced stress.  To test this hypothesis, 60 adult male Sprague-Dawley rats were 

exposed in an infrasonic chamber to 16 Hz at 130 dB for 2 hours.  Brains were removed and 

sectioned and the hypothalamic paraventricular nucleus (PVN) examined.  Primary microglial 

cells were isolated from whole brains of neonatal rats and grown in culture before they were 

exposed to infrasound under the same conditions as the whole animals.  Molecular methods were 

used to identify the presence and levels of proteins indicative of biological stress (corticotrophin-

releasing hormone (CRH) and corticotrophin-releasing hormone receptor (CRH type 1 receptor) 

in areas of the brain that control the stress response.  Specifically, studies were done to determine 

whether microglial cells are involved in infrasound-response, changes in microglial activation, 

and CRH-R1 expression in vivo in the PVN and in vitro at time points after the two-hour 
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infrasound exposure.  The data show that the exposures resulted in microglial activation, 

beginning at 0.5 hours post exposure, and up-regulation of CRH-R1 expression.  The magnitude 

of the response increased significantly from the control to 6 hours post exposure, returning to 

control levels, generally by 24 hours post-exposure.  This study is well controlled, and while it 

does rely on a specific antagonist for dissecting the relative involvement of the neurons and the 

microglial cells, the data suggest that infrasound as administered in this study to rats can activate 

microglial cells, suggesting a possible mechanism for infrasound-induced ”stress” or nuisance at 

a physical level (i.e., proinflammatory cytokines causing sickness response behaviors).  

In summary, there are no studies in which laboratory animals are subjected to exposures 

that mimic wind turbines.  There is insufficient evidence from laboratory animal studies of 

effects of low frequency noise on the respiratory system.  There is limited evidence that rats are a 

robust model for human infrasound exposure and effects.  The reader is referred to Appendix G 

for specific study conditions.  In any case, the infrasound levels and exposure conditions to 

which the rodents are exposed are adequate to cause pain to the rodents.  When exposed to these 

levels of infrasound, there is some evidence of reversible molecular effects including short-lived 

biochemical alterations in cardiac and brain cells, suggesting a possible mechanism for high-

dose, infrasound-induced effects in rats. 

3.6 Health Impact Claims Associated with Noise and Vibration Exposure 

The popular media contain a large number of articles that claim the noise and vibration 

from wind turbines adversely affect human health.  In this section the Panel examines the 

physical and biological basis for these assertions.  Additionally, the scientific articles from which 

these assertions are made are examined in light of the methods used and their limitations.   

Pierpont (2009) has been cited as offering evidence of the physical effects of ILFN, 

referring to “Wind Turbine Syndrome” and its impact on the vestibular system—by disturbed 

sensory input to eyes, inner ears, and stretch and pressure receptors in a variety of body 

locations.  The basis for the syndrome relies on data from research carried out for reasons (e.g., 

space missions) other than assessment of wind turbines on health.  Such research can be valuable 

to understanding new conditions, however, when the presentation of data is incomplete, it can 

lead to inaccurate conclusions.  A few such cases are mentioned here: 

Pierpont (2009) notes that von Dirke and Parker (1994) show that the abdominal area 

resonates between 4 and 6 Hz and that wind turbines can produce infrasound within this range 
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(due to the blade rotation rate).  However, the von Dirke paper states that our bodies have 

evolved to be tolerant of the 4–6 Hz abdominal motion range: this range coincides with jogging 

and running.  The paper also reveals that motion sickness (which was the focus of the study) only 

occurred when the vibrations to which people were subjected were between 0.01 and 0.5 Hz.  

The study exposed people to vibration from positive to negative 1 G forces.  Subjects were also 

rotated around various axes to achieve the vibration levels and frequencies of interest in the 

study.  Interpretation of these data may allow one to conclude that while the abdominal area has 

a resonance in a region at which there is infrasound being emitted by wind turbines, there will be 

no impact.  Further, the infrasound emitted by wind turbines in the range of frequencies at which 

subjects did note motion sickness is orders of magnitude less than the level that induced motion 

sickness (see Table 2).  So while a connection is made, the evidence at this point is not sufficient 

to draw a conclusion that a person’s abdominal area or stretch point can be excited by turbine 

infrasound.  If it were, this might lead to symptoms of motion sickness.  

Pierpont (2009) points to a study by Todd et al. (2008) as potential proof that the inner 

ear may be playing a role in creating the symptoms of “Wind Turbine Syndrome.”  Todd et al. 

(2008) show that the vestibular system shows a best frequency response around 100 Hz.  This is 

a fact, but again it is unclear how it relates to low frequency noise from wind turbines.  The best 

frequency response was assessed by moving subjects’ heads (knocking the side of the head) in a 

very specific direction because the portion of the inner ear that is being discussed acts as a 

gravitational sensor or an accelerometer; therefore, it responds to motion.  A physical mechanism 

by which the audible sound produced by a wind turbine at 100 Hz would couple to the human 

body in a way to create the necessary motion to which this portion of the inner ear would 

respond is unknown.  

More recently, Salt and Hullar (2010) have looked for something physical about the ear 

that could be responding to infrasonic frequencies.  They describe how the outer (OHC) and 

inner (IHC) hair cells of the cochlea respond to different types of stimuli: the IHC responding to 

velocity and OHC responding to displacement.  They discuss how the OHC respond to lower 

frequencies than the IHC, and how the OHC acts as an amplifier for the IHC.  They state that it is 

known that low frequencies present in a sound signal can mask the higher frequencies—

presumably because the OHC is not amplifying the higher frequency correctly when the OHC is 

responding to low frequency disturbances.  However, they emphatically state that “although 
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vestibular hair cells are maximally sensitive to low frequencies they typically do not respond to 

airborne infrasound.  Rather, they normally respond to mechanical inputs resulting from head 

movements and positional changes with their output controlling muscle reflexes to maintain 

posture and eye position.”  It is completely unknown how the very few neural paths from the 

OHC to the brain respond, if they do at all (95% of the connections are between the IHC and the 

brain).  So at this moment, inner ear experts have not found a method for airborne infrasound to 

impact the inner ear.  The potential exists such that the OHC respond to infrasound, but that the 

functional role of the connection between the OHC and the brain remains unknown.  Further, the 

modulation of the sound received at the IHC itself has not been shown to cause nausea, 

headaches, or dizziness.    

In the discussion of amplitude-modulated noise, it was already noted that wind turbines 

produce audible sound in the low frequency regime (20–200Hz).  It has been shown that the 

sound levels in this range from some turbines are above the levels for which subjects in a Korean 

study have complained of psychological effects (Jung & Cheung, 2008).  O’Neal (2011) also 

shows that the sound pressure level for frequencies between 30 and 200 Hz from two modern 

wind turbines at roughly 310 m are above the threshold of hearing but below the criterion for 

creating window rattle or other perceptible vibrations.  The issue of vibration is discussed more 

in the next section.  It is noted that the amplitude-modulated noise is most likely at the heart of 

annoyance complaints.  In addition, amplitude-modulated noise may be a source of sleep 

disturbance noted by survey respondents.  However, direct health impacts have not been 

demonstrated.  

3.6.a Vibration 

Vibroacoustics disease (VAD) has been identified as a potential health impact of wind 

turbines in the Pierpont book.  Most of the literature around VAD is attributed to Branco and 

Alves-Pereira.  Related citations attributed to Takahashi (2001), Hedge and Rasmussen (1982) 

though are also provided.  These studies all required very clear coupling to large vibration 

sources such as jackhammers and heavy equipment.  The latter references focus on high levels of 

low frequency vibrations and noise.  In particular, Rasmussen studied the response of people to 

vibrating floors and chairs.  The vibration displacements in the study were on the order of 0.01 

cm (or 1000 times larger than the motion found 100 m from a wind farm in a seismic study 

(Styles et al., 2005).  Takahashi used loud speakers placed 2 m from subjects’ bodies, only 
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testing audible frequencies 20–50 Hz, using pressure levels on the order of 100–110 dB (roughly 

30 dB higher than any sound measured from a wind turbine in this frequency range) to induce 

vibrations at various points on the body.  The Hedge source is not a study but a bulleted list of 

points that seem to go along with a lecture in an ergonomics class for which no citations are 

provided.  Branco’s work is slightly different in that she considered very long-term exposures to 

moderately intense vibration inputs.  While there may be possible connection to wind turbines, at 

present, the connection is not substantiated given the very low levels of vibration and airborne 

ILFN that have been measured from wind turbines.  

While vibroacoustic disease may not be substantiated, vibration levels that lead to 

annoyance or feelings of uneasiness may be more plausible.   Evidence for these responses is 

discussed below. 

Pierpont refers to a paper by Findeis and Peters (2004).  This reference describes a 

situation in Germany where complaints of disturbing sound and vibration were investigated 

through the measurement of the vibration and acoustics within the dwelling, noting that people 

complained about vibrations that were not audible.  The one figure provided in the text shows 

that people were disturbed by what was determined to be structure-borne sound that was radiated 

by walls and floors at levels equivalent to 65 dB at 10 Hz and 40 dB at 100 Hz.  The 10 Hz level 

is just below audible.  The level reported at 100 Hz, however, is just above the hearing threshold.  

The authors concluded that the disturbances were due to a component of the HVAC system that 

coupled directly to the building.    

The Findeis and Peters (2004), report is reminiscent of papers related to investigations of 

“haunted” spaces (Tandy, 1998, 1999).  In these studies room frequencies around 18 Hz were 

found.  The studies hypothesized that apparitions were the result of eye vibrations (the eye is 

sensitive to 18 Hz) induced by the room vibration field.  In one of these studies, a ceiling fan was 

found to be the source of the vibration.  In the other, the source was not identified. 

When the source was identified in the previously mentioned studies, there appears to be 

an obvious physical coupling mechanism.  In other situations it has been estimated that airborne 

disturbances have influenced structures.  A NASA report from 1982 gives a figure that estimates 

the necessary sound pressure level at various frequencies to force vibrations in windows, walls, 

and floors of typical buildings (Stephens, 1982).  The figure on page 14 of that report shows 

infrasound levels of 70–80 dB can induce wall and floor vibrations.  On page 39 the report also 
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shows some floor vibration levels that were associated with a wind turbine.  On the graph these 

were the lowest levels of vibration when compared to vibrations from aircraft noise and sonic 

booms.  Another figure on page 43 shows vibrations and perception across the infrasonic 

frequency range.  Again, wind turbine data are shown, and they are below the perception line.  

A second technical report (Kelley, 1985) from that timeframe describes disturbances 

from the MOD-1 wind turbine in Boone, North Carolina.  This was a downwind turbine mounted 

on a truss tower.  Out of 1000 homes within about 2 km, 10 homes experienced room vibrations 

under certain wind conditions.  A careful measurement campaign showed that indeed these few 

homes had room vibrations related to the impulsive noise unique to downwind turbines.  The 

report contains several findings including the following:  1) the disturbances inside the homes 

were linked to the impulsive sound generated by the turbine (due to tower wake/blade 

interaction) and not seismic waves, 2) the impulsive signal was feeding energy into the 

vibrational modes of the rooms, floors, and walls where the floor/wall modes were the only 

modes in the infrasonic range, 3) people felt the disturbance more than they heard it, 4) peak 

vibration values were measured in the frequency range 10–20 Hz (floor/wall resonances) and it 

was deduced that the wall facing the turbine was being excited, 5) the fact that only 10 homes 

out of 1000 (scattered in various directions around the turbine) were affected was shown to be 

related to complicated sound propagation paths, and 6) while the shape of the impulse itself was 

given much attention and was shown to be a driving force in the coupling to the structural 

vibrations, comments were made in the report to the effect that nonimpulsive signals with energy 

at the right frequency could couple into the structure.  The report describes a situation in Oregon 

where resonances in the flow through an exhaust stack of a gas-run turbine plant had an 

associated slow modulation of the sound leading to annoyance near the plant.  Again it was 

found that structural modes in nearby homes were being excited but this time by an acoustic field 

that was not impulsive in nature.  This is an important point because modern wind turbines do 

not create impulsive noise with strong content around 20 Hz like the downwind turbine in North 

Carolina.  Instead, they generate amplitude-modulated sound around 1 kHz as well as broadband 

infrasound (van den Berg, 2004).  The broadband infrasound that also existed for the North 

Carolina turbine was not shown to be responsible for the disturbances.  As well, the amplitude-

modulated noise that existed was not shown to be responsible for the disturbances.  So, while 

there are comparisons made to the gas turbine power plant and to the HVAC system component 
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where the impulsiveness of the sound was not the same, direct comment on the effect of modern 

turbines on the vibration of homes is not possible.     

A recent paper by Bolin et al. (2011), surveys much of the low frequency literature 

pertinent to modern wind turbines and notes that all measurements of indoor and outdoor levels 

of sound simultaneously do not show the same amplification and ringing of frequencies 

associated with structural resonances similar to what was found in North Carolina.  Instead the 

sound inside is normally less than the sound outside the structure.  Bolin et al. (2011) note that 

measurements indicate that the indoor ILFN from wind turbines typically comply with national 

guidelines (such as the Danish guideline for 44 dB(A) outside a dwelling).    However, this does 

not preclude a situation where levels would be found to be higher than the standards.  They 

propose that further investigations of an individual dwelling should be conducted if the measured 

difference between C-weighted and A-weighted sound pressure level of outdoor exposure is 

greater than 15 dB.  A similar criterion is noted in the non-peer reviewed report by Kamperman 

et al. (2008). 

Related to room vibration is window rattle.  This topic is described in the NASA reports, 

discussed above (Stephens, 1982) and discussed in the articles by Jung and Cheung (2008) and 

O’Neal (2011).  In these articles it has been noted that window rattle is often induced by 

vibrations between 5 and 9 Hz, and measurements from wind turbines show that there can be 

enough energy in this range to induce window rattle.  Whether the window rattle then generates 

its own sound field inside a room at an amplitude great enough to disturb the human body is 

unknown.   

Seismic transmission of vibration at the North Carolina site was considered.  In that study 

the seismic waves were ruled out as too low of amplitude to induce the room vibrations that were 

generated.  Related are two sets of measurements that were taken near wind farms to assess the 

potential impact of seismic activity on extremely sensitive seismic measurement stations (Styles, 

2005, Schofield, 2010).  One study considered both waves traveling in the ground and the 

coupling of airborne infrasound to the ground, showing that the dominant source of seismic 

motion is the Rayleigh waves in the ground transmitted directly by the tower, and that the 

airborne infrasound is not playing a role in creating measurable seismic motion.  The two reports 

indicate that at 100 meters from a wind turbine farm (>6 turbines) the maximum motion that is 

induced is 120 nanometers (at about 1 Hz).  A nanometer is 10-9 m.  So this is 1.2 x 10-7 m of 
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ground displacement.  Extremely sensitive measuring devices have been used to detect this slight 

motion.  To put the motion in perspective, the diameter of a human hair is on the order of 10-6 m.  

These findings indicate that seismic motion induced from one or two turbines is so small that it 

would be difficult to induce any physical or structural response.    

Hessler and Hessler, (2010) reviewed various state noise limits and discussed them in 

connection with wind turbines.  The article contains a few comments related to low frequency 

noise.  It is stated that, “a link between health complaints and turbine noise has only been 

asserted based on what is essentially anecdotal evidence without any valid epidemiological 

studies or scientific proof of any kind.”  The article states that if a metric for low frequency noise 

is needed, then a limit of 65 dB(C) could be used.  This proposed criterion is not flexible for use 

in different environments such as rural vs. city.  In this sense, Bolin et als’ suggestion of 

checking for a difference between C-weighted and A-weighted sound pressure level of outdoor 

exposure greater than 15 dB is more appropriate.  This value of 15 dB, was based on past 

complaints associated with combustion turbines.  The Bolin article, however, also cautions that 

obtaining accurate low frequency measurements for wind turbines is difficult because of the 

presence of wind.  Even sophisticated windscreens cannot eliminate the ambient low frequency 

wind noise.   

Leventhal (2006) notes that when hearing and deaf subjects are tested simultaneously, the 

subjects’ chests would resonate with sounds in the range of 50–80 Hz.  However, the amplitude 

of the sound had to be 40–50 dB higher than the human hearing threshold for the deaf subjects to 

report the chest vibration.  This leads one to conclude that chest resonance in isolation should not 

be associated with inaudible sound.  If a room is vibrating due to a structural resonance, such 

levels may be obtained.  Again, this effect has never been measured associated with a modern 

wind turbine.   

The stimulation of house resonances and self-reported ill-effects due to a modern wind 

turbine appear in a report by independent consultants that describes pressure measurements taken 

inside and outside of a home in Falmouth Massachusetts in the spring of 2011 (Ambrose & 

Rand, 2011).  The measurements were taken at roughly 500 meters from a single 1.65 MW stall-

regulated turbine when the wind speeds were relatively high: 20-30 m/s at hub height. The 

authors noted feeling ill when the dB(A) levels indoors were between 18 and 24 (with a 

corresponding dB(G) level of 51-64).  They report that they felt effects both inside and outside 
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but preferred to be outside where the dB(A) levels ranged from 41-46 (with corresponding dB(G) 

levels from 54-65.)  This is curious because weighted measurements account for human response 

and the weighted values were higher outside. However, the actual dB(L) levels were higher 

inside.   

The authors present some data indicating that the G-weighted value of the pressure signal 

is often greater than 60 dB(G), the averaged threshold value proposed by Salt and Hullar (2011) 

for OHC activation.  However, the method used to obtain the data is not presented, and the time 

scale over which the data are presented (< 0.015 seconds or 66 Hz) is too short to properly 

capture the low frequency content.   

The data analysis differed from the common standard of practice in an attempt to 

highlight weaknesses in the standard measurement approach associated with the capture of 

amplitude modulation and ILFN.  This departure from the standard is a useful step in defining a 

measurement technique such as that called for in a report by HGC Engineering (HGC, 2010), 

that notes policy making entities should “consider adopting or endorsing a proven measurement 

procedure that could be used to quantify noise at infrasonic frequencies.” 

The measurements by Ambrose and Rand (2011) show a difference in A and C weighted 

outdoor sound levels of around 15 dB at the high wind speeds (which is Bolin et. al.’s 

recommended value for triggering further interior investigations).  The simultaneous indoor and 

outdoor measurements indicate that at very low frequencies (2-6 Hz) the indoor pressure levels 

are greater than those outdoors.  It is useful to note that the structural forcing at the blade-

passage-frequency, the time delay and the subsequent ringing that was present in the Boone 

homes (Kelley, 1985) is not demonstrated by Ambrose and Rand (2011).  This indicates that the 

structural coupling is not forced by the amplitude modulation and is due to a much subtler 

process.  Importantly, while there is an amplification at these lower frequencies, the indoor levels 

(unweighted) are still far lower than any levels that have ever been shown to cause a physical 

response (including the activation of the OHC) in humans.  

The measurements did reveal a 22.9 Hz tone that was amplitude modulated at 

approximately the blade passage frequency.  The source of the tone was not identified, and no 

indication as to whether the tone varied with wind speed was provided, a useful step  to help 

determine whether the tone is aerodynamically generated.  The level of this tone is shown to be 

higher than the OHC activation threshold. The 22.9 Hz tone did not couple to the structure and 
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showed the normal attenuation from outside to inside the structure.  In order to determine if the 

results that show potential tonal activation of the OHC  are generalizable, it is necessary to 

identify the source of this tone which could be unique to stall-regulated turbines or even unique 

to this specific brand of turbine.   

Finally, the measurements shown in the report are atypical within the wind turbine 

measurement literature and the data analysis is not fully described.  Also, the report offers no 

plausible coupling mechanism of the sound waves to the body beyond that proposed by Salt and 

Hullar (2011).  Because of this, the results are suggestive but require corroboration of the 

measurements  and scientifically based mechanisms for human health impact. 

3.6.b Summary of Claimed Health Impacts 

In this section, the potential health impacts due to noise and vibration from wind turbines 

was discussed.  Both the infrasonic and low frequency noise ranges were considered.  Assertions 

that infrasound and low frequency noise from turbines affect the vestibular system either through 

airborne coupling to humans are not empirically supported.  In the multitude of citations given in 

the popular media as to methods in which the vestibular system is influenced, all refer to 

situations in which there is direct vibration coupling to the body or when the wave amplitudes 

are orders of magnitudes greater than those produced by wind turbines.  Recent research has 

found one potential path in the auditory system, the OHC, in which infrasound might be sensed.  

There is no evidence, however, that when the OHC sense infrasound, it then leads to any of the 

symptoms reported by complainants.  That the infrasound and low frequency noise couple to 

humans through the forcing of structural vibration is plausible but has not been demonstrated for 

modern wind turbines.  In addition, should it be shown that such a coupling occurs, research 

indicates that the coupling would be transient and highly dependent on wind conditions and 

localized to very few homes surrounding a turbine.   

Seismic activity near a turbine due to vibrations transmitted down the tower has been 

measured, and the levels are too low to produce vibrations in humans. 

The audible noise from wind turbines, in particular the amplitude modulated trailing edge 

noise, does exist, changes level based on atmospheric conditions, can change character from 

swish to thump-based on atmospheric effects, and can be perceived from home to home 

differently based on propagation effects.  This audible sound has been noted by complainants as 

a source of annoyance and a cause for sleep disruption.  Some authors have proposed nighttime 
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noise regulations and regulations based on shorter time averages (vs. annual averages) as a 

means to reduce annoyance from this noise source.  Some have conjectured that the low 

frequency content of the amplitude-modulated noise is responsible for the annoyance. They have 

proposed that the difference between the measured outdoor A- and C- weighted sound pressure 

levels could be used to identify situations in which the low frequency content is playing a larger 

role.  Further, they note that this difference might be used as part of a regulation as a means to 

reduce annoyance.  
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Chapter 4 

Findings 

Based on the detailed review of the scientific literature and other available reports and 

consideration of the strength of scientific evidence, the Panel presents findings relative to three 

factors associated with the operation of wind turbines: noise and vibration, shadow flicker, and 

ice throw.  The findings that follow address specifics in each of these three areas. 

4.1 Noise 

4.1.a Production of Noise and Vibration by Wind Turbines 

1. Wind turbines can produce unwanted sound (referred to as noise) during operation.  The 

nature of the sound depends on the design of the wind turbine.  Propagation of the sound 

is primarily a function of distance, but it can also be affected by the placement of the 

turbine, surrounding terrain, and atmospheric conditions.  

a. Upwind and downwind turbines have different sound characteristics, primarily 

due to the interaction of the blades with the zone of reduced wind speed behind 

the tower in the case of downwind turbines.  

b. Stall regulated and pitch controlled turbines exhibit differences in their 

dependence of noise generation on the wind speed 

c. Propagation of sound is affected by refraction of sound due to temperature 

gradients, reflection from hillsides, and atmospheric absorption.  Propagation 

effects have been shown to lead to different experiences of noise by neighbors.  

d. The audible, amplitude-modulated noise from wind turbines (“whooshing”) is 

perceived to increase in intensity at night (and sometimes becomes more of a 

“thumping”) due to multiple effects:  i) a stable atmosphere will have larger wind 

gradients, ii) a stable atmosphere may refract the sound downwards instead of 

upwards, iii) the ambient noise near the ground is lower both because of the stable 

atmosphere and because human generated noise is often lower at night. 

2. The sound power level of a typical modern utility scale wind turbine is on the order of 

103 dB(A), but can be somewhat higher or lower depending on the details of the design 

and the rated power of the turbine.  The perceived sound decreases rapidly with the 

distance from the wind turbines.  Typically, at distances larger than 400 m, sound 
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pressure levels for modern wind turbines are less than 40 dB(A), which is below the level 

associated with annoyance in the epidemiological studies reviewed.  

3. Infrasound refers to vibrations with frequencies below 20 Hz.  Infrasound at amplitudes 

over 100–110 dB can be heard and felt.  Research has shown that vibrations below these 

amplitudes are not felt.  The highest infrasound levels that have been measured near 

turbines and reported in the literature near turbines are under 90 dB at 5 Hz and lower at 

higher frequencies for locations as close as 100 m. 

4. Infrasound from wind turbines is not related to nor does it cause a “continuous 

whooshing.” 

5.  Pressure waves at any frequency (audible or infrasonic) can cause vibration in another 

structure or substance.  In order for vibration to occur, the amplitude (height) of the wave 

has to be high enough, and only structures or substances that have the ability to receive 

the wave (resonant frequency) will vibrate.  

 4.1.b Health Impacts of Noise and Vibration 

1. Most epidemiologic literature on human response to wind turbines relates to self-reported 

“annoyance,” and this response appears to be a function of some combination of the 

sound itself, the sight of the turbine, and attitude towards the wind turbine project. 

a. There is limited epidemiologic evidence suggesting an association between 

exposure to wind turbines and annoyance. 

b. There is insufficient epidemiologic evidence to determine whether there is an 

association between noise from wind turbines and annoyance independent from 

the effects of seeing a wind turbine and vice versa. 

2. There is limited evidence from epidemiologic studies suggesting an association between 

noise from wind turbines and sleep disruption.  In other words, it is possible that noise 

from some wind turbines can cause sleep disruption.  

3. A very loud wind turbine could cause disrupted sleep, particularly in vulnerable 

populations, at a certain distance, while a very quiet wind turbine would not likely disrupt 

even the lightest of sleepers at that same distance.  But there is not enough evidence to  
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provide particular sound-pressure thresholds at which wind turbines cause sleep 

disruption.  Further study would provide these levels.  

4. Whether annoyance from wind turbines leads to sleep issues or stress has not been 

sufficiently quantified.  While not based on evidence of wind turbines, there is evidence 

that sleep disruption can adversely affect mood, cognitive functioning, and overall sense 

of health and well-being. 

5. There is insufficient evidence that the noise from wind turbines is directly (i.e., 

independent from an effect on annoyance or sleep) causing health problems or disease.  

6. Claims that infrasound from wind turbines directly impacts the vestibular system have 

not been demonstrated scientifically.  Available evidence shows that the infrasound levels 

near wind turbines cannot impact the vestibular system.   

a. The measured levels of infrasound produced by modern upwind wind turbines at 

distances as close as 68 m are well below that required for non-auditory 

perception (feeling of vibration in parts of the body, pressure in the chest, etc.).  

b. If infrasound couples into structures, then people inside the structure could feel a 

vibration.  Such structural vibrations have been shown in other applications to 

lead to feelings of uneasiness and general annoyance.  The measurements have 

shown no evidence of such coupling from modern upwind turbines. 

c. Seismic (ground-carried) measurements recorded near wind turbines and wind 

turbine farms are unlikely to couple into structures.  

d. A possible coupling mechanism between infrasound and the vestibular system 

(via the Outer Hair Cells (OHC) in the inner ear) has been proposed but is not yet 

fully understood or sufficiently explained.  Levels of infrasound near wind 

turbines have been shown to be high enough to be sensed by the OHC.  However, 

evidence does not exist to demonstrate the influence of wind turbine-generated 

infrasound on vestibular-mediated effects in the brain. 

e. Limited evidence from rodent (rat) laboratory studies identifies short-lived 

biochemical alterations in cardiac and brain cells in response to short exposures to 

emissions at 16 Hz and 130 dB.  These levels exceed measured infrasound levels 

from modern turbines by over 35 dB.  
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7. There is no evidence for a set of health effects, from exposure to wind turbines, that could 

be characterized as a "Wind Turbine Syndrome." 

8. The strongest epidemiological study suggests that there is not an association between 

noise from wind turbines and measures of psychological distress or mental health 

problems.  There were two smaller, weaker, studies: one did note an association, one did 

not.  Therefore, we conclude the weight of the evidence suggests no association between 

noise from wind turbines and measures of psychological distress or mental health 

problems. 

9. None of the limited epidemiological evidence reviewed suggests an association between 

noise from wind turbines and pain and stiffness, diabetes, high blood pressure, tinnitus, 

hearing impairment, cardiovascular disease, and headache/migraine. 

4.2 Shadow Flicker 

4.2.a Production of Shadow Flicker 

Shadow flicker results from the passage of the blades of a rotating wind turbine between 

the sun and the observer.   

1. The occurrence of shadow flicker depends on the location of the observer relative to the 

turbine and the time of day and year. 

2. Frequencies of shadow flicker elicited from turbines is proportional to the rotational 

speed of the rotor times the number of blades and is generally between 0.5 and 1.1 Hz for 

typical larger turbines.  

3. Shadow flicker is only present at distances of less than 1400 m from the turbine. 

4.2.b Health Impacts of Shadow Flicker 

1. Scientific evidence suggests that shadow flicker does not pose a risk for eliciting seizures 

as a result of photic stimulation.  

2. There is limited scientific evidence of an association between annoyance from prolonged 

shadow flicker (exceeding 30 minutes per day) and potential transitory cognitive and 

physical health effects. 
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4.3 Ice Throw 

4.3.a Production of Ice Throw 

Ice can fall or be thrown from a wind turbine during or after an event when ice forms or 

accumulates on the blades.   

1. The distance that a piece of ice may travel from the turbine is a function of the wind 

speed, the operating conditions, and the shape of the ice.  

2. In most cases, ice falls within a distance from the turbine equal to the tower height, and in 

any case, very seldom does the distance exceed twice the total height of the turbine 

(tower height plus blade length). 

4.3.b Health Impacts of Ice Throw 

1. There is sufficient evidence that falling ice is physically harmful and measures should be 

taken to ensure that the public is not likely to encounter such ice. 

4.4 Other Considerations 

In addition to the specific findings stated above for noise and vibration, shadow flicker 

and ice throw, the Panel concludes the following:  

1. Effective public participation in and direct benefits from wind energy projects (such as 

receiving electricity from the neighboring wind turbines) have been shown to result in 

less annoyance in general and better public acceptance overall. 
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Chapter 5 

Best Practices Regarding Human Health Effects Of Wind Turbines 

Broadly speaking, the term “best practice” refers to policies, guidelines, or 

recommendations that have been developed for a specific situation.  Implicit in the term is that 

the practice is based on the best information available at the time of its institution.  A best 

practice may be refined as more information and studies become available.  The panel recognizes 

that in countries which are dependent on wind energy and are protective of public health, best 

practices have been developed and adopted. 

In some cases, the weight of evidence for a specific practice is stronger than it is in other 

cases.  Accordingly, best practice* may be categorized in terms of the evidence available, as 

shown in Table 3:  
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Table 3 

Descriptions of Three Best Practice Categories 

 

Category Name Description 

1 Research Validated 
Best Practice 

A program, activity, or strategy that has the highest degree 
of proven effectiveness supported by objective and 
comprehensive research and evaluation. 

2 Field Tested Best 
Practice 

A program, activity, or strategy that has been shown to 
work effectively and produce successful outcomes and is 
supported to some degree by subjective and objective data 
sources. 

3 Promising Practice 

A program, activity, or strategy that has worked within one 
organization and shows promise during its early stages for 
becoming a best practice with long-term sustainable 
impact.  A promising practice must have some objective 
basis for claiming effectiveness and must have the 
potential for replication among other organizations. 

*These categories are based on those suggested in “Identifying and Promoting Promising Practices.”  
Federal Register, Vol. 68. No 131. 131. July 2003.  
www.acf.hhs.gov/programs/ccf/about_ccf/gbk_pdf/pp_gbk.pdf 

5.1 Noise 

Evidence regarding wind turbine noise and human health is limited.   There is limited 

evidence of an association between wind turbine noise and both annoyance and sleep disruption, 

depending on the sound pressure level at the location of concern.  However, there are no 

research-based sound pressure levels that correspond to human responses to noise.  A number of 

countries that have more experience with wind energy and are protective of public health have 

developed guidelines to minimize the possible adverse effects of noise.  These guidelines 

consider time of day, land use, and ambient wind speed.  Table 4 summarizes the guidelines of 

Germany (in the categories of industrial, commercial and villages) and Denmark (in the 

categories of sparsely populated and residential). The sound levels shown in the table are for 

nighttime and are assumed to be taken immediately outside of the residence or building of 

concern.  In addition, the World Health Organization recommends a maximum nighttime sound 

pressure level of 40 dB(A) in residential areas.  Recommended setbacks corresponding to these 

values may be calculated by software such as WindPro or similar software.  Such calculations 

are normally to be done as part of feasibility studies.  The Panel considers the guidelines shown 
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below to be Promising Practices (Category 3) but to embody some aspects of Field Tested Best 

Practices (Category 2) as well. 

Table 4 

Promising Practices for Nighttime Sound Pressure Levels by Land Use Type 

Land Use Sound Pressure Level, 
dB(A) Nighttime Limits 

Industrial 70 

Commercial 50 

Villages, mixed usage 45 

Sparsely populated areas, 8 m/s wind* 44 

Sparsely populated areas, 6 m/s wind* 42 

Residential areas, 8 m/s wind* 39 

Residential areas, 6 m/s wind* 37 
*measured at 10 m above ground, outside of residence or location of concern 

The time period over which these noise limits are measured or calculated also makes a 

difference.  For instance, the often-cited World Health Organization recommended nighttime 

noise cap of 40 dB(A) is averaged over one year (and does not refer specifically to wind turbine 

noise).  Denmark’s noise limits in the table above are calculated over a 10-minute period.  These 

limits are in line with the noise levels that the epidemiological studies connect with insignificant 

reports of annoyance.  

The Panel recommends that noise limits such as those presented in the table above be 

included as part of a statewide policy regarding new wind turbine installations.  In addition, 

suitable ranges and procedures for cases when the noise levels may be greater than those values 

should also be considered.  The considerations should take into account trade-offs between 

environmental and health impacts of different energy sources, national and state goals for energy 

independence, potential extent of impacts, etc.   

The Panel also recommends that those involved in a wind turbine purchase become 

familiar with the noise specifications for the turbine and factors that affect noise production and 

noise control.  Stall and pitch regulated turbines have different noise characteristics, especially in 

high winds.  For certain turbines, it is possible to decrease noise at night through suitable control 

measures (e.g., reducing the rotational speed of the rotor).  If noise control measures are to be 
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considered, the wind turbine manufacturer must be able to demonstrate that such control is 

possible.  

The Panel recommends an ongoing program of monitoring and evaluating the sound 

produced by wind turbines that are installed in the Commonwealth.  IEC 61400-11 provides the 

standard for making noise measurements of wind turbines (International Electrotechnical 

Commission, 2002).  In general, more comprehensive assessment of wind turbine noise in 

populated areas is recommended.  These assessments should be done with reference to the 

broader ongoing research in wind turbine noise production and its effects, which is taking place 

internationally.  Such assessments would be useful for refining siting guidelines and for 

developing best practices of a higher category. Closer investigation near homes where outdoor 

measurements show A and C weighting differences of greater than 15 dB is recommended.   

5.2 Shadow Flicker 

Based on the scientific evidence and field experience related to shadow flicker, Germany has 

adopted guidelines that specify the following: 

1. Shadow flicker should be calculated based on the astronomical maximum values (i.e., not 

considering the effect of cloud cover, etc.).   

2. Commercial software such as WindPro or similar software may be used for these 

calculations.  Such calculations should be done as part of feasibility studies for new wind 

turbines. 

3. Shadow flicker should not occur more than 30 minutes per day and not more than 30 

hours per year at the point of concern (e.g., residences).   

4. Shadow flicker can be kept to acceptable levels either by setback or by control of the 

wind turbine.  In the latter case, the wind turbine manufacturer must be able to 

demonstrate that such control is possible. 

The guidelines summarized above may be considered to be a Field Tested Best Practice 

(Category 2).  Additional studies could be performed, specifically regarding the number of hours 

per year that shadow flicker should be allowed, that would allow them to be placed in Research 

Validated (Category 1) Best Practices.  
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5.3 Ice Throw 

Ice falling from a wind turbine could pose a danger to human health.  It is also clear that 

the danger is limited to those times when icing occurs and is limited to relatively close proximity 

to the wind turbine.  Accordingly, the following should be considered Category 1 Best Practices. 

1. In areas where icing events are possible, warnings should be posted so that no one passes 

underneath a wind turbine during an icing event and until the ice has been shed.   

2. Activities in the vicinity of a wind turbine should be restricted during and immediately 

after icing events in consideration of the following two limits (in meters).   

For a turbine that may not have ice control measures, it may be assumed that ice could 

fall within the following limit: 

( )HRx throw += 25.1max,  

Where: R = rotor radius (m), H = hub height (m) 

 

For ice falling from a stationary turbine, the following limit should be used: 

( ) 15/max, HRUx fall +=
 

Where: U = maximum likely wind speed (m/s) 
The choice of maximum likely wind speed should be the expected one-year return 

maximum, found in accordance to the International Electrotechnical Commission’s design 

standard for wind turbines, IEC 61400-1. 

Danger from falling ice may also be limited by ice control measures.  If ice control 

measures are to be considered, the wind turbine manufacturer must be able to demonstrate that 

such control is possible. 

5.4 Public Participation/Annoyance 

There is some evidence of an association between participation, economic or otherwise, 

in a wind turbine project and the annoyance (or lack thereof) that affected individuals may 

express.  Accordingly, measures taken to directly involve residents who live in close proximity 

to a wind turbine project may also serve to reduce the level of annoyance.  Such measures may 

be considered to be a Promising Practice (Category 3).   

5.5 Regulations/Incentives/Public Education 

The evidence indicates that in those parts of the world where there are a significant 

number of wind turbines in relatively close proximity to where people live, there is a close 
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coupling between the development of guidelines, provision of incentives, and educating the 

public.  The Panel suggests that the public be engaged through such strategies as education, 

incentives for community-owned wind developments, compensations to those experiencing 

documented loss of property values, comprehensive setback guidelines, and public education 

related to renewable energy.  These multi-faceted approaches may be considered to be a 

Promising Practice (Category 3).  
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Appendix A:  

 Wind Turbines - Introduction to Wind Energy 
 

Although wind energy for bulk supply of electricity is a relatively new technology, the 

historical precedents for it go back a long way.  They are descendents of mechanical windmills 

that first appeared in Persia as early as the 7th century (Vowles, 1932) and then re-appeared in 

northern Europe in the Middle Ages.  They were considerably developed during the 18th and 19th 

centuries, and then formed the basis for the first electricity generating wind turbine in the late 

19th century.  Development continued sporadically through the mid 20th century, with modern 

turbines beginning to emerge in the 1970’s.  It was the introduction of other technologies, such 

as electronics, computers, control theory, composite materials, and computer-based simulation 

capability that led to the successful development of the large scale, autonomously operating wind 

turbines that have become so widely deployed over the past twenty years. 

The wind is the most important external factor in wind energy.  It can be thought of as the 

“fuel” of the wind turbine, even though it is not consumed in the process.  The wind determines 

the amount of energy that is produced, and is therefore referred to as the resource.  The wind 

resource can vary significantly, depending on the location and the nature of the surface.  In the 

United States, the Great Plains have a relatively energetic wind resource.  In Massachusetts, 

winds tend to be relatively low inland, except for mountaintops and ridges.  The winds tend to be 

higher close to the coast and then increase offshore.  Average offshore wind speeds generally 

increase with distance from shore as well.  The wind resource of Massachusetts is illustrated in  
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Figure AA.1:  Map of the Massachusetts Wind Resource (From National Renewable Energy Laboratory, 

http://www.windpoweringamerica.gov/images/windmaps/ma_50m_800.jpg) 

 

 This section summarizes the basic characteristics of the wind in so far as they relate to 

wind turbine power production.  Much more detail on this topic is provided in (Manwell et al., 

2009).  The wind will also affect the design of the wind turbines, and for this purpose it is 

referred to as an “external design condition.”  This aspect of the wind is discussed in more detail 

in a later section.  
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AA.1 Origin of the Wind 

The wind originates from sunlight due to the differential heating of various parts of the 

earth. This differential heating produces zones of high and low pressure, resulting in air 

movement. The motion of the air is also affected by earth’s rotation.  Considerations regarding 

the wind insofar as it relates to wind turbine operation include the following: (i) the winds aloft 

(geostrophic wind), (ii) atmospheric boundary layer meteorology, (iii) the variation of wind 

speed with height, (iv) surface roughness, and (v) turbulence. 

The geostrophic wind is the wind in the upper atmosphere, which results from the 

combined effects of the pressure gradient and the earth’s rotation (via the Coriolis force).  The 

gradient wind can be thought of as an extension of the geostrophic wind, the difference in this 

case being that centrifugal effects are included.  These result from curved isobars (lines of 

constant pressure) in the atmosphere.  It is these upper atmosphere winds that are the source of 

most of the energy that eventually impinges on wind turbines.  The energy in the upper 

atmosphere is transferred down closer to the surface via a variety of mechanisms, most notably 

turbulence, which is generated mechanically (via surface roughness) and thermally (via the rising 

of warm air and falling of cooler air).   

Although driven by higher altitude winds, the wind near the surface is affected by the 

surrounding topography (such as mountains and ridges) and surface conditions (such as tree 

cover or presence of buildings).   

AA.2 Variability of the Wind 

One of the singular characteristics of the wind is its variability, both temporal and spatial.  

The temporal variability includes: (i) short term (gusts and turbulence), (ii) moderately short 

term (e.g., hr to hr means), (iii) diurnal (variations over a day), (iv) seasonal, and (v) inter-annual 

(year to year).  The wind may vary spatially as well, both from one location to another or with 

height above ground. 
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Figure AA.2 illustrates the vaiiability of the hourly average wind speeds for one year at one 

location. 

Figure AA.2: Typical hourly wind speeds over a year 
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As can be seen, the hourly average wind speed in this example va1ies significantly over the year, 

ranging from zero to neai·ly 30 mis. 

Figure AA.3 illustrates wind speed at another location recorded twice per second over a 

23-hour period. There is significant variability here as well. Much of this vai-iability in this 

figure is associated with sho1t-tenn fluctuations, or turbulence. Turbulence has some effect on 

power generation, but it has a more significant effect on the design of wind turbines, due to the 

material fatigue that it tends to engender. Turbulence is discussed in more detail in a later 

section. 
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Figure AA.3:  Typical wind data, sampled at 2 Hz for a 23-hr period 

 

In spite of the variability in the wind time series, summary characteristics have much less 

variability.  For example, the annual mean wind speed at a given location is generally within +/- 

10% of the long-term mean at that site.  Furthermore, the distribution of wind speeds, that is to 

say the frequency of occurrence of winds in various wind speed ranges, also tends to be similar 

from year.  The general shape of such distributions is also similar from one location to another, 

even if the means are different.  In fact, statistical models such as the Weibull distribution can be 

used to model the occurrences of various wind speeds in most locations on the earth.  For 

example, the number of occurrences of wind speed in various ranges from the data set illustrated 

in Figure AA.2 are shown in Figure AA.4, together with the those occurrences as modeled by the 

Weibull distribution. 
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Figure AA.4: Typical frequency of occtmence of wind speeds, based on data and statistical model 
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The Weibull distribution's probability density function is given by: 

Where c = Weibull scale factor (mis) and k = Weibull shape factor (dimensionless) 

For the purposes of modeling the occutTences of wind speeds, the scale and shape factors may be 

approximated as follows: 

( )

-1.086 

kz C5u 
u 

c::,: U (0.568 + 0.433 I k t (l ! k ) 

(2) 

(3) 

Where U is the long-te1m mean wind speed (mis, based on 10 min or hourly averages) and er u 

is the standard deviation of the wind speed, based on the same 10 min or hourly averages. 
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AA.3 Power in the Wind 

The power available in the wind can be predicted from the fundamental principles of 

fluid mechanics.  First of all, the energy per unit mass of a particle of air is given simply by ½ 

times the square of the velocity, U (m/s).  The mass flow rate of the air (kg/s) through a given 

area A (m2) perpendicular to the direction of the wind is AUm ρ=& , where ρ is the density of the 

air (kg/m3).  The power in the wind per unit area, P/A, (W/m2) is then: 

 
( ) 32

2
1

2
1

// UUAmAP ρ== &

 (4) 

AA.4 Wind Shear 

Wind shear is the variation of wind speed with height. Wind shear has relevance to power 

generation, to turbine design, and to noise generation.  The variation of wind speed with height is 

typically modeled with a power law as follows:  

 [ ]α
1212 / hhUU =  (5) 

Where U1 = speed at reference height h1, U2 is the wind speed to be estimated at height h2 and α 

is the power law exponent. Values of the exponent typically range from a 0.1 for smooth surfaces 

to 0.4 for very rough surfaces (such as forests or built-up areas.) 

Wind shear can also be affected by the stability of the atmosphere.  Equations have been 

developed that allow the incorporation of stability parameters in the analysis, but these too are 

outside the scope of this overview. 

AA.5 Wind and Wind Turbine Structural Issues 

As discussed previously, the wind is of particular interest in wind turbine applications, 

since it is the source of the energy. It is also the source of significant structural loads that the 

turbine must be able to withstand.  Some of these loads occur when the turbine is operating; 

others occur when it is stopped.  Extreme winds, for example, are likely to affect a turbine when 

it is stopped.  High winds with sudden directional change during operation can also induce high 

loads. Turbulence during normal operation results in fatigue.  The following is a summary of the 

key aspects of the wind that affect the design of wind turbines.  More details may be found in 

(Manwell et al., 2009). 
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AA.5.a Turbulence 

Turbulence in the wind can have significant effect on the structure of a wind turbine as 

well as its operation, and so it must be considered in the design process.  The term “turbulence” 

refers to the short-term variations in the speed and direction of the wind.  It manifests itself as 

apparently random fluctuations superimposed upon a relatively steady mean flow. Turbulence is 

not actually random, however.  It has some very distinct characteristics, at least in a statistical 

sense.  

Turbulence is characterized by a number of measures.  These include: (i) turbulence 

intensity, (ii) turbulence probability density functions (pdf), (iii) autocorrelations, (iv) integral 

time scales and length scales, and (v) power spectral density functions.  Discussion of the 

physics of turbulence is outside the scope of this overview. 

AA.5.b Gusts 

A gust is discrete increase and then decrease in wind speed, possibly associated with a 

change in wind direction, which can be of significance to the design of a wind turbine.  Gusts are 

typically associated with turbulence. 

AA.5.c Extreme Winds 

Extreme winds need to be considered for the design of a wind turbine.  Extreme winds 

are normally associated with storms.  They occur relatively rarely, but often enough that the 

possibility of their occurring cannot be ignored.  Statistical models, such as the Gumbel 

distribution (Gumbel, 1958), are used to predict the likelihood of such winds occurring at least 

once every 50 or 100 years.  Such intervals are called return periods. 

AA.5.d Soils 

Soils are also important for the design and installation of a wind turbine. In particular, the 

nature of the soil will affect the design of the wind turbine foundations.  Discussion of soils is 

outside the scope of this overview. 

AA.6 Wind Turbine Aerodynamics 

The heart of the wind turbine is the rotor.  This is a device that extracts the kinetic energy 

from the wind and converts it into a mechanical form.  Below is a summary of wind turbine rotor 

aerodynamics.  More details may be found in (Manwell et al., 2009).  

A wind turbine rotor is comprised of blades that are attached to a hub.  The hub is in turn 

attached to a shaft (the main shaft) which transfers the energy through the remainder of the drive 
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train to the generator where is it converted to electricity.  The maximum power that a rotor can 

extract from the wind is first of all limited by the power in the wind, which passes through an 

area defined by the passage of the rotor.  At the present time, most wind turbines utilize a rotor 

with a horizontal axis.  That is, the axis of rotation is (nominally) parallel to the earth’s surface.  

Accordingly, the area that is swept out by the rotor is circular.  Assuming a rotor radius of R (m), 

the maximum power P (W) available in the wind is:  

 

32

2

1
URP ρπ=

 (6) 

Early in the 20th century, it was shown by Betz (among others, see [4]) that the maximum 

power that could be extracted was less than the power in the wind; in fact, it was 16/27 times that 

value.  Betz’ work led to the definition of a power coefficient, Cp, which expresses the ratio of 

the actual power extracted by a rotor to the power in the wind. When considering efficiencies of 

other components in the drive train, as expressed by the η, the total power out a wind turbine, 

PWT, would be given by: 

 

32

2

1
URCP pWT ρπη=

 (7) 

The maximum value of the power coefficient, known as the Betz limit, is thus 16/27.  

Betz’ original analysis was based on the fundamental principles of fluid mechanics 

including linear momentum theory.  It also included the following assumptions: (i) homogenous, 

incompressible, steady state fluid flow; (ii) no frictional drag; (iii) a rotor with an infinite number 

of (very small) blades; (iv) uniform thrust over the rotor area; (v) a non-rotating wake; and (vi) 

the static pressure far upstream and far downstream of the rotor that is equal to the undisturbed 

ambient static pressure. 

A real rotor operating on a horizontal axis will result in a rotating wake. Some of the 

energy in the wind will go into that rotation and will not be available for conversion into 

mechanical power.  The result is that the maximum power coefficient will actually be less than 

the Betz limit.  The derivation of the maximum power coefficient for the rotating wake case use 

a number of terms: (i) the rotational speed of turbine rotor, Ω, in radians/sec; (ii) tip speed ratio, 

λ = ΩR/U; (iii) local speed ratio, λr = λ r/R; (iv) rotational speed of wake, ω; (v) an axial 

induction factor, a, which relates the free stream wind speed to the wind speed at the rotor and 
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the wind speed in the far wake ( ( ) streamfreerotor UaU −= 1  and ( ) streamfreewake UaU 21−= ); and (vi) 

an angular induction factor, a’ = ω/2 Ω.  According to this analysis, the maximum possible 

power coefficient is given by:  

 
( )∫ −=

λ
λλ

λ 0

3
2max, 1'

8
rrP daaC

 (8) 

The maximum power coefficient for a rotor with a rotating wake and the Betz limit are 

illustrated in Figure AA.5. 

Figure AA.5:  Maximum theoretical power coefficients for rotating and non-rotating wakes 

 

Neither of the analyses summarized above gives any indication as to what the blades of 

the rotor actually look like.  For this purpose, a method called blade element momentum (BEM) 

theory was developed.  This approach assumes that the blades incorporate an airfoil cross 

section. Figure AA.6 shows a typical airfoil, including some of the nomenclature. 
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Figure AA.6:  Airfoil nomenclature 

 

The BEM method equates the forces on the blades associated with air flowing over the 

airfoil with forces associated with the change in momentum of the air passing through the rotor.  

The starting point for this analysis is the assessment of the lift force on an airfoil.  Lift is a force 

perpendicular to the flow.  It is given by  

 

2

2
1~

cUCF LL ρ=
 (9)  

Where: 

LF
~  = force per unit length, N/m 

CL = lift coefficient, - 

c = chord length (distance from leading edge to trailing edge of airfoil, m) 

Thin airfoil theory predicts that for a very thin, ideal airfoil the lift coefficient is given by  

 απ sin2=LC  (11)  

where α is the angle of attack, which is the angle between the flow and the chord line of the airfoil.  

The lift coefficient for real airfoils typically includes a constant term but the slope, at 

least for low angles of attack, is similar to that for an ideal airfoil.  For greater angles of attack 

(above 10–15 degrees) the lift coefficient begins to decrease, eventually approaching zero.  This 

is known as stall.  A typical lift coefficient vs. angle of attack curve is illustrated in Figure AA.7. 
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Figure AA.7:  Typical airfoil lift vs. angle of attack 

 
There is always some drag force associated with fluid flow.  This is a force is in line with 

the flow.  Drag force (per unit length) is given by: 

 

2

2
1~

cUCF DD ρ=
 (12) 

Where CD = drag coefficient 

When designing blades for a wind turbine, it is generally desired to minimize the drag to 

lift ratio at the design point.  This generally results in a lift coefficient in the vicinity of 1.0 and a 

drag coefficient of approximately 0.006, although these values can differ depending on the 

airfoil.   

Blade element momentum theory, as noted above, relates the blade shape to its 

performance.  The following approach is used.  The blade is divided into elements and the rotor 

is divided into annuli.  Two simultaneous equations are developed: one expresses the lift and 

drag coefficient (and thus forces) on the blade elements as a function of airfoil data and the 

wind's angle of attack.  The other expresses forces on the annuli as a function of the wind 

through the rotor, rotor characteristics, and changes in momentum.  Some of the key assumptions 

are: (i) the forces on blade elements are determined solely by lift/drag characteristics of the 

airfoil, (ii) there is no flow along the blade, (iii) lift and drag force are perpendicular and parallel 

respectively to a “relative wind,” and (iv) forces are resolved into components perpendicular to 

the rotor (“thrust”) and tangential to it (“torque”).   

Using BEM theory, it may be shown for an ideal rotor that the angle of relative wind, φ, 

as a function of tip speed ratio and radial position on the blade is given by: 
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 ( ) ( )rλϕ 1tan 1
3

2 −=  (13) 

Similarly, the chord length is given by:  

 

( )ϕπ
cos1

8 −=
LBC

r
c

 (14) 

Where B = the number of blades 

There are some useful observations to be drawn out of the above equations.  First of all, 

in the ideal case the blade will be twisted.  In fact, the twist angle will differ from the angle of 

relative wind by the angle of attack and a reference pitch angle θp as follows: 

 pT θαϕθ −−=
 (15) 

It may also be noted that the twist angle will at first increase slowly when moving from 

the tip inward and then increase more rapidly.  Second, the chord of the blade will also increase 

upon moving from the tip inward, at first slowly and then more rapidly.  In the ideal case then, a 

wind turbine blade is both significantly twisted and tapered.  Real blades, however, are designed 

with a less than optimal shape for a variety of practical reasons. 

Another important observation has to do with the total area of the blades in comparison to 

the swept area.  The ratio of the projected blade area is known as the solidity, σ. For a given 

angle of attack, the solidity will decrease with increasing tip speed ratio.  For example, assuming 

a lift coefficient CL of 1.0, the solidity of an optimum rotor designed to operate at a tip speed 

ratio of 2.0 is 0.43 whereas an optimum rotor designed to operate at a tip speed ratio of 6.0 

would have a solidity of 0.088.  It is therefore apparent that in order to keep blade material (and 

thus cost) to a minimum, it is desirable to design for a tip speed ratio as high as possible.   

There are other considerations in selecting a design tip speed ratio for a turbine other than 

the solidity, however.  On the one hand, higher tip speed ratios will result in gearboxes with a 

lower speed up ratio for a given turbine.  On the other hand, the effect of drag and surface 

roughness of the blade surface may become more significant for a higher tip speed ratio rotor.  

This effect could result in decreased performance.  Another concern is material strength.  The 

total forces on the rotor are nearly the same on the rotor regardless of the solidity.  Thus the 

stresses would be higher.  A final consideration is noise.  Higher tip speed ratios generally result 

in more noise produced by the blades.   
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There are numerous other considerations regarding the design of a wind turbine rotor, 

including tip losses, type of airfoil to be used, ease of manufacniring and transpo1t, type of 

control used, selection of materials, etc. These are all outside the scope of this overview, 

however. 

Real wind nirbine rotors are designed taking into account many factors , including but not 

only their aerodynamic perfonnance. In addition, the rotor must be controlled so as to generate 

electiicity most effectively and so as to withstand continuously fluctuating forces during nonnal 

operation and extreme loads during storms. Accordingly, a wind ttirbine rotor does not in 

general operate at its own maximum power coefficient at all wind speeds. Because of this, the 

power output of a wind ttirbine is generally described by curve, known as a power cmve, rather 

than an equation such as the one for PWTwhich given earlier. Figure AA.8 illustrates a typical 

power cmve. As shown there, below the cut-in speed (3 mis in the example) no power is 

produced. Between cut-in and rated wind speed (14.5 mis in this example), the power increases 

significantly with wind speed. Above the rated speed, the power produced is constant, regardless 

of the wind speed, and above the cut-out speed (25 mis in the example), the turbine is shut down. 

Figure AA.8: Typical wind hirbine power curve 
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AA. 7 Wind Turbine Mechanics and Dynamics 

Earlier we discussed the aerodynamic aspects of a wind turbine, and how that related to 

its design, perfo1mance, and appearance. The next major consideration has to do with the 

nirbine's smvivability. This topic includes its ability to withstand the forces to which the turbine 
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Flapwise motions are those that are perpendicular to plane of the rotor, and are 

considered positive in the direction of the thrust.  Flapwise forces are the source of the highest 

aerodynamic bending moments, and accordingly the most significant stresses. 

Lead-lag, or edgewise, motions are in plane of rotor and are considered positive when in 

the direction of the torque.  Fluctuating motions in this direction are reflected in the power.  

Torsion refers to the twisting of blade about its long axis.  Torsional moments in the 

blades must be accounted for in the design of pitch control mechanisms. 

The most important rotor load is the thrust.  This is the total force on the rotor in the 

direction of the wind (flapwise).  It is associated with the conversion of the kinetic energy of the 

wind to mechanical energy.  The thrust, T, (N) is given by: 

 

22

2

1
URCT T πρ=

 (18) 

Where CT is the thrust coefficient.  For the ideal rotor in which the axial induction factor, 

a, is equal to 1/3 (corresponding to the Betz limit), it is easy to show that the thrust coefficient is 

equal to 8/9.  For the same rotor, the thrust coefficient may be as high as 1.0, but this would not 

occur at Cp = Cp,Betz. 

This thrust gives rise to flapwise bending moments at the root of the blade.  For example, 

for the ideal rotor when a = 1/3, and assuming a very small hub, it may be shown that the 

flapwise bending moment Mβ at the root of the blade would be given by: 

 
R

B

T
M

3

2=β
 (19) 

Where B = number of blades 

From the bending moment, it is straightforward to find the maximum bending stress in 

the blade.  For example, suppose that a blade is 2t m thick at the root, has a symmetrical airfoil, 

and that the thrust force is perpendicular to the chord line.  Then the bending stress would be: 

 bI

tM
σ

β
β =max,

 (20) 

(Note that for a real blade, the asymmetry and the angles would complicate the calculation, but 

the principle is the same.) 
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Another important load is torque, Q (Nm).  Torque is given by: 

 

22

2

1
URCQ Q πρ=

 (21) 

Where CQ = the torque coefficient, which also equal to Cp/λ. 

Note that torque is also given by: 

 Ω= /PQ  (22) 

Where P = power (W) 

The dynamics of a wind turbine rotor are quite complicated and do not lend themselves to 

simple illustrations. There is one approach, however, due to Stoddard (Eggleston and Stoddard, 

1987) and summarized by (Manwell et al., 2009) which is relatively tractable, but will not be 

discussed here.  In general, the dynamic response of wind turbine rotors must be simulated by 

numerical models, such as the FAST code (Jonkman, 2005) developed by the National 

Renewable Energy Laboratory. 

AA.7.b Fatigue 

Fatigue is an important phenomenon in all wind turbines. The term refers to the 

degradation of materials due to fluctuating stresses.  Such stresses occur constantly in wind 

turbines due to the inherent variability of the wind, the rotation of the rotor and the yawing of the 

rotor nacelle assembly (RNA) to follow the wind as its direction changes.  Fatigue results in 

shortened life of many materials and must be accounted for in the design.  Figure AA.9 

illustrates a typical time history of bending moment that would give rise to fluctuating stresses of 

similar appearance. 
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Figure AA.9:  Typical wind turbine blade bending moment 

 

The abilit y of a material to withstand stress fluctuations of various magnitudes is 

typically illustrated in an S-N curve.  In such curves the stress level is shown on the y axis and is 

plotted against the number of cycles to failure.  As is apparent from the figure above, stress 

fluctuations of a variety of magnitudes are likely.  The effect of a number of cycles of different 

ranges is accounted for by the damage due to each cycle using “Miner’s Rule.”  In this case, an 

amount of damage, d, due to n cycles, where the stress is such that N cycles will result in damage 

is found as follows: 

 Nnd /=  (23) 

Miner’s Rule states that the sum of all the damage, D, from cycles of all magnitudes must 

be less than 1.0, or failure is to be expected imminently: 

 ∑ ≤= 1/ ii NnD
 (24) 

Miner’s Rule works best when the cycling is relatively simple.  When cycles of varying 

amplitude follow each other, an algorithm called "rainflow" cycle counting” (Downing and 

Socie, 1982) is used. 
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AA.8 Components of Wind Turbines 

Wind turbines consist of two main subsystems, the rotor nacelle assembly and the support 

structure, and each of these is comprised of many components.  The following provides some 

more description of these subsystems.  More details, particularly on the rotor nacelle assembly 

may be found in (Manwell et al., 2009). 

AA.8.a Rotor Nacelle Assembly 

The rotor nacelle assembly (RNA) includes the majority of the components associated 

with the conversion of the kinetic energy of the wind into electrical energy.  There are two major 

component groupings in the RNA as well as a number of ancillary components.  The main 

groupings are the rotor and the drive train.  The rotor includes the blades, the hub, and pitch 

control components.  The drive train includes shafts, bearings, gearbox (if any), couplings, 

mechanical brake, and generator. Other components include the bedplate, yaw bearing and yaw 

drive, oil cooling system, climate control, other electrical components, and parts of the control 

system.  An example of a typical rotor nacelle assembly is illustrated in Figure AA.10. 
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Figure AA.10:  Typical Rotor Nacelle Assembly 

 

                         (From Vestas http://re.emsd.gov.hk/english/wind/large/large_to.html) 

 

AA.8.b Rotor 

The primary components of the rotor are the blades.  At the present time, most wind 

turbines have three blades, and they are oriented so as to operate upwind of the tower.  It is to be 

expected that in the future some wind turbines, particularly those intended for use offshore, will 

have two blades and will be oriented downwind of the tower, however.  For a variety of reasons 

(including that downwind turbines tend to be noisier) it is less likely that they will be used on 

land, particularly in populated areas.  

The general shape of the blades is chosen in accordance with the principles discussed 

previously.  The other major factor is the required strength of the blades. For this reason, it is 

often the case that thicker airfoils are used nearer the root than are used closer to the tip.  Blades 
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for most modern wind turbines are constructed of composites.  The laminates are primarily 

fiberglass with some carbon fiber for additional strength.  The binders are polyester or epoxy. 

At the root of the blades the composite material is attached to a steel root, which can then 

be subsequently bolted to the hub.  Most utility scale wind turbines at present include blade pitch 

control, so there is a mechanism present at the interface of the hub and the blades that will both 

secure the blades and facilitate their rotation about their long axis. 

The hub of the wind turbine rotor is constructed from steel.  It is designed so as to attach 

to the main shaft of the drive train as well as to connect with the blades.  

AA.8.c Drive train 

The drive train consists of a number of components, including shafts, couplings, a 

gearbox (usually), a generator, and a brake. 

AA.8.d Shafts 

The main shaft of the drive train is designed to transmit the torque from the rotor to the 

gearbox (if there is one) or directly to the generator if there is no gearbox.  This shaft may also 

be required to carry some or all of the weight of the rotor.  The applied torque will vary with the 

amount of power being produced, but in general it is given by the power divided by the rotational 

speed.  As discussed previously, a primary consideration in the aerodynamic design of a wind 

turbine rotor is the tip speed ratio.  A typical design tip speed ratio is 7.  Consider a wind turbine 

with a diameter of 80 m, designed for most efficient operation at a wind speed 12 m/s.  The 

rotational speed of the rotor and thus the main shaft under these conditions would be 20 rpm. 

AA.8.e Gearbox 

Wind turbines are intended to generate electricity, but most conventional generators are 

designed to turn at higher speeds than do wind turbine rotors (see below).  Therefore, a gearbox 

is commonly used to increase the speed of the shaft that drives the generator relative to that of 

the main shaft.  Gearboxes consist of a housing, gears, bearings, multiple shafts, seals, and 

lubricants.  Gearboxes for wind turbines are typically either of the parallel shaft or planetary 

type.  Frequently a gearbox incorporates multiple stages, since the maximum allowed ratio per 

stage is usually well under 10:1.  There are trade-offs in the selection of gearbox.  Parallel shaft 

gearboxes are generally less expensive than planetary ones but they are also heavier.  Gearboxes 

are generally quite efficient.  Thus the power out is very nearly equal to the power in.  The 

torque in the shafts is then equal to the power divided by the speed of the shaft. 
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AA.8.f Brake 

Nearly all wind turbines incorporate a mechanical brake somewhere on the drive train.  

This brake is normally designed to stop the rotor under all foreseeable conditions, although in 

some cases it might only serve as a parking brake for the rotor.  Mechanical brakes on utility 

scale wind turbines are mostly of the caliper/disc type although other types are possible.  Brakes 

may be placed on either the low speed or the high speed side of the gearbox.  The advantage of 

placing it on the high speed side is that less braking torque is required to stop the rotor.  On the 

other hand, the braking torque must then pass through the gearbox, possibly leading to premature 

failure of the gearbox.  In either case, the brake must be designed to absorb all of the rotational 

energy in the rotor, which is converted into heat as the rotor stops.  

AA.8.g Generator 

Electrical generators operate via the rotation of a coil of wire in a magnetic field.  The 

magnetic field is created by one or more pairs of magnetic poles situated opposite each other 

across the axis of rotation.  The magnetic field may be created either by electromagnets (as in 

conventional synchronous generators), by induction in the rotor (as in induction generators,) or 

with permanent magnets.  In alternating current systems the number of pairs of poles and the grid 

frequency determine the nominal operating speed of the generator.  For example, in a 60 Hz AC 

system, such as the United States, a generator with two pairs of poles would have a nominal 

operating speed of 1800 rpm.  In most AC generators, the field rotates and while the current is 

generated in a stationary armature (the stator).   

The majority of utility scale wind turbines today use wound rotor induction generators 

(WRIG).  This type of generator can function over a relatively wide range of speeds (on the order 

of 2:1).  Wound rotor induction generators are employed together with a power electronic 

converter in the rotor circuit.  In such an arrangement approximately 2/3 of the power is 

produced on the stator in the usual way.  The other third of the power is produced on the rotor 

and converted to AC of the correct frequency by the power electronic converter.  In this 

configuration the WRIG is often referred to as a doubly fed induction generator (DFIG).  

A number of wind turbines use permanent magnet generators.  Such generators often 

have multiple pole pairs as well.  This can allow the generator to have the same nominal speed as 

the wind turbine rotor so the main shaft can be connected directly to the generator without the 

use of a gearbox.  Most permanent magnet generators are designed to operate together with 
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power electronic converters.  These converters facilitate variable speed operation of the turbine, 

while ensuring that the electricity that is produced is of constant frequency and compatible with 

the electrical grid to which the turbine is connected. 

AA.8.h Bedplate 

The bedplate is a steel frame to which components of the drive train and other 

components of the RNA are attached.  It ensures that all the components are properly aligned. 

AA.8.i Yaw System 

Most wind turbines today include a yaw system.  This system facilitates orienting the 

RNA into the wind as the wind direction changes.  First of all, there is a slewing bearing that 

connects the top of the tower to the RNA, allowing the latter to rotate with respect to the former.  

Also attached to the top of the tower, and often to the outside perimeter of the slewing bearing, is 

a large diameter bull gear.  A yaw motor connected to a smaller gear is attached to the bedplate.  

When the yaw motor is energized, the small gear engages the bull gear, causing the RNA to 

move relative to the tower.  A yaw controller ensures that the motion is in the proper direction 

and that it continues until the RNA is aligned with the wind.  A yaw brake holds the RNA fixed 

in position until the yaw controller commands a new orientation. 

AA.8.j Control System 

A wind turbine will have a control system that ensures the proper operation of the turbine 

at all times.  The control system has two main functions: supervisory control and dynamic 

control.  The supervisory control continuously monitors the external conditions and the operating 

parameters of the turbine, and starts it up or shuts it down as necessary.  The dynamic control 

system ensures smooth operation of various controllable components, such the pitch of the 

blades or the electrical torque of the generator.  The control system may also be integrated with 

or at least be in communication with a condition monitoring system that watches over the 

condition of various key components.   

AA.8.k Support Structure 

The support structure of a wind turbine is any part of the turbine that is below the main 

bearing.  The support structure for land-based wind turbines may be conceptually divided into 

two main parts: the tower and the foundation.  The tower of a wind turbine is normally 

constructed of tapered steel tubes.  The tubes are bolted together on site to form a single structure 

of the desired height.  The foundation of a wind turbine is the part of the support structure, which 
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is in contact with the ground.  Foundations are typically constructed of reinforced concrete.  

When turbines are installed on rock, the foundations may be attached to the rock with rods, 

which are grouted into predrilled holes. 

AA.8.l Materials for Wind Turbines 

The primary types of materials used in the various components of wind turbines are steel, 

copper, composites, and concrete.  

AA.9 Installation 

Installation of wind turbines may be a significant undertaking.  It involves the following: 

• Complete assessment of site conditions  

• Detailed preparing for the installation 

• Constructing the foundation 

• Delivering the components to the site 

• Assembling the components into sub-assemblies 

• Lifting the sub-assemblies into place with a crane 

• Installing the electrical equipment 

• Final testing 

More details may be found in (Manwell et al., 2009). 

AA.10 Energy Production 

The purpose of wind turbines is to produce energy.  Energy production is usually 

considered annually.  The amount of energy that a wind turbine will produce in a year, Ey, is a 

function of the wind resource at the site where it is installed and the power curve of the wind 

turbine.  Estimates are usually done by calculating the expected energy that will be produced 

every hour of a representative year and then summing the energy from all of those hours as 

shown below: 

 ( )∑
=

∆=
8760

1i
iWTy tUPE  (25) 

Where Ui is the wind speed in the i th hour of the year, PWT(Ui) is the average power 

(based on the power curve) during the ith hour and ∆t is the length of the time period of interest 

(here, one hr).  The units of energy are Wh, but the amount of energy production is frequently 

expressed in either kWh or MWh for the sake of convenience. 
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It is sometimes cumbersome to characterize the performance of a wind turbine by its 

actual energy production.  Accordingly, a normalized term known as the capacity factor, CF, is 

used.  This is the given by the actual energy that is produced (or estimated to be produced) 

divided by the amount of energy that would be produced if the turbine were running at is rated 

output, PR, for the entire year.  It is found from the following equation: 

 
R

y

P

E
CF

8760
=  (26)  

AA.11 Unsteady Aspects of Wind Turbine Operation 

There are a number of unsteady aspects of wind turbine operation that are significant to 

the discussion of public reaction to wind turbines.  These in particular include the variations in 

the wind field that can change the nature of the sound emitted from the rotor during operation.  

These unsteady effects include the following: 

1. Wind shear – Wind shear refers to the variation of wind speed across some spatial 

dimension.  Wind shear is most commonly thought of as a vertical phenomenon, that 

is to say, the increase of wind speed with height.  Wind shear can also occur laterally 

across the rotor under some circumstances.  Vertical wind shear is often modeled by a 

power law as discussed earlier.  There are some situations, however, in which such a 

model is not applicable. One example has to with highly stable atmosphere, such that 

the wind near the ground is relatively light, but at the height of the rotor the wind is 

high enough that turbine may be operating.  Under such conditions there may be 

sound emanating from the rotor, but relatively little wind induced sound near the 

ground to mask that from the rotor.  Wind shear may also result in a cyclically 

varying aspect to the sound produced by the blades as they rotate.  This occurs due to 

the changing magnitude and direction of the relative wind as the blades pass through 

zones of different wind speed. 

2. Tower shadow or blockage – The wind flow near the tower is inevitably somewhat 

different from where there is no tower.  The effect is much more pronounced on wind 

turbines with downwind rotors, but it still occurs with up-wind rotors.  This tower 

effect can result in a distinct change in sound once per revolution of each blade. 
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3. Turbulence – Turbulence refers to changes in magnitude and direction of the wind at 

varying time scales and length scales.  The presence of turbulence can affect the 

nature of the sound. 

4. Changes in wind direction – Wind turbines are designed to yaw in response to 

changes in wind direction.  The yawing process takes a finite amount of time and 

during that time the wind impinging on the rotor will do so at a different direction 

than it will when the yawing process is complete.  Sound produced during the yawing 

process may have a somewhat different character than after it is complete. 

5. Stall – Under some conditions part or all of the airfoils on the blades may be in stall.  

That is, the angle of relative wind is high enough that the airfoil begins to lose lift.  

Additional turbulence may also be generated.  Again, the nature of the sound 

produced by the rotor may be different than during an unstalled state.  It may also be 

noted that some turbines intentionally take advantage of stall to limit power in high 

winds.  Under such conditions there may also be a change in sound in comparison to 

normal operation. 

AA.11.a Periodicity of Unsteady Aspects of Wind Turbine Operation 

Due to the rotation of the rotor and the nature of the wind, there tend to be certain 

features of the turbine’s operation that are periodic in nature.  The most dominant of these have 

frequencies associated with the rotational speed of the rotor and the blade passage frequency, 

which is simply the rotational speed times the number of blades.  For example, the dominant 

frequencies in a 3-blade wind turbine rotating at 20 rpm would be 0.33 Hz and 1 Hz.  Other 

significant frequencies may be the first few harmonics of the rotational frequency and blade 

passage frequency. 

AA.12 Wind Turbines and Avoided Pollutants 

Wind turbines have a positive impact on human health via avoiding emission of 

pollutants that would result if the electricity that they generate were produced instead by other 

generators.  While the average emissions of various pollutants per MWh produced from 

conventional generators is relatively easy to estimate, it is harder to estimate the actual impact of 

wind turbine generation.  This is because the electricity distributed by the electrical grid is 

produced by different types of generators, and the operation of these generators will be affected 

differently as a result of the supply of part of the total electrical demand by the wind turbines. 
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In general, electricity in any large utility network comes from three types of generators: 

base load, intermediate load, and peaking plants.  The fuel or energy source supplying these 

generators is likely to be coal, fuel oil, natural gas, uranium (nuclear plants), or water 

(hydroelectric plants). Base load plants are typically coal fired or nuclear plants. Intermediate 

load plants often use fuel oil or natural gas.  Peaking plants are normally natural gas or 

hydroelectric.  There are a considerable number of plants that may be operating at any given 

time.  Which plants are actually operating is determined by the system operator in accordance 

with what the near term forecasted load is expected to be and the estimated (bid) cost per MWh 

from all the plant operators in the system.  For thermal plants the bid cost is close to that 

projected fuel cost/MWh.  This in turn is found from heat rate of the fuel (kg/MWh) for the plant 

in question times the unit cost of the fuel ($/kg).  Less efficient plants or those with higher unit 

fuel costs tend to have relatively high bid costs.  (Note on the other hand, that wind turbines 

would have bid costs of zero, since they do not use fuel.)  

If a large number of wind turbines are operating such that they are contributing a 

significant amount of electricity to the total load, the mix of generators may well be different 

than it would be if the turbines were not present.  If only a small number of wind turbines are 

present, then the mix of generators may not change.  However, certain of the plants would be 

curtailed so as to produce less energy and thus consume less fuel.  The emissions of pollutants 

from all the operating plants could be calculated and so could the projected emissions that would 

have resulted if the wind turbines were not present.  The difference in amount of pollutants 

produced could then be assigned to the wind turbine as the avoided emissions.   

To do such an analysis properly involves estimating the actual impact of wind turbine 

generation on the mix of generators and the operating level of those generators for every hour of 

the year.  This is a non-trivial exercise, but it has been done for an offshore wind farm that was 

proposed for the town of Hull, MA.  That project was to have included four 3.6 MW turbines, for 

a total capacity of 14.4 MW.  The pollutants considered in the study were CO2, NOX, and SOX.  

The results of that study are described in detail in (Rached, 2008).  The results of that study are 

summarized in Table AA.1.  The results in the table are normalized for a 1 MW (rated) wind 

turbine and use the medium estimated wind speed for the site.  (Note under the assumptions of 

Rached’s study, a one MW (rated) wind turbine in the medium wind speed scenario at the site 

would generate 2,580 MWh/yr). 
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Table AA.1:   

Avoided emissions of pollutants for 14.4 MW wind project (based on Rached, 2008) 

CO2 (kg/MWyr) SOX (kg/MWyr) NOX (kg/MWyr) 

1,970,000 3,480 1,490 

 
A simpler but less accurate way to estimate the avoided emissions is to use the marginal 

rates for pollutants as specified by the Massachusetts Greenhouse Gas policy (MEPA, 2007).  

Applying this method Rached calculated avoided emissions per MW (rated) for the three 

pollutants for one year of 1,320,000 kg CO2, 2,080 kg of SO2, and 701 kg of NOx. 

In the analysis summarized above the majority of the avoidance of pollutant production 

would be due to reduced consumption of natural gas.  If a larger fraction of Massachusetts’ 

energy were to be produced by wind energy, there could be significant reductions of the 

consumption of fuel oil and coal as well.  This should result in larger amounts of avoided 

pollution per unit of wind turbine production
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Appendix B 

Wind Turbines – Shadow Flicker 

AB.1 Shadow Flicker and Flashing 

Shadow flicker occurs when the moving blades of a wind turbine rotor cast moving 

shadows that cause a flickering effect.  This flicker could annoy people living close to the 

turbine.  Similarly, it is possible for sunlight to be reflected from gloss-surfaced turbine blades 

and cause a “flashing” effect.  This phenomenon will occur during a limited amount of time in a 

year, depending on the altitude of the sun, αs; the height of the turbine, H, the radius of the rotor, 

R, and the height, direction and distance to the viewing point.  At any given time the maximum 

distance from a turbine that a flickering shadow will extend is given by: 

 ( ) ( )sviewshadow hRHx αtan/max, −+=  (27) 

Where hview is the height of the viewing point. 

The solar altitude depends on the latitude, the day of the year, and the time as given in the 

following equations (Duffie and Beckman, 2006) 

 ( ) ( ) ( )[ ]φδωφδα sinsincos)cos()cos(cos90 1 +−°= −
s  (28) 

Where δ = declination of the earth’s axis, ø = latitude and ω = the hour angle 

The declination is found from the following equation: 

 )365/)284(360sin(45.23 n+=δ  (29) 

Where n = day of the year  

The hour angle is found from the hours from noon (solar time, negative before noon, 

positive after noon), divided by 15 to convert to degrees. 

Another relevant angle is the solar azimuth.  This indicates the angle of the sun with 

respect to certain reference direction (usually north) at a particular time.  For example, the sun is 

always in the south at solar noon, so its azimuth is 180° at that time.  The solar azimuth is 

important since it determines the angle of the wind turbine’s shadow with respect to the tower.  

See Duffie and Beckman (2006) for details on calculating the solar azimuth. 
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F r ex amp e consider a location that as a atitude of 4 °. Assum! that the day is March 

1 (day 60) and the time s 3:0 in the afternoon Also as me that h nirbine has a tower height 

of 80 man ra i s of Om :md that the viewing height s 2 m. T e de lination is -8.3°, the 

solar altin1de is 24.4°, and the solar zimuth is 5 .2° W of S. h ma imum extent of the shadow 

is 38 m from t e ttll'bine. The angle of the shadow is 50.2° E of N. 

S tes are typically characterized by cha1ts such t eon ill st t i1 Figure AB.I for a 

location in Den ark ( WEA, 2004) . T e chart gives the number ofho rs per year of flicker 

shadow as a function o direction a d distanc (me sured in un ts of hub height) . In the example 

shown, two viewing points re consider d. One o them (A) s directly t the no1th of ttll'bine at 

a distance of 6 times the hub height. The other (B) is 1 cated to the sou h east at a distance of 7 

times the hub height. The figure shows th t the fir t viewing point ill e perience shadow flicker 

from the turbine for 5 ho rs per year. The second p i t will experien flicker for about 12 

hours per year. 

Figure AB 1: Diagram f shadow flic er ca cu ation WEA, 2004) 

North 
I 

1~ 

Ii 

from turbine 

A, B are viewing points 
Note tha t e equations above assume a cl r sk an the ab,ence of 
rain, c ouds, etc. 

AB.2 itigation Possibilit es 

M st modem wind ttll'bines allow for real-t me contr 1 f nirb n peration by computer 

in order to shut down uring high shadow flicker times, if necessa1y. In addition, computer 

programs can allow for pre-plan ing of sitin lo ati n ahe d of ime to kn)w what a project 

specific impac will be in t r 1s of shado fli ker when pla ning a wind turbine project ( as 

AB-2 IP age 
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discussed in the previous paragraph).  This planning can be site-specific in order to avoid 

potential problems with specific sites based on geographical location or weather patterns.  

In terms of safe distances to reduce shadow flicker, these are often project-specific 

because it depends on whether there are residences or roadways present and what the geographic 

layout is.  This could be particularly important in areas with more forestry and existing shadow, 

which could reduce nuisance from turbine produced shadow flicker or whether it is an otherwise 

open land area such as farmland that would be more susceptible to the annoyance of shadow 

flicker.  A general estimate for modeling a shadow flicker risk zone includes 10 times the rotor 

diameter such that a 90-meter diameter would be equivalent to a 900-meter impact area.  

However, only certain portions of this zone are actually likely to experience shadow flicker for a 

significant amount of time.  Other modeling considerations include when at least 20% of the sun 

is covered by the blade and whether to include the blade width in estimates as well.  In terms of 

distance, 2,000 meters is the WindPro computer program default distance (NEWEEP, 2011) for 

calculations of wind turbine produced shadow flicker.  Finally, due to atmospheric effects,  

1400 m is the maximum distance from a turbine within which shadow flicker is likely to be 

significant. 

In terms of existing regulations regarding shadow flicker rates, there are no current 

shadow flicker regulations in Massachusetts (or many other New England states, but there are 

statewide and local guidelines that have been implemented.  These guidelines were provided by 

the Department of Energy Resources in March 2009 and state that, “wind turbines shall be sited 

in a manner that minimizes shadowing or flicker impacts” and, “the applicant has the burden of 

proving that this effect does not have significant adverse impact on neighboring or adjacent 

uses.”  Local Massachusetts regulations include the Worcester, MA zoning ordinance, which 

requires, “The facility owner and operator shall make reasonable efforts to minimize shadow 

flicker to any occupied building on a non-participating landowner’s property.”  Also, a shadow 

flicker assessment report is required as is a plan showing the “area of estimated wind turbine 

shadow flicker.”  Similarly, the Newburyport, MA regulations require that wind turbines do not 

result in significant shadow or flicker impacts and an analysis is required for planned projects 

(NEWEEP, 2011).    

The Maine model wind energy facility ordinance states that wind turbines should, “avoid 

unreasonable adverse shadow flicker effect at any occupied building located on a non-
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participating landowner’s property.”  They do not state any specific limit to shadow flicker other 

than these guidelines.  However, the New Hampshire Model Small Wind Energy Systems 

Ordinance states that wind turbines, “shall be sited in a manner that does not result in significant 

shadow flicker impacts…significant shadow flicker is defined as more than 30 hours per year on 

abutting occupied buildings.”  Similar to Maine, several states in the US have adopted the 

German model of 30 hours per year of allowed shadow flicker that was primarily based on the 

government-sponsored study summarized above.  However, other states or localities including 

Hutchinson, Minnesota have enacted stricter guidelines including no shadow flicker to be 

allowed at an existing residential structure, and up to 30 hours per year of shadow flicker 

allowed on roadways or residentially zoned properties and a computer analysis is required for 

project approval (NEWEEP, 2011).  

In addition, computer programs such as WindPro are also recommended by most states 

and localities for use in all new planned installations to reduce this potential nuisance of shadow 

flicker on residential properties or potential health hazards to drivers on busy highways or 

roadways. 
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and g = acceleration of gravity (9.81 m/s2).  The distance x (m) that the ice would travel is 

Rtx gΩ=  where Ω is the rotational speed of the rotor (rad/s) and R is the length of the blade (m).  

Such an analysis is overly simplified, however.  It would underestimate the distance that 

the ice would travel if it fell from a stationary turbine in a high wind, and it would overestimate 

the distance that the ice would travel if it were suddenly released from a moving blade.  It is 

necessary to consider the effect of the air and the force that it will impart upon the falling ice. For 

motion in the vertical (z) direction the equation of motion is the following: 

 zz maF =   (30) 

where Fz is the net force (N), m is the mass (kg), and az is the acceleration (m/s2).  The force 

includes two main components.  One is the weight, W (N).  It is due to gravity and acts in the 

negative z direction.  The other one is due to the drag of the air and it acts opposite to the 

direction of the velocity.  It is found from:  

 

2

2
1

zDD VACF ρ=
  (31) 

where ρ is the density of air (1.225 kg/m2 under standard conditions), A is the projected area (m2) 

of the piece of ice, CD is the drag coefficient of the ice and Vz is the velocity of the ice (m/s) in 

the z direction.   

Acceleration is the derivative of the velocity, so we can rewrite the equation of motion 

for the vertical direction as follows: 

 

( ) mVACVsignW
dt

dV
zDz

z /
2

1 2







 −−= ρ
 (32) 

Where sign (…) indicates the direction of motion along the z axis.  For the general case, the 

piece of ice may leave the blade with initial speed ΩR at an arbitrary angle θ with respect to the 

horizontal.  Accordingly, there will be two components of the velocity, one in the z direction (as 

before) Vz, the other in the x direction, Vx.  This assumes that the x axis is horizontal, is also in 

the plane of the rotor, and is positive in the direction of the tip of the blade at its apogee.  
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These velocities are initially: 

 
( )θsin0, RVz Ω=

 (33) 

 
( )θcos0, RVx Ω=

 (34) 

The equation of motion for the x direction is: 

 

( ) mVACVsign
dt

dV
xDz

x /
2
1 2








−= ρ
 (35) 

The above equations are a bit difficult to solve analytically, but they can be solved 

numerically fairly easily.  Similar equations may also be developed for the case of a particle of 

ice falling from a stationary turbine. 

Some data from actual ice throw has been compiled by Seifert et al. (2003).  Figure AC.1, 

taken from that report is shown below. 

Figure AC.1:  Observed throwing distance of ice (from Seifert et al., 2003) 
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As may be seen in the figure, the maximum distance that ice was observed to fall from a 

turbine with a diameter of 20 m during operation was approximately 100 m.  Based on the 

observed data, Seifert et al. suggest the following simplified formula for the maximum throwing 

distance: 

 
( )HRx throw += 25.1max,  (36) 

Where xmax,throw = maximum throwing distance (m), R = rotor diameter (m) and H = hub height 

(m). 

By way of illustration, Equation 36 was used to predict the maximum throwing distance 

of a piece of ice from a turbine with a rotor radius of 20 m installed on a tower 50 m high.  That 

distance was 135 m.  The theoretical equations given previously were also used to calculate 

throwing distance.  The following assumptions were made: spherically shaped piece of ice, drag 

coefficient of 1.2, air density of 1.225 kg/m3, ice density of 700 kg/m3, rotor speed of 40 rpm 

(corresponding to a tip speed ratio of 7 at a wind speed of 12 m/s), angle of release of 45°, and 

instantaneous release of the ice.  The equations predict a maximum throwing distance of 226 m 

or somewhat less than twice that predicted from the empirical equation.  The difference is 

deemed to be reasonable, especially considering the idealized shape of the particle.  Real pieces 

of ice would actually be highly non-spherical in shape and experience considerably more drag.  It 

may also be noted that it was reported in Cattin et al. (2007) that ice did not fall as far from a 

wind turbine in the Swiss Alps as would be predicted from Equation 36.  In that case the 

maximum observed distance from a turbine with radius of 20 m and a tower height of 50 m was 

92 m.  As noted above, Equation 36 predicts 135 m. 

Seifert et al. also considered data regarding ice thrown from stationary turbines.  Based 

on the available data they proposed a simple equation for predicted ice fall.  That equation is 

 
( ) 15/max, HRUx fall +=

 (37)  

Where U = wind speed at hub height in m/s, xmax,fall = maximum falling distance (m), R = rotor 

radius (m), H = hub height (m). 

Using Equation 37, the predicted maximum distance for a turbine with a radius of 20 m, a 

tower height of 50 m, and a wind speed of 20 m/s is 120 m.  By way of comparison, the fall 

distance was predicted from the theoretical equations given above for the same situation.  The 
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results are highly dependent on the size of the piece of ice and hence the surface to volume ratio.  

To take one example, a piece of ice that was assumed to be spherical and to have a weight of 10 

g would land 110 m from the tower.  In the examples discussed by Seifert et al., all the pieces of 

ice landed less than 100 m from the tower. 

AC.2 Summary of Ice Throw Discussion 

As noted above, there are two plausible scenarios in which ice may fall from a wind 

turbine and may land at some distance from the tower.  In the first scenario, ice that falls from a 

stationary turbine is blown some distance from the tower.  In the second scenario, ice is thrown 

from the blade of an operating turbine during a failure of the control system.  In the first case, ice 

may land 100 m or more from the tower in high winds, depending on the wind speed, the height 

from which the ice falls, and the dimensions of the ice.  In the second case, the ice could land 

even further from the turbine.  Just how far would depend on the actual speed of the rotor when 

the ice was shed, the height of the tower, the length of the blade, the angular position of the blade 

when the ice was released, and the size and shape of the ice.  In general, it appears that ice is 

unlikely to land farther from the turbine than its maximum vertical extent (tower height plus the 

radius.) 
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Appendix D 

Wind Turbine – Noise Introduction 

Noise is defined simply as unwanted sound.  Sound is defined as the sensation produced 

by stimulation of the organs of hearing by vibrations transmitted through the air or other 

medium.  In air, the transmission is due to a repeating cycle of compressed and expanded air.  

The frequency of the sound is the number of times per second, Hertz (Hz), that the cycle repeats.  

Sound at a single frequency is called a tone while sound that is a combination of many 

frequencies is called broadband.  

The human ear is capable of responding over a frequency range from approximately 20 

Hz to 20 kHz (Hz: Hertz = 1 cycle/second; Middle C on a piano is a frequency of 262 Hz).    

AD.1 Sound Pressure Level 

Sound is characterized by both its frequency and its amplitude.  Sound pressure is 

measured in micro Pascals (µPa).  Because sound pressure can vary over a wide range of 

magnitudes a logarithmic scale is used to convert micro Pascals to decibels.  Thus sound pressure 

level (SPL) is defined by SPL = 10 log10 [p
2/p2

ref] = 20 log10(p/pref) with the resulting number 

having the units of decibels (dB).  The reference pressure pref for airborne sound is 20 X 10-6 Pa 

(i.e., 20µPa or 20 micro Pascals).  This means that SPL of 0 dB corresponds to a sound wave 

with amplitude 20µPa.  140 dB is considered the threshold of pain and corresponds to 

20,000,000 µPa.  Doubling the amplitude of the sound wave increases the SPL by 6 dB. 

Therefore, a 40µPa amplitude sound wave would have an SPL of about 6 dB. 

When it is stated that there is a large frequency range over which humans can hear, it is 

also noted that the ear does not hear each frequency similarly.  In fact, there is a frequency-

dependent threshold of hearing (lower limit) and threshold of pain (higher limit).  Experiments 

have been performed to determine these thresholds.  The threshold of hearing curves show that 

one can hear a tone at 3 kHz (3000 Hz) with an SPL < 0 dB while at 100 Hz one does not hear 

the tone until its SPL is about 30 dB.  Curves showing the thresholds can be easily found in 

textbooks and online (one online example is at  

http://www.santafevisions.com/csf/html/lectures/007_hearing_II.htm).  Experiments have also 

been conducted to determine equal loudness level contours.  These contours indicate when two 

tones of dissimilar frequencies appear to be equally loud.   
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Some characteristics of human response to sound include: 

• Changes in sound level <1 dB cannot be perceived 

• Doubling the magnitude of the acoustic pressure leads to a 6 dB increase in SPL 

• A 5 dB SPL change will result in a noticeable community response 

• A 10 dB SPL change is subjectively heard as an approximate doubling in loudness  

AD.2 Frequency Bands 

Most sounds in our environment contain multiple frequencies and are variable in that 

successive identical experiments cannot result in the exact same plot or tabulation of pressure vs. 

time.  Therefore, it is common to use averages that measure approximately the amplitude of the 

sound and its frequency content.  Common averaging methods rely on the principle of octaves, 

such as 1/10, 1/3, and single octave bands.  This means that the entire frequency range is broken 

into chunks such that the relation between the starting and ending frequencies of each chunk, f1 

and f2 respectfully, are related by f2 = 21/Nf1 where N = 1 for a single octave band and 3 for a 1/3 

octave band.  Because the bands can be constructed based on any starting frequency, a 

standardized set of bands have been specified.  They are usually described by the center 

frequency of each band.  The standard octave-bands are given in Table AD.1 (measured in Hz):  
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Table AD.1:   

Octave bands.  Values given in Hz. 

 

Center Frequency Lower Band limit Upper Band Limit 

16 11 22 

31.5 22 44 

63 44 88 

125 88 177 

250 177 355 

500 355 710 

1000 710 1420 

2000 1420 2840 

4000 2840 5680 

8000 5680 11360 

16000 11360 22720 

 

A similar set of bands can be written for the 1/3 octaves.  For each octave band there are 

3-1/3 octave bands.  Many text and online resources specify the 1/3 octave bands such as 

(http://www.engineeringtoolbox.com/octave-bands-frequency-limits-d 1602.html).  The 1/10 

octave band is a narrow-band filter and is used when the sound contains important tones. 

AD.3 Weightings 

Noise data are often presented as 1/3 octave band measurements.  Again, this means that 

the sound in each frequency band has been averaged over that frequency range.  Noise levels are 

also often reported as weighted values.  The most common weighting is A weighting.  It was 

originally intended to be such that sounds of different frequencies giving the same decibel 

reading with A weighting would be equally loud.  The weighting of the octave band centered at 

31.5 Hz requires one to subtract 39.4 dB from the actual SPL.  The octave bands with centers 

from 1000 to 8000 where human hearing is most sensitive are corrected by only about +/- 1 dB.  

When considered together with the threshold of hearing, it is clear that the A-weighting is most 
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appli cable for sounds of small amplitude.  C-weighting on the other hand subtracts only a few dB 

from the very highest and very lowest frequency bands.  It is therefore more applicable for 

higher levels of sound.  The figure below shows these two weightings.  When weighted, the 

sound pressure level is reported as dBA or dBC respectively. 

   Figure AD.1:  Weighting values for reporting sound pressure levels 

 

 

 

 

 

 

 

 

 

.  
 

Noise levels change several times per day.  To account for these differences other 

environmental noise measures are often used as shown in Table AD1.   
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Table AD 2:  

 A set of visual examples for these measures can be found at 
(http://www.epd.gov.hk/epd/noise_education/web/ENG_EPD_HTML/m2/types_3.html) 

Indicator Meaning 

Lmax The maximum A-weighted sound level measured 

L10, L50, L90 The A-weighted sound level that is exceeded n%, of the time, where n is 
10, 50, and 90 respectively.  During the measurement period L90 is 
generally taken as the background sound level.   

Leq Equivalent sound level.  The average A-weighted sound pressure level, 
which gives the same total energy as the varying sound level during the 
measurement period of time. 

Ldn 

 

Day-night level.  The average A-weighted sound level during a 24-hour 
day after addition of 10 dB to levels measured in the night between 10 
p.m. and 7 a.m. 

 

AD.4 Sound Power 

Sound intensity and sound power are also often reported.  Sound intensity is a measure of 

the energy transported per unit area and time in a certain direction.  It can be shown that the 

intensity (I) perpendicular to the direction of sound propagation is related to the amplitude of the 

pressure wave squared, the density of the air (ρ), and the speed of sound (c), I ~ p2/ρc.  The 

sound power, P, is the total intensity passing through a surface around a sound source.  Intensity 

has units of Watts per square meter (W/m2) and Power is measured in Watts (W).  Both of these 

quantities are normally reported in dB where the intensity level is calculated as LI = 10 log10 

(|I|/Iref) and the power level is calculated as LW = 10 log10(P/Pref).  The reference intensity level is 

related to the threshold of hearing at 1000 Hz such that Iref = 10-12 W/m2.  The reference power 

value is Pref = 10-12 W (1 picowatt).  Here a doubling of the power leads to a 3 dB increase in the 

sound power level (PWL).   
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AD.5 Example Data Analysis 

This is an example of the type of analysis done on sound measurements from a wind 

turbine.  First, the actual signal might look something like what is shown in Figure AD.2.  

Figure AD.2:  Pressure signal from a wind turbine  

  

.  (From(van den Berg, 2011), related to Rheine wind turbine farm).  Left in Pascals, right as SPL in dB. 

In Figure AD.2, just the acoustic pressure is shown, which means that atmospheric 

pressure, which is about 103,000 Pa, has been subtracted and the fluctuations then appear around 

0 Pa.  These data can easily be presented as SPL by transforming the pressure from Pa to dB.  In 

order to analyze the pressure signal for low frequency content, a much longer time signal must 

be obtained.  The frequency content of a long time signal is analyzed by performing a Fourier 

Transform.  A typical transform of data from a wind turbine is shown in Figure AD.3.  
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Figu e AD.3: Frequency cont nt of typical wind h1 b ne measu e e t. (fr m lmer ASA paper.) 

(This figure does n t corresp nd to the Rheine dataforw i h thew iter is not ble to produce the full 
frequency domain plot.) 

In ord r to better assess the bro dba d natu e of wind turbin unj, the results are 

presented in 1/3-oc ave ban form. The averages that a e tak n i e ch 1 3-octave band can be 

done on fast or slow time i tervals. F r in ta ce, the ata i i ure 3 co Id be averaged on 1/3-

oc ave bands to come up wit the overall SPL in the ban s. Or, as a measurement is being taken, 

the instrnmentation can provide 1/3-oc ave ban verages on shor times ales. For the Rheine 

data a fast average n 0.05 seconds was recorded. A few of the 1/3-oc a e band results are 

shown in Figure AD.4. 

Figure AD.4: Fast averages for 1/3-octave band an ly is. 

60 

2UL-~~----'-L.w...L..l.l._----'-----'-....____.,...L,_u.J..._ _ _;__...L,_~,:_;:,,cJ 

101 102 103 104 

Frequency Hz 

Shown results for 0-0.05, 5- 0.05, 10- 10.05, ... , 200- 00.05 seconds. 
From hese a in I overall spectrnm emerges. If t ese were presented as A-weighted 

spectmm, then Figure AD.5 is what is presented. 
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Figure AD.5:  Fast averages for 1/3-octave band A-weighted analysis.   

 

Shown results for 0–0.05, 5–0.05, 10–10.05, …, 200–200.05 seconds.   
 

AD.6 Wind Turbine Noise from Some Turbines  

What is known about aerodynamically generated noise from wind turbines is that it 

nominally increases with increasing wind speed until the max power is obtained, and it increases 

with increasing rotor tip speed.  A report out of the Netherlands by (van den Berg et al., 2008) 

reports a vast amount of noise data related to wind turbines.  The tables in Appendices B and C 

from the report clearly show these trends.  Some of the data are reproduced here.  Only 

measurements that were made by third parties (not specified by the wind turbine company) are 

reproduced here.  
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Table AD.3:   

Sound power level in dB(A) from various wind turbines.  (van den Berg et al., 2008). 

Manufacturer 

Make and 
model 

Power 

kW 

Hub 
Height 

m 

Diameter 

m 

rpm 4 m/s 5m/s 7m/s 8m/s 10m/s 

Enron TW1.5s 1500 80 70 11 100 100 100 100  

Enron TW1.5s 1500 81 70 22  102 102 103 104 

NegMicon 
NM52 

900 70 52 15 93 93    

NegMicon 
NM52 

900 70 52 22  98 100 101 103 

NegMicon 
NM54 

950 46 54 15  95.6    

NegMicon 
NM54 

950 46 54 22  101.6    

Vesta V66 1650 70 66 15 97 97 98 98  

Vesta V66 1650 70 66 19  101 101 102 102 

 

It must be noted here that what has been reported are the sound power levels, which 

represents the total sound energy that propagates away from the wind turbine (i.e., the sound 

energy at the center of the blades, which propagates outward at the height of the hub).  The 

sound level measured at a single position at the base of the turbine can easily be 50 dB lower 

(Lawrence rep.). 

AD.7 Definition of Infrasound 

Discussion of the aerodynamic source of sound known as thickness noise or self-noise 

requires one to define low frequency sound and infrasound.  By definition, infrasound is a 

pressure wave that is not audible.  Nominally this means waves with frequency less than 20 Hz.  

It is noted though that waves with high enough amplitude below 20 Hz may still be audible.  

Low frequency sound is characterized as having a frequency between 20 and 200 Hz.  As 

mentioned earlier, some mechanical noise sources contribute to the low frequency range, and 

clearly some of the aerodynamic sources of broadband sound will contribute to noise in the low 

frequency range.  Thickness noise, if present, would have an associated frequency equal to the 
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blade passing frequency.  Hence, a turbine with 3-bladed rotor turning at 20 rpm might generate 

thickness noise at a frequency of 1 Hz, which is clearly in the infrasonic range.  Downwind 

rotors produce slightly stronger infrasound at the blade passing frequency because the blades 

interact directly with the wake behind the tower.  The levels of the thickness noise generated by 

modern upwind turbines are not perceptible by the human auditory system.  Any impulsive noise 

that is audible, which seems to have a frequency equivalent to the blade passing frequency, is 

actually the broadband noise generated by the other mechanisms being modified by differences 

in the flow that occur on a once-per-rev basis as discussed above.  The frequencies of this 

pulsating sound are all in the audible range, and thus this sound is not infrasound.   
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Appendix E 

Wind Turbine – Sound Power Level Estimates and Noise Propagation 

AE.1 Approximate Wind Turbine Sound Power Level Prediction Models 

The following are some approximate equations that are sometimes used to estimate the 

A-weighted sound power level, LWA, from a typical wind turbine.  The first equation gives the 

estimate in terms of the rated power of the turbine, PWT (W).  The second gives the estimate in 

terms of the diameter, D (m).  The third gives it in terms of both the tip speed, VTip (m/s), and 

diameter.  These equations should only be used when test data is not available. 

50)log(10 10 += WTWA PL
 (38)

 

72)log(22 10 += DLWA  (39)
 

4)(log10)log(50 1010 −+= DVL TipWA  (40)
 

 

AE.2 Sound Power Levels due to Multiple Wind Turbines 

When multiple wind turbines are located close to each other, the total sound power can be 

estimated by applying logarithmic relations.  For example, for two turbines with sound power 

levels L W 1 and LW2, the total sound power is: 

)(L /L/L
total

1010
10

21 1010log10 +=
 (41)

 

For N turbines, the corresponding relation is: 

∑
=

=
N

i

/L
total

iL
1

10
10 10log10

 (42) 

where Lwi is the sound power level of the i th turbine.  For turbines that are some distance away 

from each other the mathematics is more complicated, and the relations of interest (actually the 

sound pressure level) take into account the relative position of the turbines and the location of the 

observer as described below. 
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AE.3 Noise Propagation from Wind Turbines 

The sound pressure level will decrease with distance from a turbine.  For estimation 

purposes, a simple model based on hemispherical noise propagation over a reflective surface, 

including air absorption, is given as: 

R)πR(LL Wp α−−= 2
10 2log10

 (43)
 

where Lp is the sound pressure level (dB) a distance R from a noise source radiating at a power 

level LW (dB) and α is the frequency-dependent sound absorption coefficient.  For broadband 

estimates the absorption coefficient is often approximated by a constant value of 0.005 dB(A)/m. 

Figure AE.1 (from Materialien 63) indicates the sound pressure level as a function of 

distance from a single wind turbine with a sound power level of 103 dB(A). 

 

Figure AE.1:  Typical sound pressure level vs. distance from a single wind turbine (From Materialien 63) 
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The results are summarized in Table AE-1. 

Table AE-1 

Sound pressure level vs. distance 

Sound Pressure, dB(A) Distance, m 
45 280 
40 410 
35 620 

 

It may be seen that Equation 43, using the broadband absorption coefficient, predicts 

results close to those in the table (270 m, 435 m, and 675 m respectively). 

AE.4 Noise Propagation from Multiple Wind Turbines 

The sound perceived at a distance from multiple wind turbines is a function of the sound 

power level from each wind turbine and the distance to that turbine.  The perceived value can be 

approximated by the following equation:  

  

( )








= ∑

=

−N

i i

RL

p R
L

iiW

1
2

10/10/

10 2

10
log10

,

π

α

 (44)  

Where Ri is the distance to the ith turbine. 

Figure AE-2 illustrates the sound pressure level at various distances and directions from a 

line of seven wind turbines, each of which is operating at a sound power level of 103 dB(A). 

  

Idaho Power/1205 
Ellenbogen/133



WIND TURBINE HEALTH IMPACT STUDY 

AE-4 | P a g e 

Figure AE.2:  Sound pressure level due to a line of seven wind turbines, each operating at a sound 
power level of 103 dB(A) (from Materialien 63 
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The results are summarized in the Table AE-2. 

Table AE 2:   

The distances shown are in the direction perpendicular to the line of the turbines 

Sound Pressure, dB(A) Distance 

45 440 
40 740 
35 1100 

. 
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Appendix F 
 

Wind Turbine – Stall vs. Pitch Control Noise Issues 
 

As noted in Appendix A, pitch regulated turbines are quieter than those with stall control.  

This is particularly the case at higher wind speeds.  This appendix illustrates the difference, 

based on one source. 

AF.1 Typical Noise from Pitch Regulated Wind Turbine  

The figure below illustrates sound pressure level as a function of wind speed from a pitch 

regulated wind turbine (The data was taken at an unspecified distance from the turbine).   

As can be seen, the noise level increases with wind speed up to a certain wind speed, here 

9 m/s.  After that wind speed is reached the blade pitch regulates the power and the noise level 

remains constant. 

Figure AF.1:  Sound pressure vs. wind speed from a pitch regulated wind turbine 

(from Materialien 63) 

 

y-axis: sound pressure level, dB(A) 

x- axis measured wind speed at 10 m height, m/s 

lower line: wind-induced background noise  
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AF.2 Noise from a Stall Regulated Wind Turbine 

The figure below illustrates sound pressure level as a function of wind speed from a stall 

controlled wind turbine (The data was taken at an unspecified distance from the turbine). 

 Figure AF.2:  from Materialien 63 

 

y-axis: sound pressure level, dB(A) 

x- axis measured wind speed at 10 m height, m/s 

The rated wind speed of this turbine is 10.4 m/s 

As can be seen, the noise level increases approximately linearly with wind speed and 

does not level off. 
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Appendix G 

Summary of Lab Animal Infrasound and Low Frequency Noise (IFLN) Studies 

Table AG.1 

Summary of Lab Animal Infrasound and Low Frequency Noise (IFLN) Studies 

Idaho Power/1205 
Ellenbogen/138

Animal 
Study# 

M odel 
Endpoint "Dose" Timing M easured Effect s Notes Citation 

S Hz at 130 

dB 
2 hrs - lday inc in [Ca2+J/; sig inc. SERCA2 

No noted observation of fran< toxicity. Responses 
S Hz at 130 inc in [Ca2+J/; Sig deer. In SERCA2 increased across groups; heart rates increased in 

Male Sprague- Cardiac: ultrastructure 
dB 

2 hrs - 7 days 
compared with control & 1 day 1 day group, not in others; left ventricular 

1 Dawley rats; observations, Ca2+, 
pressures increased with dose chamber; Animal 

Pei et al., 2007 

32 rat, 10 wks SERCA2 expression 
5 Hz at 130 inc in (Ca2+J/; Sig decin SERCA2 dose is at or slightly below 5 Hz/130 dB; 

I dB 
2 hrs -

14 
days compared with control and 7 day group Pentobarb anesthesia 

2 hrs - 1 day; 
No noted observation of fran~ t oxicity. (Ca2+](1) 

Male Adult Cardiac: whole-cell L-type levels as well as expression of LCC and SERCA2 
5 Hz at 130 examined 1, 7 

2 Sprague- Ca2+ currents (WLCC) in Inc in (Ca2+J(I) levels, LCC & SERCA2 may contribute to the infrasound exposure-elicited Pei et a l., 2009 

Dawley rats rat ventricular myocytes 
dB or 14 days 

cardiac response; cannot corcur w it h micrograph 
post-exposure 

data 

I 
activation of microglial cells and No noted observation of fran< toxicity . . Measured 

Male Sprague- Neuronal release of stress- 16 Hz at 130 2 hrs - single 
upregulation of Corticotrophin releasing in the hypothalamic paraventricular neurons. 

3 
Dawley rats induced hormones dB 

hormone receptor (CRH R1); also Antalarmin is a non-peptide drug that blocks the Du et al., 2010 
exposure 

upregulation expression is blocked by CRF-1 receptor, and, as a consequence, reduces 

I 
antalarmin the release of ACTH in response to chronic stress 

No noted observation of frank toxicity. Authors 

2 hrs/ day - 7 
conclude infrasound inhibits cell prolif eration and 

days 
M easured early migration and that effect s on proliferation appear to be 

Male Sprague- 16 Hz at 130 (sacrificed at 
differentiation in newly generated reversible in the 18 days post exposure 

4 Neurogenesis progenitor cells by examining BUdR groupbackground - 40 dB; authors report Liu et al., 2010 
Dawley rats dB 3, 6, 10, 14 & 

uptake in cells in the hippocampus reversibility, but t he data don't support this - also, 
18 days post-

(dentate gyrus) comparisons are with the "normal" group (in 
exposure) 

chamber, but no infrasound) but no comparison 

with control. 

I 

Neural: Behavioral 
No noted observation of fran< toxicity. Rats 

5 
Male Albino 

Performance - vestibular 
16 Hz at 72-

Rota-rod Treadmill evaluation 
selected for superior perforrrance were Yamamura & 

Wistar Rats 
function 

105 dB unaffected, but inferior rats were less able to Kishi, 1980 

perform for as long at same exposures. 
I 

Neurological - biochemical 
2 Hz at 105 1 hr & then 

M easured brain neurepinephrine levels 
dB sac'd 

7 Hz at 122 1 hr & then 
M easured brain neurepinephrine levels No not ed observation of fran~ t oxicity. No control 

Male Wistar dB sac'd Spyraki et al., 
6 to determine whether Norepi levels were due t o 

rats 1978 

26 Hz at 124 1 hr & then 
experimental design - not w EII cont rolled. 

dB sac'd 
M easured brain neurepinephrine levels 

I 
Neural 

2 Hz at 105 
Observations made about rats' activity 

dB 
Decreased time to sleep and decreased activity. 

Female rats - 7 Hz at 122 Spyraki et al., 
7 Chamber and set-up is somewhat archaic and 

no strain given dB 1978 

16 Hz at 124 
conf irmatory measures are n:,t made. 

I dB 

adult male Neural: hippocampus -
Observations made using Morris water 

16 Hz at 130 maze, measured expression and prote in No noted observation of fran~ t oxicity. Calibration Yuan et a l., 
8 Sprague- dependent spatial learning 

dB 
14 days 

levels of brain-derived neurotrophic of sound chamber not discus;ed. 2009 
Dawley rats and memory 

factor-tyrosine kinase receptor B. 
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The aim of this edition continues to be the presentation of the lat.est mforma
tion on the most frequently encountered noise and vibrauon problems. We have 
endeavored to mtroduce new chapters and to update those chapters where the 
field has advanced. New or fully rewritten chapters are Sound Generauon, Noise 
Control in Heating, Ventilating, and Air Conditioning Systems, Active Control 
of Noise and Vibration, Sound-Absorbing Matenals and Sound Absorbers,' Out
door Sound Propagation, Criteria for Noise in Buildings and Communities, and 
Acoustical Standards for Noise and Vibration Control. Substantial new informa
tion has been added to Passive Silencers. All other chapters have been reviewed 
for timeliness. 

Worldwide, there has been increased mterest Ul noise and vibration con
trol. Much of this mteresl has been generated by the expanding activities in 
the countries of the European Union and the Far EasL Workshops on the lat
est developments m global 11oise policy are bemg held annually-the latest in 
Prague (Czech Republic) in 2004 and in Rio de Janeiro (Brazil) i11 2005. There ( 
are signs of expanded interest in n01se policy in the United States. Consumers 
are demanding qu.1et to a greater degree, the best example being the improved 
quiet interiors of automobiles. Other consumer products with greater noise con
trol are already following or are likely to follow. Manufaclurers must be alert to 
the increased competitiveness of imported products. 
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use copynghted techrucal mformation.· we are also mdebted to Acentech, Inc., 
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Hanson, Inc., for encouraging members of their seruor techrucal staff to con
tribute chapters and for assistance in many ways. It gives us special pleasure to 
acknowledge the help of Kathy Coleman and Jane Schultz, who assisted in the 
preparation of many chapters, and to Robert L. Argentieri, Fred Bernardi, and 
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CHAPTER 1 
I 

Basic Acoustical Quantities: Levels 
and Decibels ! 

LEO L BERANEK 

Consultant 
Cambridge, Massachusetts 

1.1 BASIC QUANTITIES OF SOUND WAVES 

Sound Waves and Noise 

In the broadest sense, a sound wave is any disturbance that is propagated in 
an elastic medium, which may be a gas, a liquid, or a solid. Ultrasonic, sonic, 
and infrasonic waves are included in this definition. Most of this text deals with 
sonlc waves, those sound waves that can be perceived by the heanng sense of a 
human being. Noise is defined as any perceived sound that is obJectionable to a 
human being. The concepts basic to this chapter can be found in references 1-7. 
Portions are further expanded in Chapter 2. 

Sound Pressure 

A person who• is not deaf perceives as sound any vibration of the eardrum in the 
audible frequency range that results from an incremental variation in air pressure 
at the ear. A variation m pressure above and below atmospheric pressure is called 
sound pressure, m units of pascals (Pa).* A young person with normal hearing 
can perceive sound in the frequency range of roughly 15 Hz (hertz) to 16,000 Hz, 
defined as the normal audible frequency range. 

Because the hearing mechanism responds to sound pressure, 1t is one of two 
quantities that 1s usually measured rn engineering acoustics. The normal ear is 
most sensitive at frequencies between 3000 and 6000 Hz, and a young person can 
detect pressures as low as about 20 µ,Pa, which, when compared to the normal 
atmospheric pressure (10L3 x 103 Pa) around which it varies, is a fractional 
vanation of 2 x 10-10 

*One pascal (Pa) I newton/meter squared (N/ni2) = 10 ctynes/cm2 

1 
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Pure Tone 

A pure tone is a sound wave that can be represented by the equation, 

p(t) = Po sm(2n:f)t (1.1) 

where p(t) is the instantaneous, mcremental, sound pressure (above and below 
atmospheric pressure), po is the maximum amplitude of the mstantaneous sound 
pressure, and f is the frequency, that is, the number of cycles per second, 
expressed in hertz. The time t is in seconds. 

Period 

A full cycle occurs when t varies from zero to 1/ f. The 1/ f quantity is known 
as the penod T. For example, the period T of a 500-Hz wave is 0.002 sec. 

Root-Mean-Square Amplitude 

If we wish to determine the mean value of a full cycle of the sine wave of 
Eq. (l.l.) (or any number of full cycles), it will be zero because the positive 
part equals the negative part. Thus, the mean value is not a useful measure. We 
must look for a measure that permits the effects of the rarefactions to be added 
to (rather than subtracted from) the effects of the compressions. 

One such measure IS the root-mean-square (rms) sound pressure Prms• It IS 

obtained, first, by squaring the value of the sound pressure disturbance p(t) at 
each instant of time. Next the squared values are added 'and averaged over one 
or more periods. The rms sound pressure is the square root of this time average. 
The rms value is also called the effective value. Thus 

(1.2) 

or 
Prms = 0.707po (1.3) 

In the case of nonperiodic sound pressures, the integration interval should be 
long enough to make the rms value obtained essentially independent of small 
changes in the length of the interval. 

Sound Spectra 

A sound wave may be compnsed of a pure tone (single frequency, e.g., 1000 Hz), 
a combination of single frequencies harmonically related, or a combination of 
single frequencies not harmonically related, either finite or infinite in number. 
A combination of a firute number of tones is said to have a line spectrum. A 
combination of an mfinite (large) number of tones has a continuous spectrum. 
A continuous-spectrum n01se for which the amplitudes versus time occur with a 

BASIC QUANTITIES OF SOUND WAVES 

P2,m,' '-------'-------'------'----'-- (a) 

,•,.,,. I~ _ __,_ _ __,__.,____.,__-'-_.,__.._ (b) 

0 500 

Bandwidth = 1 Hz 

1,000 
Frequency, Hz 

1,500 

(c) 

(d) 

2,000 

3 

FIGURE 1.1 Mean-square sound pressure spectra: (a) harmomcall)( related line spec
trum; (b) inharmonically related line spectrum; (c) continuous power spectral density 
spectrum; (a) combination line and continuous power spectral density spectrum (complex 
spectrum). ' 

normal (Gaussian) distribution 1s called random noise. Three of these types of 
noise are shown by the frequency spectra m Figs. Lla-c. A combination of a 
line and a continuous spectrum, called a complex spectrum, is shown in 1. ld. 

Regardless of which type of sound wave is considered, when propagatmg 
at normal sound pressure amplitudes (to avoid nonlinearity) in air over reason
ably short distances (so that sound attenuation in the air itself, which becomes 
;,,ignificant at,. frequencies above 1000 Hz, can be neglected), the waveform is 
unchanged .. Thus, a violin heard at a distance of 30 m sounds the same as at 
5 m, although 1t is less loud. 

Sound Intensity 

The second quantity commonly measured in engineering acoustics is sqund inten
sity, defined as the continuous flow of power carried by a ,sound wave through 
an incrementally small area at a point in space. The units are watts per square 
meter (W/m2). This quantity is important for two reasons. First, at a point in free 
space, it is related to the total power radiated mto the air by a sound source and, 
second, it bears at that pomt a fixed relation to the sound pressure. 

Sound rntens1ty at a point is directional (a vector) m the sense that the position 
of the plane of the inci;ementally small area can vary from being perpendicular 
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to the direction in which the wave is traveling to being parallel to that direction. 
It has its maximum value, lmax, when its plane is perpendicular to the direction 
of travel. When parallel, the sound intensity is zero. In between, the component 
of lmax varies as the cosine of the angle formed by the direction of travel and a 
line perpendicular to the incremental area. 

Another equation, which we shall develop in the next chapter, relates sound 
pressure to sound intensity. In an environment in which there are no reflecting 
surfaces, the sound pressure at any point in any type of freely traveling (plane, 
cylindrical, sphencal, etc.) wave is related to the maximum intensity Imax by 

p~ = Imax • pc Pa2 

where Prms = rms sound pressure, Pa (N/m2) 

p = density of air, kg/m3 

c = speed of sound in air, mis [see Eq. (1.7)] 
N = force, N 

Sound Power 

(1.4) 

A sound source radiates a measurable amount of power into the surrounding 
air, called sound power, in watts. If the source is nondirect1onal, it is said to be 
a spherical sound source (see Fig. 1.2). For such a sound source the measured 
(maximum) sound intensities at all points on an 1maginary spherical surface 
centered on the acoustic center of the source are equal. Mathematically, 

(1.5) 

where ls(r) = maximum sound intensity at radius r at surface of an imaginary 
sphere surrounding source, W/m2 

Ws = total sound power radiated by source in watts, W (N m/s) 
r distance from acoustical center of source to surface of imagmary 

sphere, m 

A similar statement can be made about a line source; that is, the maximum 
sound intensities at all points on an imaginary cylindrical surface around a cylin
drical sound source, lc(r), are equal: 

where We total sound power radiated by cylinder of length l, W 
r = distance from acoustical centerline of cylindrical source to 

imaginary cylindrical surface surrounding source 

Inverse Square Law 

(1.6) 

With a spherical source, the radiated sound wave is spherical and the total power 
radiated in all directions is W. The sound intensity I (r) must decrease with 

Area of 
the wavefront 
at d1 (1 m) 

72dB 

BASIC QUANTITIES OF SOUND WAVES 

The area of the 
wavefront is 4 times 
greater at d2 (2 m) 

2m 

66dB 

5 

FIGURE 1.2 Generation of a one-dimensional spherieal wave. A balloonlike surfaee 
pulsates uniformly about some equilibrium position and produces a sound wave that 
propagates radially away from the balloon at the speed of sound. (Courtesy of Ref. 8.) 

distance m proportion to the sound pressure squared, that is W /4nr2 (1.5)]. 
Hence the name inverse square law. This 1s illustrated by the diagram in Fig. 1.2, 
where at a distance of 1 m the area of the wave front shown is a square meters 
and at 2 m it becomes 4a square meters. To preserve sound energy, the same 
amount of power flows through the larger area; thus Fig. 1.2 diagrammatically 
shows the intensity decreasing by a factor of 4, or, as shown later, 6 dB, from 
72 to 66 dB. , 

Particle Velocity 

Consider that the surface of the spherical source of Fig. 1.2 is expanding and 
contracting sinusoidally. During the first half of 1ts sinusoidal motion, it pushes 
the air particles near its surface outward. Because air is elastic and compresses, 
the. pressure near the surface will increase. This increased pressure overcomes 
the inertia of the air particles a short distance away and they move outward. That 
outward movement causes the pressure to build up at this new distance and, in 
turn, pushes more removed particles outward. This outward movement of the 
?isturbance takes place at the speed of sound. 

In the next half of the sinusoid, the smusoidally vibrating sphencal source 
reverses direction, creating a drop of pressure near its surface that pulls nearby 
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air particles toward it. This reverse disturbance also propagates outward with 
the speed of sound. Thus, at any one pomt rn space, there will be sinus01dal 
to-and-fro movement of the particles, called the particle velocity. Also at any 
pomt, there will be sinusoidal rise and fall of sound pressure. . 

From the basic equations governing the propagation of sound, as 1s shown rn 
the next chapter, we can say the followmg: 

1. In a plane wave (approximated at a large distance from a point source) 
propagated in free space (no reflecting surfaces) the sound pressure and 
the particle velocity reach their maximum and minimum values at the same 
instant and are said to be in phase. 

2. In such a wave the particles move back and forth along the line in which the 
wave 1s traveling. In reference to the spherical radiation discussed above, 
this means that the particle velocity is always perpendicular to the imagi
nary spherical surface (the wave front) in space. This type of wave is called 
a longitudinal, or compressional, wave. By contrast, a transverse wave -is 
illustrated by a surface wave in water where the particle velocity is per
pendicular to the water surface while the wave propagates in a direction 
parallel to the sur._face. 

Speed of Sound 

A. sound wave travels outward at a rate dependent on the elast1c1ty and density 
of the air. Mathematically, the speed of sound in air is calculated as 

where Ps = atmospheric (ambient) pressure, Pa 
p density of air, kg/m3 

(1.7) 

·For all practical purposes, the speed of sound is dependent only on the absolute 
temperature of the air. The equations for the speed of sound are 

c = 20.0S✓T mis 

C = 49.03✓R ft/s 

(1.8) 

(L9) 

where T = absolute temperature of air in degrees Kelvm, equal to 273.2 
plus the temperature in degrees Celsius 

R = absolute temperature m degrees Rankine, equal to 459.7 plus the 
temperature in degrees Fahrenheit 

For temperatures near 20°C (68°F), the speed of sound is 

c = 331.5 + 0.58°C m/s. 

c 1054 + l.07°F ft/s 

(1.10) 

(1.11) 

SOUND SPECTRA 7 

Wavelength 

Wavelength is defined as the distance the pure,tone wave travels during a full 
period. 1t is denoted by the Greek letter "- and is equal to the speed of sound 
divided by the frequency of the pure tone: 

Sound Energy Density 

C 
cT=- m 

f 
(1.12) 

In standing-wave situations, such as sound waves in closed, rigid-wall tubes, 
rooms containmg little sound-absorbing material, or reverberation chambers, the 
quantity desired is not sound mtensity, but rather the sound energy density, 
namely, the energy (kinetic and potential) stored in a small volume of air in the 
room owmg to the presence of the standing-wave field. The relation between the 
space-averaged sound energy density D 'and the space-averaged squared sound 
pressure is 

2 2 
D = Pav = Pav W s/m3 (J/m3 or simply N/m2) 

pc2 l.4Ps 
(1.13) 

where p;v = space average of mean-square sound pressure in a space, 
determined from data obtained by moving a nucrophone along 
a tube or around a room or from samples at various points, Pa2 

P, atmospheric pressure, Pa; under normal atmospheric conditions, 
at sea level, Ps = 1.013 x 105 Pa 

1.2 SOUND SPECTRA 

In the prevrnus section we described sound waves with line and continuous 
spectra, Here we shall discuss how to quantify such spectra. 

Continuous Spectra 

As stated before, a continuous spectrum can be represented by a large number of 
pure tones between two frequency limits, whether those limits are apart 1 Hz or 
thousands of hertz 1.3). Because the hearing system extends over a large 
frequency range and 1s not equally sensitive to all frequencies, it is customary to 
measure a continuous-spectrum sound in a series of contiguous frequency bands 
using a sound analyzer. 

Customary bandwidths are one-third octave and one octave (see Fig. 1.4 and 
Table 1.1 ). The rrns value of such a filtered sound pressure 1s called the one-third
octave-band or the octave-band sound pressure, respectively. If the filter bandwidth 
is THz, a plot of the filtered mean-square pressure of a continuous-spectrum 
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Frequency, Hz 

(a) 

oL----!"<'4-r--
1,000 1,001 

Frequency, Hz 
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Frequency, Hz 

(c) 
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995 1,000 1,005 
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.a P~a-aoo - 5.5 • 10"4{Paf 

~;~--
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(e) 

FIGURE 1.3 Power spectral density spectra showing the linear growth of total mean
square sound pressure when the bandwidth of noise is increased. In each case, pf is the 
mean-square sound pressure in a band 1 Hz wide. 

dB 

0 0.5 
0.5 

.3 ;----,~-t---t---t---+-

FIGURE 1.4 Frequency response of one manufacturer's octave-band filter. The 3-dB 
down points for the octave band and for a one-third-octave-band filter are mdicated. 
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TABLE 1.1 Center and Approximate Cutoff Frequencies (Hz) for.Standard Set of. 
Contiguous-Octave and One-Third-Octave Bands Covering Audio Frequency Range" 

Band 

12 
13 
14 
15 
16 
17. 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 

Lower Band 
Lhmt 

11 

22 

44 

88 

177 

355 

710 

1,420 

2,840 

5,680 

11,360 

aFrom Ref. 6. 

Octave 

Center 

16 

31.5 

63 

125 

250 

500 

1,000 

2,000 

4,000 

8,000 

16,000 

Upper Band 
Limit 

22 

44 

88 

171 

355 

710 

1,420 

2,840 

5,680 

11,360 

22,720 

One-Third Octave 

Lower Band 
Limit 

14,1 
17.8 
22.4 
28.2 
35.5 
44.7 
56.2 
70.8 
89.1 

112 
141 
178 
224 
282 
355 
447 
562 
708 
891 

1,122 
1,413 
1,778 
2,239 
2,818 
3,548 
4,467 
5,623 
7,079 
8,913 

11,220 
14,130 
17,780 

Center 

16 
20 
25 
31.5 
40 
50 
63 
80 

100 
125 
160 
200 
250 
315 
400 
500 
630 
800 

1,000 
1,250 
1,600 
2,000 
2,500 
3,150 
4,000 
5,000 
6,300 
8,000 

10,000 
12,500 
16,000 
20,000 

Upper Band 
Limit 

17.8 
22.4 
28.2 
35.5 
44.7 
56.2 
70.8 
89.l 

112 
141 
178 
224 
282 
355 
447 
562 
708 
891 

1,122 
1,413 
1,778 
2,239 
2,818 
3,548 
4,467 
5,623 
7,079 
8,913 

11,220 
14,130 
17,780 
22,390 

sound versus frequency is called the power spectral ( or spectrum) density spec
trum. Narrow bandwidths are commonly used m analyses of machmery noise and 
vibration, but the term "spectral density" has no meaning in cases where pure tones 
are being measured. 

The mean-square (or rms) sound pressure can be determined for each of the 
contiguous frequency bands and the result plotted as a function of frequency 
(Fig. 1.3e). 
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Bandwidth Conversion. It is frequently necessary to convert sounds measured 
with one set of bandwidths to a different set of bandwidths or to reduce both 
sets of measurements to a third set of bandwidths. Let us imagine that we have 
a machine that at a point in space produces a mean-square sound pressure of 
pf:c;:; 10-6 Pa2 in a 1-Hz bandwidth between 999 and 1000 Hz (Fig. 1.3a). Now 
imagine that we have a second machine the same distance away that radiates 
the same power but is confined to a bandwidth between 1000 and 1001 Hz 
(Fig. 1.3b). The total spectrum now becomes that shown in Fig. L3c and the 
total mean-square pressure 1s twice that m either band. Similarly, 10 machines 
would produce 10 times the mean-square sound pressure of any one (Fig. 1.3d). 

In other words, if the power spectral density spectrum in a frequency band of 
width t:,f is flat (the mean-square sound pressures in all the 1-Hz-wide bands, 
Pi, within the band are equal), the total mean-square wund pressure for the band 
is given by 

Pa2 (1.14) 

where t:,/0 = 1 Hz. 
As an example, assume that we wish to convert the power spectral density 

spectrum of Fig. L3e, which is a plot of pf(!), the mean-square sound pressure 
m 1-Hz bands, to a speistrum for which the mean-square sound pressure in 100-Hz 
bands, Ptw is plotted versus frequency. Let us consider only the 700-800-Hz 
band. Because pf(!) is not equal throughout this band, we could painstakingly 
determine and add together the actual pf' s or, as is more usual, simply take 
the average value for the pfs in that band and multiply by the bandwidth. 
Thus, for each 100-Hz band, the total mean-square sound pressure is given by 
Eq. (1.14), where pf is the average 1-Hz band quantity throughout the band. For 
the 700-800-Hz band, the average PI is 5.5 x 10-6 and the total is 5.5 x 10-6 x 
100 Hz 5.5 x 10-4 Pa2 . 

If mean-square sound pressure levels have been measured m a specific set of 
bandwidths such as one-third-octave bands, it is possible to present accurately the 
data in a set of wider bandwidths such as octave bands by simply adding together 
the mean-square sound pressures for the component bands. Obviously, it is not 
possible to reconstruct a narrower bandwidth spectrum accurately (e.g., one-third
octave bands) from a wider bandwidth spectrum (e.g., octave bands.) However, 
it is sometimes necessary to make such a conversion in order to compare sets of 
data measured differently. Then the implicit assumption has to be made that the 
narrower band spectrum is continuous and monotonic within the larger band. In 
either direction, the conversion factor for each band is 

(1.15) 

where p~ is the measured mean-square sound pressure m a bandwidth t::.f A and 
Pi 1s the desired mean-square sound pressure in the desired bandwidth t,,.fB-

0.01 • 

0.009 • 
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FIGURE 1.5 Conversion of octave-band mean-square sound pressures into th1rd-octave
band mean-square sound pressures. Such conversion should be made only where necessary 
under the assumption that the third-octave-band mean-square pressure levels decrease 
monotonically with band midfrequency. The sloping solid curve is the assumed-correct 
c~mverted spectrum. 

As an example, assume that we have measured a sound with a continuous 
spectrum usmg a one-octave-band filterset and have plotted the. intensity for the 
contiguous bands versus the midfrequency of each band (see the upper three 
circles in Fig. 1.5). Assume that we wish to convert to an approximate one:;., 
third-octave-band spectrum to make comparisons with other data possible. Not 
knowing how the mean-square sound pressure varies throughout each octave 
band, we assume it to be continuous and monotonic and apply Eq. (1.15). In 
this example, approximately, !:,fB. ½ b,.fA for all the bands_ (see Table 1.1), and 
the mean-square sound pressure in each one-third-octave band with the same 
m1dfrequency will be one-third that in the corresponding one-octave band. The 
data would be plotted versus the midfrequency of each one-third-oc.tave band 
(see Table 1.1 and Fig. 1.5). Then the straight, sloping line is added under the 
assumption that the true one-thud-octave spectrum is monotonic. 
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Complex Spectra 

The mean-square sound pressure resulting from the combination of two or more 
pure tones of different amplitudes p 1, p2 , p3 and different frequencies Ji, h, h 
is given by 

(1.16) 

The mean-square sound pressure of two pure tones of the same frequency but 
different amplitudes and phases is found from 

(1.17) 

where the phase angle of each wave is represented by 01 or 02 . 

Comparison of Eqs. (1.16) and (1.17) reveals the importance of phase when 
combining two sine waves of the same frequency. If the phase difference 01 - 02 
is zero, the two waves are in phase and the combination is at its maximum 
value. If 01 - 02 = 180°, the third term becomes -2p1p2 and the sum is at its 
mmimum value. If the two waves are equal in amplitude, the minimum value 
1s zero. 

If one wishes to find the mean-square sound pressure of a number of waves 
all of which have different frequencies except, say, two, these two are added 
together according to Eq. (1.17) to obtain a mean-square pressure for them. Then 
this mean-square pressure and the mean-square pressures of the remainder of the 
components are summed according to Eq. (1.16). 

1.3 LEVELS6 

Because of the wide range of sound pressures to which the ear responds (a 
ratio of 105 or more for a normal person), sound pressure is an inconvenient 
quantity to use m graphs and tables. This is also true for the other acoustical 
quantities listed above. Early in the history of the telephone it was decided to 
adopt logarithmic scales for representing acoustical quantities and the voltages 
encountered in associated electrical equipment. 

As a result of that decis10n, sound powers, mtensities, pressures, velocities, 
energy densities, and voltages from electroacoustic transducers are commonly 
stated m terms of the logarithm of the ratio of the measured quantity to an 
appropriate reference quantity: Because the sound pressure at the threshold of 
heanng at 1000 Hz is about 20 µ,Pa, this was chosen as the fundamental reference 
quantity around which the other acoustical references have been chosen. 

Whenever the magnitude of an acoustical quantity is given in this logarithmic 
form, It is said to be a level in decibels (dB) above or below a zero reference 
level that is determined by a reference quantity. The argument of the logarithm is 
always a ratio and, hence, is dimensionless. The level for a very large ratio, for 
example the power produced by a very powerful sound source, might be given 
with the umt bel, which equals 10 dB. 

Power and Intensity Levels 

Sound Power Level. Sound power level is defined as 

and conversely 

w 
Lw = 10 log10 - dB re Wo 

Wo 

W = Wo antilog10 Lw = Wo x l0Lw/lO W 
10 

where W = sound power, W (watts) 
Wo = reference sound power, standardized at 10-12 W 

LEVELS 13 

(1.18) 

(1.19) 

As seen in Table 1.2, a ratio of 10 in the power W corresponds to a level 
difference of 10 dB regardless of the reference power W0. Similarly, a ratio of 
100 corresponds to a level difference of, 20 dB. Power rat10s of less than 1 are 
allowable: They simply lead to negative levels. For example (see Table 1.2), a 
power ratio of 0.1 corresponds to a level difference of -10 dB. 

Column 4 of Table 1.2 gives sound power levels relative to the standard ref
erence power level W0 = 10-12 Win watts. 

Some sound power ratios and the corresponding sound-power-level differ
ences are given in Table 1.3. We note from the last line that the sound power 
level for the product of two ratios is equal to the sum of the levels for the 
two ratios. For example, determine Lw for the quantity 2 x 4. From Table 1.3, 

TABLE 1.2 Sound Powers and Sound Power Levels 

Radiated Sound Power W, watts Sound Power Level Lw, dB 

Eqmvalent Exponential Relative Relative to 10-12 W 
Usual Notation Notation to 1 W (standard) 
100,000 10s 50 170 
10,000 104 40 160 
1,000 103 30 150 

100 102 20 140 
10 101 10 130 

1 1 0 120 
0.1 10-1 -10 110 
0.01 10-2 -20 100 
0.001 10-3 -30 90 
0.000,1 10-4 -40 80 
0.000,01 10-s -50 70 
0.000,001 10-6 -60 60 
0.000,000,1 10-1 -70 50 
0.000,000,01 10-s -80 40 
0.000,000,001 10-9 -90 30 
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TABLE 1.3 Selected Sound Power Ratios and 
Corresponding Power-Level Differences 

Sound Power Ratio 
W/Wo, R 

1000 
100 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 
0.9 
0.8 
0.7 
0.6. 
0.5 
0.4 
0.3 
0.2 
0.1 
0.01 
0.001 

Ri X R2 

"To the nearest 0.1 dB. 

Sound-Power-Level Difference0 

10 log W/Wo, Lw (dB) 

30 
20 
10 
9.5 
9.0 
8.5 
7.8 
7.0 
6.0 
4.8 
3.0 
0.0 

-0.5 
-1.0 
-1.5 
-2.2 
-3.0 
-4.0 
-5.2 
-7.0 

-10 
-20 
-30 

Lw, +Lw2 

Lw =·3.0 + 6.0 9.0 dB, which 1s the sound power level for the ratio 8. Sim
ilarly, Lw for a ratio of 8000 equals the sum of the levels for 8 and 1000, that 
is, Lw = 9 + 30 39 dB. 

Sound Intensity Level. Sound intensity level, in decibels, is defined as 

Intensity level L 1 
I 

10 log dB re lref 
lref 

(1.20) 

where I sound intensity whose level is bemg specified, W/m2 

I,er = reference intensity standardized as 10-12 W/m2 

Sound power levels should not be confused with intensity levels{or with sound 
pressure levels, which are defined next), which also are expressed in decibels. 
Sound power is a measure of the total acoustical power radiated by a source in 
watts. Sound intensity and sound pressure specify the acoustical "disturbance" 
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produced at a point removed from the source. For example, their levels depend on 
the distance from the source, losses in the intervening air path, and room effects 
(if indoors). A helpful analogy,1s to imagine that sound power level is related to 
the total rate of heat production of a furnace, while either of the other two levels 
is analogous to the temperature produced at a given point in a dwelling. 

Sound Pressure Level 

Almost all microphones used today respond to sound pressure, and in the public 
mind, the word decibel is commonly, associated with sound pressure level or A
weighted sound pressure level (see Table 1.4). Strictly speaking, sound pressure 
level is analogous to intensity level, because, in calculating it, pressure is first 
sqi;iared, which makes it proportional to iittensity (power per unit area): 

Sound pressure level= Lp ·= 10 log [p(t) J
2 

• Pref 

p(t) 
= 20 log -- dB re Pref 

Pref 
(1.21) 

where Pref = reference sound pressure, standardized at 2 x 10-5 N/m2 (20 µ,Pa) 
for airborne sound; for other media, references may be 0.1 N/m2 

(1 dyn/cm2) or 1 i-tN/m2 (1 i-tPa) . 
p(t) instantaneous sound pressure, Pa 

Note that LP re 20 µ,Pa is 94 dB greater than L /) re 1 Pa. 
As we shall show shortly, p(t)2 is only proportional to sound mtensity if its 

mean-square value is taken. Thus, in Eq. (1.21), p(t) would be replaced by Prms• 
The relations among sound pressure levels (re 20 i-tPa) for pressures in the 

meter-kilogram-second (mks), centimeter-gram-second (cgs), and English sys
tems of umts are shown by the four nomograms of Fig. 1.6. 

1.4 DEFINITIONS OF OTHER COMMONLY USED LEVELS 
AND QUANTITIES IN ACOUSTICS 

Analogous to sound pressure level given in Eq. (1.21), A-weighted sound pressure 
level LA is given by 

LA 10log[f!A(t)]
2 

dB 
Pref 

(1.22) 

where p A (t) is the instantaneous sound pressure measured using the standard 
frequency-weighting A (see Table 1.4). 
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TABLE 1.4 A and C Electrical Weighting Networks 
for Sound-LeveIMeter" 

Frequency, 
Hz 

10 
12.5 
16 
20 
25 
31.5 
40 
50 
63 
80 

100 
125 
160 
200 
250 
315 
400 
500 
630 
800 

1,000 
1,250 
1,600 
2,000 
2,500 
3,150 
4,000 
5,000 
6,300 
8,000 

10,000 
12,500 
16,000 
20,000 

A-Weighting Relative C-We1ghtmg Relative 
Response, dB Response, dB 

-70.4 -14.3 
-63.4 -11.2 
-56.7 -8.5 
-50.5 -6.2 
-44.7 -4.4 
-39.4 -3.0 
-34.6 -2.0 
-30.2 -l.3 
-26.2 -0.8 
-22.5 -0.5 
-19.1 -0.3 
-1~1 -Q2 
-13.4 -0.1 
-1Q9 0 
-~6 0 
-6.6 0 
-4.8 0 
-32 0 
-13 0 
-0.8 0 

0 0 
+0.6 0 
+1.0 -0.1 
+12 -Q2 
+13 -03 
+1.2 -0.5 
+1.0 -0.8 
+o.5 -1.3 
-0.1 -2.0 
-1.1 -3.0 
-2.5 -4.4 
-4.3 -6.2 
-6.6 -8.5 
-9.3 -11.2 

"These numbers assume a flat, diffuse-field (random-incidence) 
response for the sound-level meter and microphone. 

Average sound level Lav,T is given by 

(1/T) fd p2(t) dt 
Lav,T = 10 log 2 dB 

Pref 

where T is the (long) time over which the averaging takes place. 

(L23) 

DEFINITIONS OF OTHER COMMONLY USED LEVELS AND QUANTITIES IN ACOUSTICS 17 

0.00002 
/J, newton/ m2 

10-• 10-•I 10-• 10-• 102 10' 10 10• 105 10• 105 

-40 0 40 BO 94 120 160 200 

Lp, dB re 2 x 10-5 N/m 2 

0.0002 
/J, (dyne/c·m2) 

t0-• 10
4

1 t0-• 10-• 10-• 10 10• 10• 104 10• 10• 

-40 ,0 40 7480 120 160 200 

Lp, dB i:e 2 X 10-5 N/m2 

P, lb/in.2 

10-10 10-• 10-• 10-7 10-• 10-• 10-• 10-• 10-• 10-1 1 10 
' 

-40 0 40 80 120 160 200 

Lp, dB re 2 x !0-5 N/m2 

p, lb/ft2 

,o-• 10-7 10-• 10-• 10-• 10-• 10-• 10-1 10 10~ 10' 

-40 0 40 80 120 160 200 
Lp, dB re 2 x 10-5 N/m 2 

FIGURE 1.6 Charts relating Lp (dB re 20 µPa) to p in N/m2(Pa), dyn/cm2 , lb/in.2 , 

and lb/ft2 , For example, LO Pa 94 dB re 20 µPa. 

Average A-weighted sound level LA,T (also called Leq, equivalent continuous 
A-weighted noise level) is given by 

(1/T)fd p;,(t) dt 
,LA,T = Leq = 10 log 2 dB 

Pref 

(1.24) 

( 

The time T must be specified. In noise evaluations, its length is usually one to 
several hours, or 8 h (working day), or 24 h (full day). 

Day-night sound (noise) level Lctn is given by 

[ 

r22:00 2 ( ) d 
L 

_ 101 _I_ Jo1,oo PA t t 
dn - og 24 2 

Pref 

! 07:00 l 2 ( ] 22:00 0 :At) dt 

Pref 
dB (1,25) 

where the first term covers the "daytime" hours from 07:00 to 22:0Q and the 
second term covers the nighttime hours from 22:00 to 07:00. Here, the nighttime 
noise levels are considered to be 10 dB greater than they actually measure. The 
A-weighted sound pressure PA is sampled frequently during measurement. 
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A-weighted sound exposure EA,T is given by 

(1.26) 

This equation is not a level. The term EA,T is proportional to the energy flow 
(intensity times time) in a sound wave in the time penod T, The period T starts 
and stops at t1 and t2, respectively. 

A-weighted notse exposure level LEA,T is given by 

LEA,T = 10 log ( E~t) dB (1.27) 

where Eo is a reference quantity, standardized at (20 µPa)2 s=(4 x 10-10 Pa)2 s. 
However, the International Organization for Standardization standard ISO 1999: 
1990-01-5, on occupational noise level, uses Eo (1.15 x 10-5 Pa)2 • s, because, 
for an 8-h day, LEA,T, with that reference, equals the average A-weighted sound 
pressure level The two reference quantities yield levels that differ by 44.6 dB. 
For a single impulse, the time period T is of no consequence provided T is longer 
than the impulse length and the background noise is low. , 

Hearing threshold for setting "zero" at each frequency on a pure-tone 
audiometer is the standardized, average, pure-tone threshold of hearing for a 
population of young persons with no otological irregularities. The standardized 
threshold sound pressure levels at the frequencies 250, 500, 1000, 2000, 3000, 
4000, 6000, and 8000 Hz are, respectively. 24.5, 11.0, 6.5, 8.5, 7.5, 9.0, 8.0, 
and 9.5 dB measured under an earphone. An audiometer is used to determme 
the difference at these frequencies between the threshold values of a person (the 
lowest sound pressure level of a pure tone the person can detect consistently) 
and the standardized threshold values. Measurements are sometimes also made 
at 125 and 1500 Hz.7 

Hearing impairment (hearing loss) is the number of decibels that the perma
nent hearing threshold of an mdividual at each measured frequency is above 
the zero setting on an audiometer, in other words, a change for the worse 
of the person's threshold of hearing compared to the normal for young 
persons. 

Hearing threshold levels associated with age are the standardized pure-tone 
thresholds of hearing associated solely with age. They were detenmned from tests 
made on the hearing of persons in a certain age group in a population with no 
otological irregularities and no appreciable exposure to noise during their lives. 

Hearing threshold levels associated with age and noise are the standardized 
pure-tone thresholds determined from tests made on the hearing of individuals. 
who had histories of higher than normal noise exposure during their lives. The 
average noise levels and years of exposure were detennined by questioning and 
measurement of the exposure levels. 

Noise-induced permanent threshold shift (NIPTS) is the shift in the hearmg 
threshold level caused solely by exposure to noise. 

REFERENCE QUANTITIES USED IN NOISE AND VIBRATION 

1.5 REFERENCE QUANTITIES USED IN NOISE AND VIBRA1"10N 

American National Standard 

19 

The American National Standards Institute has issued a standard (ANSI S1.8-
1989, Reaffirmed 2001) on "Reference Quantities for Acoustical Levels." This 
standard is a revision of ANSI Sl.8-1969. The authors of this book have been 
surveyed for their opinions on preferred reference quantities. Table 1.5 is a com
bination of the standard references and of references preferred by the authors. 
The two references are clearly distinguished. All quantities are stated in terms of 
the Internauonal System of units (SI) and m Bntish umts. 

Relations among Sound Power Levels, Intensity Levels, and Sound 
Pressure Levels 

As a practical matter, the reference quantities for sound power, intensity, and 
sound pressure (in arr) have been chosen so. that their corresponding levels are 
mterrelated in a convement way under certain circumstances. 

The threshold of hearing at 1000 Hz for a young listener with acute hearing, 
measured under laboratory conditions, was determined some years ago as.a sound 
pressure of 2 x 10-5 Pa. Thls value was then selected as the reference pressure 
for sound pressure level. 

Intensity at a point is related to sound pressure at that point in a free field 
by Eq. (1.14). A combination of Eqs. (1.4), (1.20), and (1.21) yields the sound 
intensity level 

I p2 
L1 = IO log = 10 log 

lref pclref 
2 2 

10 log~ + 10 log Prer 
Pref pclref 

L1 = Lp -10 log K dB re 10-12 W/m2 (1.28) 

where K = const == Iref PC/ P:ef' which is dependent upon ambient pressure and 
temperature; quantity 10 log K may be found from Fig. 1.7, or, 

K = pc/400 

The quantity 10 log K will equal zero, that is, K = 1, when 

4 X 10-lO 
pc= 

10
_12 = 400 mks rayls 

lref 

We may also reairange Eq. (1.28) to give the sound pressure level 

Lp L1 + 10 log K dB re 2 x 10-5 Pa 

(1.29) 

(1.30) 
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TABLE 1.5 Reference Quantities for Acoustical Levels from American National Standard ANSI S1.8-1989 (Reaffirmed 2001) and As 

Preferred by Authors 
Preferred Reference Quantities 

Name Definition SI British 

Sound pressure level (gases) 

Sound pressure level (other than gases) 

Sound power level 

Lp = 20 Jog10(p/po) dB 

Lp = 20 1og10 (p/po) dB 
P0 20 µ,Pa= 2 x 10-5 N/m2 

po = 1 µ,Pa= 10-6 N/m2 
290 x 10-9 lbfm 2 

145 x 10-10 lb/in. 2 

Sound intensity level 
Vibratory force level 

Lw 10 log10 (W/Wo) dB 
Lw log10(W/Wo) bel 

L1 = 10 log10(l / lo) dB 
Lpo 20 log10(F / Fo)dB 

N log10 (f/fo) dB 

Wo 1 pW 10-12 N,m/s 

Wo 1 pW 10-12 N, mis 

lo 1 pW/m2 = 10-12 N/m s 

Fo=,1 µ,N=l0-6 N 

fo=lHz 

8 85 x 10-12 in lb/s 
8 85 x 10-12 in,., lb/s 
571 x 10-15 lb/in., s 
2. 25 X 10-7 lb 

Frequency level 
LOO Hz 

Sound exposure level LE= 10 log10(E/ Eo} dB Eo = (20 µ,Pa)2 s = (2 x 10-5 Pa)2 , s 84l X 10··18 lb2/in .. 4 

The quantities listed below are not officially part of ANSI SL8 They either are listed there for information or are included here as the authors' choice 

Sound energy level given in ISO 1683:1983 Le 10 log10(e/eo) dB eo = 1 p.J = 10-12 N m 8.85 x 10- 12 lb in 

Sound energy density level given in ISO 1683:1983 Lv = 10 log10 (D/ Do) dB D0 l pJ/m3 = 10-12 N/m2 L45 x 10-16 lb/in 2 

Vibration acceleration level La 20 log10 (a/ao) dB ao 10 µ,m/s2 = 10-5 m/s2 3.94 x 10-4 inJs2 

Vibration acceleration level in ISO 16831983 La = 20 log10(a/ao) dB ao l = 10-6 mls2 3.94 x 10-5 in./s2 

Vibiation velocity level L, 20 log10(v/vo) dB vo = 10 nm/s 10-8 mis 3 94 x 10-7 in.ls 

Vibration velocity level in ISO 1683:1983 L, 20 log10(v/vo) dB v0 = 1 nm/s 10-9 mis 3 . .94 x 10-8 in.ls 

Vibration displacement level L4 = 20 log10(d/do) dB do 10 pm 10-11 m 3 94 x 10-10 in 

Notes: DecimJll multiples andsubmultiples of SI units 10-1 dcci (d), 10-2 = cel\ti (c), 10-~ = milli (m), 10-6 .=micro(µ,), 10-9 = nano (n), and 10-12 = pico 

(p) .. Also J = joule W s(N m), N = newton, and Pa pascal= Note that 1 Jb = 4 448 N 

Although some international standards differ, in this text, to avoid confusion between power and we have chosen to use W instead of P for power; and to avoid confusion 

between energy density and voltage, we have chosen D instead of E for energy density. The lb means pound force 

In recent inteml!tionaf standardization log10 is written lg and 20 !og10(a/b) = 10 lg (a2 /b2), i e, "20" is never use<l 
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a value of 10 log(pc/400) 10 logl.03 = 0.13 dB, an amount that is usually 
not significant in acoustics. 

Thus, for most noise measurements, we neglect 10 log K and in a free pro
gressive wave let 

(1.31) 

Otherwise, the value of 10 log K is determmed from Fig. 1.7 and used in 
Eq. (1.28) or (1.30). 

Under the condition that the intensity is uniform over an area S, the sound 
power and the intensity are related by W = IS. Hence, the sound power level 1s 
related to the intensity level as follows: 

w 
10 log 

I S = 10 log--12 + 10 log-
10- So 

Lw 

where S = area of surface, m2 

So= 1 m2 

L1 + 10 log S dB re 10- 12 W (1.32) 

Obviously, only if the area S 1.0 m2 will Lw = L1 . Also, observe that the 
relation of Eq. (1.32) is not dependent on temperature or pressure. 

1.6 DETERMINATION OF OVERALL LEVELS FROM BAND LEVELS 

It is necessary often to convert sound pressure levels measured in a series of con
tiguous bands into a smgle-band level encompassing the same frequency range. 
The level m the all-inclusive band is called the overall level L(OA) given by 

" 
Lp(OA) 20 log L 10Lp;/20 dB (1.33) 

i=l 

n 

Lv(OA) 10 log L 10Lu/10 dB (1.34) 
i=l 

The conversion can also be accomplished with the aid of Fig. 1.8. Assume 
that the contiguous band levels are given by the eight numbers across the top of 
Fig. 1.9. The frequency limits of the bands are not important to the method of 
calculation as long as the bands are contiguous and cover the frequency range of 
the overall band. To combine these eight levels mto an overall level, start with 
any two, say, the seventh and eighth bands. From Fig. 1.8 we see that whenever 
the difference between two band L1 L2, is zero, the combined level is 
3 dB higher. If the difference is 2 dB (the sixth band level minus the new level of 
73 dB), the sum is 2.1 dB greater than the larger (75 + 2.1 dB). This procedure 
is followed until the overall band level is obtained, here, 102.1 dB. 

DETERMINATION OF OVERALL LEVELS FROM BAND LEVELS 23 

Lcomb - L,, dB 
3.0 2.0 LO 0.5 

I : I I I I I I I I I I I I I I I I I I I I 0 I 2 3 4 5 6 7 8 9 10 
L; - l2, dB 

Lcomb -Li, dB 
0.4 0.3 0.2 0.1 0,05 

10 11 12 13 14 15 16 17 18 19 20 
L, -Lz, dB 

l t > .L 2, l comb ; ( l comb - l i) + L , 

FIGURE 1.8 Nanogram for combining two sound levels L, and L 2 (dB). Levels may 
be power levels, sound pressure levels, or intensity levels. Example: L 1 88 dB, L2 85 
dB, L, - L2 = 3 dB. Solution: Lcomb = 88 + 1.8 = 89.8 dB. 

\ 

Band No. 2 s 4 5 6 7 8 

l.p in band, 90 95 100 93 82 75 70 70 
d8re20µPa 

~ 
77.1 

83.2 

90.8 

95.1 

r 

102.1 

Overall Ip {8 frequency bands) • 102 (dB re 20µPa) 

FIGURE 1.9 Determination of an overall smmd pressure level from levels m frequency 
bands (see also Fig. 1.10). 

If we set Lcomb - Li = A, then A is the number to be added to L 1 ( the larger) 
to get Lcomb· 

It is instructive to combine the bands in a different way, as 1s shown in 
Fig. 1. 10. The first four bands are combined first; then the second four bands are 
combined. The levels of the two wider band levels are then combined. It is seen 
that the overall level is determined by the first four bands alone. This example 
points up the fact that charactenzation of a noise by its overall level may be com
pletely inadequate for some noise control purposes because it may ignore a large 
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Band No. 

Lp tn band, 
dB re 20µPa 

90 

94.8 

2 3 4 5 6 

Overall Lp (8 frequency bands) ~ 102 (dB re 20µPa) 

7 8 

FIGURE 1.10 Alternate deternunation of an overall sound pressure level from levels 
in frequency bands (see also Fig. 1.9). 

portion of the frequency spectrum. If the data of Fig. 1. 10 represented a genuine 
noise control situatiol}, the 102.1 overall level might be meaningless for some 
applications. For example, the sound pressure levels in the four highest bands 
might be the cause of annoyance or mterference with speech communication, as 
is'discussed in Chapter 19. 

Finally, it should be remembered that in alµiost all n01se control problems, it 
makes no sense to deal with small fractions of decibels. Rarely does one need 
a precision of 0.2 dB m measurements, and qmte often it is adequate to quote 
levels to the nearest decibel. 
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CHAPTER2 

Waves and Impedances 

LEO L. BERANEK 

Consultant 
Cambridge, Massachusetts 

2.1 THE WAVE EQUATION1 

Sound waves must obey the laws of physics. For gases these include Newton's 
second law of motion, the gas law, and the law of conservation of mass. Com
bined, these equations produce the wave equation that governs the behavior of 
sound waves regardless of the surroundings in which they occur. 

Equation of Motion 

The equation of motion (also called the force equation) is obtained by the applica
tion of Newton's second law to a small volume of gas in a homogeneous medivm, 
Imagine the small volume of gas to be enclosed in a packet with weightless flex -
ible sides and assume that there is negligible drag (friction) between particles 
inside and outside the packet. Suppose that this small volume exists in a part of 
the medium where the sound pressure p [actually p(t)] increases at the space 
rate of 

d 
.ap .ap kap 

gra p=t-+J-+ -
ax 8y az 

(2.1) 

where i, j, and k are unit vectors in the x, y, and z directions, respectively. 
Obviously, grad pis a vector quantity. 

The difference between the forces acting on the sides of the packet is a force 
f equal to the rate at which the force changes with distance umes the incremental 

· dimensions of the box: 

Note that a positive gradient causes the packet to accelerate in the negative 
direction. 

25 
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Band No. 2 6 7 8 

Lp in band, 
dB re 20µPa 

90 95 

94.8 
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100 
I 
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93 

5 

82 I ;'°+~ 
97.8 

102.1 
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102.1 

J, 
83.2 

Overall lp (8 frequency bands) ~ 102 (dB re 20µPa) 

77.1 

I 

FIGURE 1.10 Alternate determmation of an overall sound pressure level from levels 
m frequency bands (see also Fig. 1.9). 

portion of the frequency spectrum. If the data of Fig. 1.10 represented a genuine 
n01s~ c~ntrol situation, the 102.1 overall level might be meamngless for some 
a~phcauons. For example, the sound pressure levels in the four highest bands 
nug~t be the. cause of annoyance or interference with speech communication, as 
1s1discussed in Chapter 19: 

Finally, it should be remembered that in al!1}0St all noise control problems, it 
makes. no sense to deal with small fractions of decibels. Rarely does one need 
a precis10n of 0.2 dB m measurements, and qmte often It is adequate to quote 
levels to the nearest decibel. 
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CHAPTER2 

Waves and Impedances 

LEO L BERANEK 
Consultant 
Cambndge, Massachusetts 

2.1 THE WAVE EQUATION1 

Sound waves must obey the laws of physics. For gases these include Newton's 
second law of motion, the gas law, and the law of conservation of mass. Com
bmed, these equations produce the wave equation that governs the behavior of 
sound waves regardless of the surroundings in which they occur. 

Equation of.Motion 

The equation of motion (also called the force equation) is obtained by the applica
tion of Newton's second law to a small volume of gas ma homogeneous medium. 
Imagine the small volume of gas to be enclosed in a packet with weightless flex
ible sides and assume that there is negligible drag (friction) between particles 
inside and outside the packet. Suppose that this small volume exists in a part of 
the medium where the sound pressure p [actually p(t)] increases at the space 
rate of 

JJp .ap kap (2 ) grad p =I- +J-+ - .1 ax oy oz 

where i, j, and k are unit vectors in the x, y, and z directions, respectively. 
Obviously, grad p is a vector quantity. 

The difference between the forces acting on the sides of the packet is a force 
f equal to the rate at which the force changes with distance times the incremental 
dimensions of the box: 

Note that a positive gradient causes the packet to accelerate in the negative 
direction. 
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Division of both sides of the equation by fi.x fi.y fi.z V gives the force per 
urut volume acting to accelerate the box, 

f 

V 
-grad p (2.3) 

By Newton's law, the force per unit volume of Eq. (2.3) equals the time 
derivative of the momentum per unit volume of the box. Because the box is a 
deformable packet, the mass inside is constant. Hence, 

f 
V 

M Dq ,Dq 
-grad p = -- = p -

V Dt Dt 
(2.4) 

where q 1s the average vector velocity of the gas in the packet, p1 is the average 
density of the gas m the packet, and M p1V is the total mass of the gas in 
the packet. 

The partial derivative D / Dt is not a simple one but represents the total rate 
of the change of velocity of the particular bit of gas m the packet regardless of 
its position that is, because its position changes when a sound wave hits it: 

Dq 
Dt 

where qx, qy, and qz are the components of the vector particle velocity q. 

(2.5) 

If q is small enough, the rate of change of momentum of the particles in the 
box can be approximated by the rate of change of momentum at a fixed point 
Dq/Dt 8q/8t, and the mstantaneous density p1 can be approximated by the 
average density p. Then 

Gas Law 

aq 
-grad p = p

at 
(2.6) 

At audible frequencies, the wavelength of a sound wave is long compared to the 
spacing between air molecules, so that expansions and contractions at two differ
ent parts of the medium occur so rapidly that there is no time for heat exchange 
between points of differing instantaneous pressures. Hence, the compressions and 
expansions are adiabatic. From elementary thermodynamics, 

PVY = const (2.7) 

where y for air, hydrogen, oxygen, and nitrogen equals 1.4. If we let P = Ps + p 
and V = Vs + r, where Ps and Vs are the undisturbed pressure and volume of 
the packet, we get, for small values of mcremental pressure p and incremental 
volume r, 

P yr 
(2.8) 

SOLUTIONS TO THE ONE-DIMENSIONAL WAVE EQUATION 

The time denvative of Eq. (2.8) yields 

1 ap 
Ps at 

Continuity Equation 

27 

(2.9) 

The continuity equation is a statement that the mass of the gas in the deformable 
packet 1s constant. Thus the change in the incremental volume r depends only 
on the divergence of the vector displacement f: 

or 
ar di = Vs V q 
at 

where q is the instantaneous (vector) particle velocity. 

Wave Equation in Rectangular Coordinates 

(2.10) 

(2.11) 

The three-dimensional wave equation is given by combining Eqs. (2.6), (2.9), 
and (2.11) and setting 

(2.12) 
p 

which yields 

(2.13) 

where 
(2.14) 

The one-dimensional wave equation is simply 

(2.15) 

We could also have eliminated p in the combmatlon of the three equations 
and retained q, m which case we would have had 

1 a2q 
V2q=-

c2 8t2 

2.2 SOLUTIONS TO THE ONE-DIMENSIONAL WAVE EQUATION 

General Solution 

The general solution to Eq. (2.15) is the sum of two terms, 

p(x,t) ti(t-~)+h(t+~) Pa 

(2.16) 

(2.17) 
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p(t) (a) 

p2{f) '-I _,_ ___ (b-) 

p(t) (c) 

p(t) 

Frequency bands 

FIGURE 2.1 (a, c, e) Forms of time functlon f1 or fz of Eq. (2.17). Corresponding 
spectra are shown on the nght. (b, d) Lme spectra. (f) Complex spectrum (very large 
number of tones in each band). 

where fi and h are arbitrary functions. As we shall illustrate shortly, the first 
term represents an outgoing wave and the second term a backward-traveling 
wave. The funct10ns f1 and h represent the shapes of the two sound waves 
being propagated. Examples of typical time histories and spectra of p(t) at a 
fixed location are given in Fig. 2.1. We also recognize c as the speed of sound 
mmr. 

Outwardly Traveling Plane Wave 

An apparatns for producmg an outward-traveling plane wave is shown in Fig. 2.2. 
A piston at the left moving sinusoidally generates a sound wave that travels out
ward in the positive x direction and becomes absorbed m the anechoic termination 
so that no reflected wave exists. Equation (2.17) becomes 

P(x' t) fl (t x~) PR cos k(x - ct) Pa (2.18) 

where PR 1s the peak amplitude of the sound pressure. 
Let us choose the space and the time origins, as shown by the left-hand 

sine wave in Fig. 2.2, so that PR has its maximum value at x = 0 and t = 0. 
After a time ti, the wave will have traveled a distance x1 = ct1. Similarly for 
x2 = 2x1 = 2ct1. 
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Piston oscillating back 
and forth sinusoidally 

at frequency t 

j 

-x 

Sound wave 
traveling to right 

in direction x 

_, 

/ 
Anechoic 

termination 

FIGURE 2.2 Apparatus for producing a plane forward-traveling sound wave. A plane 
wave generated by the piston at the left travels to the right and 1s absorbed by the anechoic 
termination. The three waves at the top give the variation in sound pressure with time at 
the three pomts mdicated, x = 0, x = x

1
, and x x

2 
2x

1
. 

Figure 2.3 shows a set of four spatial timeshots taken at t 0, ¼ T, ½ T, 
where T is the time penod of the piston machme. Each shows the sound 

pressure over a spatial extent of one wavelength,).. c/f cT. The 20 vertical 
lines along each snapshot enable one to observe the spatial variation of sound 
pressure at a given point at the four different trmes. 

Snapshot (a) represents the pressure-versus-distance relatton for times t = 
0, T, 2T, 3T, .... nT. The maximum value +PR exists at x 0. Because 
the wave is periodic in space, the maximum value must also occur at x = 
).., 21. 3).., .... 

Snapshot (b) shows the sound pressure a quarter of a penod, ¼ T, later, that 
is, the wave in (a) has moved to the right a distance equal to ¼A to become 
the wave in (b). Similarly for (c) and (d). To convince yourself that the wave 1s 
traveling to the right, allow your eyes to jump successively from (a) to (b) to (c) 
to (d) and note that the peak, +PR, moves successively to the right. 

Wavenumber. The cosine function of Eq. (2.18) repeats its value every time 
the argument increases 2x radians (360°). From the definition of wavelength, 
A c/f cT, we can write this penodicity condition as 

cos[k(x + A - ct)]= cos[k(x - ct)+ 2rr] (2.19) 

so that kA 2n and k 2x /).. radians per meter. We see that the meanmg 
of the parameter k, called the wavenumber, is a kind of "spatial frequency." 
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J I l 1 l 11 1Tf fll1'itttHf"ia, 
R 
x= 0 x x = "/2 x x = ,,\. 

• ( l 
L..,etc. c 

x=A 

~: i , 1 11 1 I I r n 't f 1 
11111 1 hk , di 

X = 0 X x = A/2 x = 3A/4 x = A 

FIGURE 2.3 Graphs showing sound pressure m a plane free-progressive wave traveling 
from left to right at 20 equally axial locaiions at four instants of time t. The wave 
is produced by a source at the left and travels to the right with the c. 1be length of 
time it takes a wave to travel a distance equal to a wavelength is called the penod T For
ward-traveling wave: p(x, t) PR cosk(x - ct); k = 2:n:/1 2n:/(cT) 2:n:f/c = w/c. 

The argument of the cosme m Eq. (2.18) may be written m any one of the 
following ways: 

=kx-(f)t 

From Eq. (2.19) we can wnte the equations for the snapshots of 2.3 as 

(a) 
2nx 

t =nT p = PR cos--
A 

(b) t = (n + ¼) T p 
(

2nx 
PRCOS T 7!..) 

2 
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(c) t = (n + ½) T p (
2nx ) PRcos ---;:- -n 

(d) t = (n + ¾) T p (
2nx 3n) PR cos -- - -

A 2 

where n = 0, L 2, 3, ... 

Root-Mean-Square Sound Pressure 

As discussed in Chapter 1, a measure of the strength of a sound wave is needed 
that av01ds the problem of directly averagmg over a cycle. Such an average 1s 
zero. The measure that has been standardized 1s therms sound pressure Prrns· Its 
magmtude 1s 0.707 times the peak value (2.18)]. Therms value 1s also 
called the effective value. 

Particle Velocity 

From Eq. (2.6) we may derive a relation between sound pressure p and particle 
velocity u, where u is the component of q in the x direction. In one dimension, 

op au 
--=p ax i)t 

(2.20) 

Substitut10n of Eq. (2.18) mto Eq. (2.20) gives 

-u If op -PR -;-dt = --cos k(x -ct) 
p ax pc 

(2.20a) 

or p 
U=- (2.21) 

pc 

where p = time-averaged density of arr.= 1.18 kg/m3 for normal room 
temperature T = 22°C (71.6°F) and atmosphenc pressure 
P, = 0.751 m (29.6 m.) Hg 

c = speed of sound [see Eqs. (1.5)-(1.8)], which at normal 
temperatures of 22°C equals 344 mis (1129 ft/s) 

pc = 406 mks rayls (N, s/m3
) at normal room temperature and 

pressure; at other T's and Ps's, pc 1s found from Fig. 1.7 

Intensity 

A freely traveling progressive sound wave transmits energy. We define this energy 
transfer as the intensity I, the energy that flows through a unit area in umt time. 
The units are watts per square meter (Nim s). It has 1ts maximum value, lrnax., 

when the plane of the unit area is perpendicular to the direction in which the wave 
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is traveling. Intensity, analogous to electrical power, equals the time average of 
the pro~uct of sound pressure and particle velocity, 

Imax = p----:U Wlm2 (Nim s) 

For the wave of Figs. 2.2 and 2.3, 

l 1T In:mx = lim - cos2 k(x - ct) dt 
T➔oo T O pc 

(2.22) 

(2.23) 

where I (0) Imax cos 0, 0 being the angle between the direction of travel of the 

wave and a line perpendicular to the plane of the umt area through which the 
flow of sound power is being determined. 

Let T = oo be a time long enough that Imax has reached its asymptotic value 
within experimental error. 

Because the tnne average of the cosme 1s zero, 

2 

In:mx = = p~ W /m2 

2pc pc 
(2.24) 

where Prms is the square root of the mean (time) square value of p(t), as can be 
demonstrated by finding lpc from,Eq. (2.24) and Wis watts. 

Backward-Traveling Plane Wave 

A backward-traveling plane wave may be produced by mterchangmg the source 

and termmation of Fig. 2.2. The wave now travels in the -x direction and is 
described by 

p(x, t) = Pr cos k(x + ct) Pa (2.25) 

Companson of Eqs. (2.18) and (2.25) show that, if the two vanables x and ct 

are separated by a negative sign, the wave travels in the positive direction, and 
if the two vanables are separated by a positive sign, the direction reverses. 

The four "snapshots" of Fig. 2.4 illustrate the backward-traveling wave. Allow

mg your eyes to jump from (a) to (b) to (c) to (d) and following the movement 
of + PL from right to left convinces one that this is true. 

One-Dimensional Spherical Wave 

Sound Pressure. The equation for the sound pressure associated with a free
progress1ve, sphencally traveling sound wave, produced as shown m Fig. 1.2 in 
Chapter 1, IS 

p(r, t) 
A 
- cos k(r - ct) Pa 
r 

(2.26) 

where A 1s an amplitude factor with dimension newtons per meter. Because the 

sign between r and ct is negative, the wave is traveling outward in the positive 
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t • ( n + 3/4) T 

·;u I i iJJ 11 uJ 11 tu 1 1 i r 'i,, 
FIGURE 2.4 Graphs showing sound pressure m a plane free-progressive wave travel

mg from right to left at 20 equally spaced axial locations at four instants of time t. The 

wave is produced by a source at the right (or by bemg reflected from a boundary at the 

nght) and travels to the left with a speed c. The period T 1s defined as for Fig. 2.3. Back

ward-traveling wave: p(x, t) PL cos[k(x+ct)]; k = 2:ir /'A = 2:ir /(c7') 2:rtf /c = w/c. 

r direction. In a spherical wave, the pressure amplitude is mversely proportional 

to the radial distance r 

Particle Velocity. The particle velocity for a spherical wave, using Eq. (2.20a) 

with r substituted for x, is 

u(r, t) 1 / [A . A -- -k sm k(r - ct)+ 2 cos k(r 
p r r 

ct)Jdt 

1 [-kA. = -- -- cos k(r 
p kcr 

ct) 
A 

-
2
-sin k(r 

r kc 
ct)] 

or 

k(r - ct) [1 + k~ tan k(r ct)] 
A (2.27) u(r, t) = cos 

per 

For large values of kr, 

u(r, t) = (2.28) 
pc 
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For very small values of kr, k2r2 « 1, 

. A 
u(r, t) = -k 

2 
sin k(r - ct) 

per 

p(r, t) 0 

,;,, --L90 re phase of p(r, t) 
pckr 

(2.29) 

Equations (2.27) and (2.29) show that as one approaches the center of a spher

ical source, the sound pressure and particle velocity become progressively more 

out of phase, approachmg 90° m the limit. 

Intensity. For a freely traveling spherical wave, Eq. (2.26) states that for all 

values of r, the sound pressure vanes as 1/r. Because u p / pc [Eq. (2.28)] for 

the case k2r 2 » 1, we can write for all values of r that 

p;,5 at r 
I max at radius r = 

pc 
W/m2 

2.3 SOUND POWER OUTPUT OF ELEMENTARY RADIATORS 

Monopole (Radiating Sphere) 

(2.30) 

The total power WM radiated from a simple source, a pulsatmg sphere, called a 

monopole, is given in Table 2.1, ~here 

where Qs = source strength,= 4:,ra2 vr, m3/s 

fir peak value of velocity of sinusmdally pulsating surface, mis 
a = radius of pulsating sphere, m 
k 2:,rfjc, m-1 

pc = charactenstic impedance of gas, 406 mks rayls (N . s/m3) for air 

at normal room temperature and atmospheric pressure 

Dipole (Two Closely Spaced Monopoles)2 

By definition, two monopoles constitute a dipole when (kd)2 « 1 and when 

they vibrate 180° out of phase. A dipole has a figure-eight radiation pattern, with 

minimum radiation in the direction perpendicular to a line connecting the two 

monopoles. The total sound power, WD, radiated is given in the second row of 

Table 2.1, where Q,, Vr, a, k, and pc are as given above and 

where d = separation between monopoles, m 

Oscillating Sphere3•4 

An oscillating sphere is defined as a ngid sphere moving axially, back and forth, 

around its rest position. The total power, W0 s, radiated is given in the third row 

of Table 2.1, pc and k are as defined for a monopole, and 

where 1\ peak back-and-forth velocity, mis 
a = radius of oscillatmg sphere, m 

<l) 

0 

f 

ti 

,;:a .., 
0.. 

II 
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Baffled Piston5 

An axially vibrating diaphragm in an infinite plate 1s called a baffled piston. The 
total power radiated to one side of the rigid wall, WBP, is given in the fourth row 
of Table 2.1, both for the case of a piston whose radius is small compared to a 
wavelength, ka « 1, and vice versa, ka » I, where 

where i\ = peak axial velocity of piston, mis 
a = radius of piston, m 

The other quantities are as defined above. 

2.4 INTERFERENCE AND RESONANCE 

The sound pressure and incremental density in a sound wave are generally very 
small m comparison w1th the equilibrium values on which they are superposed. 
This is certainly true for speech and music waves. As a result, it is possible in 
such acoustical situations to determine the effect of two sound waves in the same 
space by simple linear addition of the effects of each sound wave separately. This 
is a statement of the principle of superposition. 

In the previous section we presented a series of spatial snapshots for plane 
sound waves traveling to the right (Fig. 2.3) and to the left (Fig. 2.4). According 
to the pnnciple of superposition, the effect of the sum of these two waves will . 
be the sum of their effects, which" we can see graphically by adding Figs. 2.3 
and 2.4. The result is shown in Fig. 2.5, where we have set the amplitude of 
the forward-traveling wave PR equal to the amplitude of the backward-traveling 
wave PL. 

The interference of the two waves has produced a surprismg change. No 
longer does the sound pressure at one place occur to' the nght or to the left of 
that place at the next instant. The wave no longer travels; it is a standing wave. 
We see that at each point m space the sound pressure vanes smusoidally with 
time, except at the points x = ¼}.. and ¾A, where the pressure is always zero. The 
maximum value of the pressure variation at different points is different, being 
greatest at x = 0, x = ½1, and x A. The sound pressures at the points between 
the points x = ¼A and x ¾A always vary together, that is, increase or decrease 
in phase. At the same times the sound pressures for the points to the left of 
x ¼.11. and to the right of x = ¾A decrease or increase together (in phase). Thus 
all pressures are in time phase in the standing wave, but there 1s a space differ
ence of phase of 180° between the sound pressures at the points at x = 0 and 
X ½1. 

Remembenng that PR = PL P, that 1s, that the amplitude of the wave trav-
eling to the right 1s equal to the amplitude of the wave traveling to the left, we 
find that the sum of the two waves 1s 

p(x, t) = P cos[k(x - ct)]+ P cos[k(x + ct)] 

= 2P(cos kx)(cos 2rrf t) Pa (2.31) 
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FIGURE 2.5 Graphs givmg sound pressure in a plane standing wave at 20 places m 
space at four instants of time t. The wave is produced by two sources equal in strength 
at the nght and left of the graphs ( or the source is a perfectly reflecting boundary 
that sends back a wave of equal amplitude to that produced by the source on the left). 
Standing wave: p(x, t) 2P(coskx)(cos2rrft), where k is the wavenumber. 

From Eqs. (2.18), (2.20), and (2.31) we see very clearly the differences 
between a standing and a traveling wave. In a traveling wave distance x and 
time t occur as a sum or difference in the argument of the cosine. Hence, for the 
traveling wave, by adjusting both time and distance (according to the speed of 
sound) m the argument of the cosllle, we can always keep the argument and thus 
the magnitude of the cosine the same. In Eq. (2.31) distance and time no longer 
appear together m the argument of a smgle cosine. So the same sound pressure 
cannot occur at an adjacent pomt in the space at a later time. 

Standing waves will exist in any regular enclosure. In a rectangular room, for 
example, three classes of standing waves may exist (see Chapter 6). One class 
includes all waves that are perpendicular to one pair of opposing walls, that 1s, 
that travel at grazmg incidence to two pairs of walls, the (nx, 0, 0), (0, ny, 0), (0, 
0, nz) modes of vibration. A second class travels at grazing incidence to only one 
pair of walls, the (nx, ny, 0), (nx, 0, nz), (0, ny, nz) modes of vibration. A third 
class involves all walls at oblique angles of incidence, the (nx, ny, nz) modes of 
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vibration. Each free-standing wave in an acoustical space is called a normal mode 
of vibration, or simply a resonance. The frequencies at which resonant stan<ling 
waves can exist are related to the separation between the reflecting surfaces. For 
example, the lowest frequency for a resonant standing wave m a one-dimensional 
system consisting of two rigid parallel walls is given by 

where f = lowest frequency for resonant standing wave, Hz 
c = speed of sound, mis 
d distance separating two reflecting surfaces, m 

(2.32) 

Resonant standing waves can also exist at every mtegral multiple of this 
frequency. That is to say, 

nc 
f = 

2
d Hz (2.33) 

where n 1s an 1, 2, 3, ... 

2.5 IMPEDANCE AND ADMITTANCE 

Reference to Eqs. (2.18) and (2.21) reveals that the magnitudes of sound pressure 
and particle velocity are directly pi:oportional to each other. Also, in the special 
case of plane-wave sound propagation, the time dependence of sound pressure 
1s exactly the same as the time dependence of particle velocity, and at any point 
in the wave there 1s. no phase difference between the two quantities. Thus, in a 
plane sound wave the ratio of sound pressure to particle velocity at all mstants 
of time 1s a constant equal to pc. 

In general, however, for linear (small-signal) acoustical phenomena m the 
steady state, there is a difference m the time functions of sound pressure and 
particle velocity, leading to a phase difference of one relative to the other. Thus, 
at any point the particle velocity may lead or lag the sound pressure. In many sit
uations, both the ratio of the magmtudes and the relative phase may be functions 
of frequency. 

In several of the chapters that follow, it is convenient in acoustical <lesion 
to avoid separate consideration of steady-state sound pressure and steady-s~e 
particle velocity ( or other quantities that may be derived from them, such as force 
and volume velocity) and instead to deal with either one and with their complex 
rat10, as defined below. 

Complex Notation 

The foundations for the designation of steady-state signals with the same free 
quency but different phases by complex notation are expressed in the identities 

[Al cos(r.vt + 01) Re (2.34) 

IMPEDANCE AND ADMITTANCE 

where [Al = amplitude of cosine function 
01 phase shift at time t = 0 

Re "real part of' 

J=H 
and 

We note also that 

so that 

+ iArm = IAI 

ej0 cos&+; sin& 

ARe = IA[ cose 

Ahn IA[ sine 

39 

(2.35) 

(2.36) 

(2.37) 

(2.38) 

(2.39) 

(2.40) 

These equations say that a cosinusoidal time-varying function, given by the left. 
hand side of Eq. (2.34), can be represented by the real-axis projection of a vector 
of magnitude [Al given by Eq. (2.36), rotating at a rate r.v radians per second. 
The angle 01 1s the angle of the vector (in radians) relative to the positive real 
axis at the instant of time t = 0. 

We might therefore express a time-varymg steady-state sound pressure or
force by 

(2.41) 

Also, a time-varymg steady-state velocity or volume velocity ffilght be 
expressed by 

Definitions of Complex Impedance 

Complex Impedance Z. In general, complex impedance is defined as 

and 

where 

IAI ej(wt·Hh) 

IBI ej(wt+E½l 

Ze2:R+JX JR2 +x2 ei0 1ZJej0 

= complex impedance as given above 
A steady-state pressure or force 

(2.42) 

(2.43) 

(2.44) 
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B • steady-state velocity or volume velocity 
IZI = magmtude of complex impedance 
e = phase angle between the time functions A and B, = 81 02 

R, X = real and unagmary parts, respectively, of complex impedance Z 
R resistance, Re Z 
X reactance, Im Z 

Often IA I and I BI are taken to be therms values of the phenomena they represent, 
although, if so taken, a factor of .Ji must be added to both sides of Eq. (2:34) 
to make them correct in a physical sense. Whether amplitudes or rms values are 
used makes no difference m the impedance ratio. 

Complex impedances are of several types, according to the quantities involved 
in the ratios. Types common in acoustics are below. 

Acoustical Impedance ZA• The acoustical impedance at a given surface S 1s 
defined as the complex rat10 of (a) sound pressure averaged over the surface to 
(b) volume velocity through 1t. The volume velocity U uS. The surface may 
be either a hypothetical surface in an acoustical medium or the moving surface 
of a mechanical device. The unit is N s/m5, also called the mks acoustical ohm. 
That 1s, 

ZA = i N · s/m5 (mks acoustical ohms) (2.45) 

Specific Acoustical Impedance Zs. The specific acoustical impedance is 
the complex ratio of the sound pressure at a point of an acoustical medium or 
mechamcal device to the particle velocity at that point. The unit 1s N s/m3, also 
.called the mks rayl. That is, 

Zs = !?_ N , s/m3 (mks rayls) 
u (2.46) 

Mechanical Impedance ZM. The mechanical impedance is the complex ratio 
of the force acting on a specific area of an acoustical medium or mechamcal 
device to the resulting linear velocity through or of that area, respectively. The 
umt 1s the N s/m, also called the mks mechanical ohm. That is, 

N s/m (mks mechanical ohms) (2.47) u 

Characteristic Resistance pc. The characteristic resistance 1s the ratrn of the 
sound pressure at a given pomt to the particle velocity at that point in a free, plane, 
progressive sound wave. It IS equal to the product of the density of the medium 
and the speed of sound in the medium (pc). It is analogous to the characteristic 
impedance of an infinitely long, dissipationless transnussion line. The unit 1s the 
N s/m3

, also called the mks ray 1. In the solution of problems m this book we 
shall assume for air that pc 406 mks rayls, which is valid for a temperature 
of 22°C (71.6°F) and a barometric pressure of 0.751 m (29.6 in.) 
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Normal Specific Acoustical Impedance Zsn• At the boundary between air 
and a denser medium (such as a porous acoustical material) we find a farther defi
nitrnn necessary, as follows: When an alternatmg sound pressure p 1s produced at 
the surface of an acoustical material, an altematmg velocity u of the air particles 
is produced through the surface. The to-and-fro motions of the air particles may 
be at any angle relative to the surface. The angle depends both on the angle of 
mc1dence of the sound wave and on the nature of the acoustical material. For 
example, if the material is porous and has very low density, the particle veloc
itv at the surface is nearly m the same direction as that in which the wave is 
p;opagating. By contrast, if the surface were a large number of small-diameter 
tubes packed side by side and onented perpendicular to the surface, the particle 
velocity would necessarily be only perpendicular to the surface. In general, the 
direction of the particle velocity at the surface has both a normal (perpendicular) 
component and a tangential component. 

The normal specific acoustical impedance (sometunes called the umt-area 
acoustical impedance) 1s defined as the complex ratio of the sound pressure 
p to the normal component of the particle velocity Un at a plane, m this example 
at the surface of the acoustical matenal. Thus 

N. s/rn3 (mks rayls) (2.48) 

Definition of Complex Admittance 

Complex adnuttance is the reciprocal of complex impedance. In all ways, it 
1s handled by the same set of rules as given by Eqs. (2.34)-(2.44). Thus, the 
complex admittance corresponding to the complex impedance of (2.43) is 

y B IBI jih ;___:_e ___ = IYI ei<I> 
IAI e1th 

(2.49) 

where IYI = 1/IZI 
ef>= -0 

The ch01ce between impedance and admittance is sometimes made according to 
whether !Al or IBI 1s held constant dunng a measurement. Thus, if IBI is held 
constant, IZI is directly proportional to !Al and 1s used. If !Al is held constant, 
!YI is directly proportional to !Bl and 1s used. 
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Data Analysis 
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For studies related to n01se and vibration control engineering, the analysis 
of measured acoustical n01se and/or vibration data may be accomplished 
with a number of goals in mind. The most important of these goals can 
be divided into four broad categories: (a) an assessment of the severity of 
an environment, (b) the identification of system response properties, (c) the 
identification of sources, and (d) the identification of transmission paths. The first 
goal is commonly accomplished usmg one-third-octave-band-level calculations, 
or perhaps frequency-weighted overall level measurements, as described in 
Chapter l. The other goals often require more advanced data analysis procedures. 
Followmg a brief discussion of the general types of acoustical and vibration 
data of common interest, the most important data analysis procedures for 
accomplishing goals (b)-(d) are outlined, and important applicatmns of the 
results from such analyses are summarized. Because of the broad and mtricate 
nature of the subject, heavy use of references 1s employed to cover details. 

3.1 TYPES OF DATA SIGNALS 

Acoustical and vibration data are commonly acquired in the form of analog time 
history signals produced by appropriate transducers (details of acousucal and 
vibration transducers and signal conditioning eqmpment are available from the 
data acquisition. documents listed in the Bibliography and the literature published 
by acoustical and vibration measurement system manufacturers). The signals are 
generally produced with the units of volts but can be calibrated mto appropriate 
engineering units (g, mis, Pa, etc.) as required. From a data analysis viewpoint, 
it is convenient to divide these time history signals into two broad categones, 
each with two subcategones, as follows: 

1. Deterministic data signals: (a) steady-state signals; (b) transient signals. 
2. Random data signals: (a) stationary signals; (b) nonstationary signals. 
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CHAPTER3 

Data Analysis 

ALLAN G. PIERSOL 

Piersol Engineering Company 
Woodland Hills, California 

For studies related to noise and vibrat10n control engmeering, the analysis 
of measured acoustical noISe and/or vibrauon data may be accomplished 
with a number of goals in mind. The most important of these goals can 
be divided into four broad categories: (a) an assessment of the severity of 
an envrronment, (b) the identification of system response properties, (c) the 
identification of sources, and (d) the identification of transmission paths. The first 
goal is commonly accomplished usmg one-third-octave-band-level calculations, 
or perhaps frequency-weighted overall level measurements, as described in 
Chapter 1. The other goals often require more advanced data analysis procedures. 
Following a bnef discussion of the general types of acoustical and vibration 
data of common mterest, the most important data analysis procedures for 
accomplishing goals (b)-(d) are outlined, and important applications of the 
results from such analyses are summanzed. Because of the broad and mtncate 
nature of the subject, heavy use of references is employed to cover details. 

3.1 TYPES OF DATA SIGNALS 

Acoustical and vibration data are commonly acquired in the form of analog time 
history signals produced by appropriate transducers ( details of acoustical and 
vibration transducers and signal conditiomng equipment are available from the 
data acquisition,documents listed m the Bibliography and the literature published 
by acoustical and vibration measurement system manufacturers). The signals are 
generally produced with the units of volts but can be calibrated mto appropriate 
engineenng units (g, mis, Pa, etc.) as required. From a data analysis viewpomt, 
it is convenient to divide these tlffie history signals mto two broad categories, 
each with two subcategories, as follows: 

1. Deterministic data signals: (a) steady-state signals; (b) transient signals. 
2. Random data signals: (a) stationary signals; (b) nonstanonary signals. 
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Deterministic Data 

Deterministic data signals are those for which 1t 1s theoretically feasible to 
determme a mathematical equation that would predict future time history values 
of the signal (within reasonable expenmental error), based upon a knowledge 
of the applicable physics or past observations of the signal. The most common 
type of deterministic signal, called a periodic signal, has a time history x (t) that 
exactly repeats itself after a constant time interval Tp, called the period of the 
signal; that is, 

(3.1) 

The most common sources of penodic acoustical and vibration signals are con
stant-speed rotating machines, mcluding propellers and fans. Ideally, such signals 
would have only one dominant frequency, allowmg them to be represented by a 
simple sine wave. However, it is more likely that the penodic source will produce 
a complex signal that must be described, usmg a Fourier senes representation, 1 

by a collection of harmomcally related sine waves, as illustrated in Fig. 3.1. In 
any case, penodic signals are called steady state because their average properties 
(n1ean value, mean-square value, and spectrum) do not vary with time. 

There are steady-state acoustical and vibration signals that are not rigorously 
penodic, for example, the data produced by a collection of independent (unsyn
chroruzed) periodic sources, such as the propellers on a mult1engine propeller 
airplane. Such nonperiodic steady-state signals are referred to as almost penodic. 
Most nonperiodic deterministic signals, however, are. also not steady state; that 
1s, therr average properties change with time. An important type of time-varying 
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FIGURE 3.2 Time history and Fonner spectrum for deterministic transient signal. 

signal 1s one that begms and ends w1thm a reasonable measurement time interval. 
Such signals are called transient signals. Examples of deterministic transient sig
nals include well-controlled impacts, sonic booms, and aircraft landing loads. 
Such data can be described, using a Founer integral representation, 1 by a contin
uous spectrum, as illustrated for an exponentially decaymg oscillation in Fig. 3.2. 

Random Data 

Random acoustical and vibration data signals may be broadly defined as all sig
nals that are not deterministic, that is, where it is not theoretically feasible to pre
dict future time history values based upon a knowledge of the applicable physics 
or past observations. In some cases, the border between determirustic and random 
signals may be blurred. For example, the pressure field produced by a high-speed 
fan at its blade passage rate with a uniform inflow would be detenrumstic, but 
turbulence in the mflow would introduce a random property to the pressure sig
nal. In other cases, the data will be more fully random in character ( sometimes 
called "strongly rmxed"). Examples include the pressure fields generated by fluid 
dynamic boundary layers (flow noise), the loads produced by atmospheric tur
bulence, and the acoustical noise caused by the exhaust gas rmxing from an air 
blower. These sources of acoustical and vibration signals cover a wide frequency 
range and have totally haphazard time histones, as illustrated in Fig. 3.3. 

When the mechanisms producmg random acoustical or vibration data are 
time invariant, the average properties of the resulting signals will also be time 
invariant. Such random data are said to be stationary. Unlike steady-state deter
rmnistic data, stationary random data must be described by a continuous spectrum. 
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FIGURE 3.3 Time h:!story for stationary random 
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FIGURE 3.4 Time history for nonstationary random signal. 

x(t) 

Time 

FIGURE 3.5 Time history for stochastic transient signal. 

Furthermore, because of the probabilistic character of the data, the measurement 
of the spectrum and all other signal properties of interest will mvolve statistical 
sampling errors that do not occur m the analysis of determmistlc signals. These 
statistical errors will be surnmanzed later. 

If the average properties of random signals vary with translatrnns in time, 
the signals are said to be nonstat1onary. An illustration of nonstationary data is 
shown in Fig. 3.4. Although there is a well-developed theoretical methodology 
for the analysis of arbitrary nonstat10nary signals, 1 the analysis procedures often 
require more data than are commonly available and further involve extensive.and 
complex computer calculations. An exception is a special class of nonstationary 
signals, called stochastic transients, that begin and end within a reasonable mea
surement time mterval. Common sources of stochastic transients are hard nnpact 
loads and pyrotechnic devices. An illustration of a stochastic transient signal is 
shown in Fig. 3.5. Such data can be analyzed by procedures similar to those used 
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to describe determimstic transients discussed earlier, except now there will be a 
statistical sampling error problem that must be addressed. 

3.2 MEAN AND MEAN-SQUARE VALUES 

The most rudimentary measures of any steady-state or stationary data signal are 
the mean value and the mean-square (ms) value (or variance), which provide 
single-valued descriptions of the central tendency and dispersion of the signal. 
Mean and ms values of signals can be measured using either digital computations1 

or analog instruments.2 Hence, appropnate algonthms are presented for both 
digital and analog analysis procedures. 

Mean Values 

For acoustical and vibration signals, the mean value 1s commonly zero, simply 
because most transducers used for acoustical pressure and vibration acceler-at10n 
measurements do not sense static values. However, if a transducer is used that 
senses static values and the central tendency of the signal is of interest, the mean 
value for a time history measurement, x(t), of duration Tr is computed by 

l 1T, mx=- x(t)dt 
Tr o 

(3.2a) 

For digital data with a sampling interval of t,,.t, x(t) x(n t,,.t), n = 1, 2, , N, 
and the mean value is computed by 

1 N 

mx = N Lx(n l::.t) (3.2b) 
n=l 

The mean value mx m Eq. (3.2) has umts of volts and is essentially the quantity 
computed by a direct current (DC) voltmeter. If the data signal 1s periodic, the 
calculation in (3.2) will be accurate as long as T, (or N t,,.t) is an integer 
multiple of the penod Tp. For random data, the calculation will involve a statisti
cal sampling error that 1s a function of T, ( or N) and the spectral charactenstics 
of the signal,1 to be discussed later. 

Mean-Square Values 

The ms value of a steady-state or stationary acoustical or vibration signal x(t) 
[or a digitized signal x(n t,,.t)] is defined by 

(3.3) 

The ms value Wx in Eq. (3.3) has the uruts of volts squared, which is proportional 
to power or power per umt area, and hence Wx is often referred to as the overall 
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"power" or "intensity" of the acoustical or vibration signal. If the mean value 
of the signal is zero, the ms value in Eq. (3.3) is equal to the variance of x(t), 
defined as 

I 1T, I N 
s; = - [x(t) - J-lxJ2 dt = - L [x(n f:::.t) - J-lxJ2 

4 o N 
n=I 

(3.4) 

where J-lx 1s the true mean value of the signal (mx as T, --+ oo ). The positive 
square roots of the quantities defined m Eqs. (3.3) and (3.4), w!12 and sx, are 
called therms value and the standard dev1at10n, respectively, of the signal x(t). 
Again, w;12 = Sx if the mean value of the signal is zero, as will be assumed 
henceforth. The value Sx m Eq. (3.4), or w;12 m Eq. (3.3) when /J,x = 0, is 
essentially the quantity measured by a true rms voltmeter (not to be confused with 
an alternating current (AC) voltmeter that employs a linear rectifier calibrated 
to measure the correct rms value for a sine wave and reads about 1 dB low 
when measuring random noise). As for mean-value calculations, the ms value 
calculat10n in Eq. (3.3) will be precise for penodic data if T, is an integer multiple 
of the period Tp- For random data, however, there will be a statistical sampling 
error that 1s a function of Tr ( or N) and the spectral characteristics of the signal, 1 

to be discussed later. 

Weighted Averages 

The averaging operation mdicated in Eqs. (3.2)-(3.4) IS a simple linear sum of 
prior values over a specific time interval. This type of average, referred to as 
an unweighted or linear average, is the natural way one would average any set 
of discrete data values and is the simplest way for a digital computer to cal
culate an average value. However, some acoustical and vibration data analyses 
are still performed using analog instruments, where a relatively expensive oper
at10nal amplifier 1s required to accomplish an unweighted average. Hence, the 
averagmg operation in analog instruments 1s commonly weighted so that 1t can 
be accomplished usmg inexpensive passive circuit elements.2 The most common 
averagmg circuit used by analog instruments 1s a simple low-pass filter consist
mg of a series resistor and shunt capacitor (commonly called an RC filter) that 
produces an exponentially weighted average. For a ms value estimate (assuming 
the mean value is zero), the exponentially weighted average estimate is given by 

1 11 
0 ( t - r) x~(r) exp --- dr 

K o \ K 
(3.5) 

where K = RC 1s the product of the nurnencal values of the resistance m ohms 
and capacitance m farads used in the averaging crrcmt. The term K has umts of 
time (seconds) and 1s referred to as the time constant of the averaging crrcnit. 
An exponentially weighted averaging circuit provides a continuous average value 
estimate versus time, which 1s based on all past values of the signal. It follows 

I 
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that after starting the average calculation, a period of time must elapse before 
the indicated average value is accurate. As a rule of thumb, when averaging a 
steady-state or stat10nary signal, at least four time constants (t > 4K) must elapse 
to obtam an average value estimate with an error of less than 2%. The error in 
question is a bias error. For the analysis of random data signals, there will also 
be a statistical sampling error, to be discussed later. 

Running Averages 

When the acoustical or vibration data of interest have average properties that 
are time varymg (nonstat10nary data), "running" tlllle averages are often used to 
describe the data. For the case of a ms value estimate, this could be accomplished 
by executing Eq. (3.3) repeatedly over short, contiguous time segments of dura
tion T « T,. Exponentially weighted averagmg is particularly convement for the 
computat10n of runnmg averages because 1t produces a contmuous average value 
estimate versus time. However, a near-continuous estimate can also be gener
ated using an unweighted average (as is more desirable for digital data analysis) 
by simply recomputing an average value every data-sampling interval bt rather 
than only at the end of the averaging time T. An illust1·ation of a runmng aver
age for the rrns value of typical nonstationary acoustical data measured near an 
airport during an aircraft flyover is shown in Fig. 3.6 (the measurement m this 
illustration is a frequency-weighted rms value called perceived noise level). 

The basic requirement in the computation of a running average is to select 
an averaging time T ( or averaging time constant K) that is short enough not 
to smooth out the time variations of the data property being measured but long 
enough to suppress statistical sampling errors m the average value estimate at 
any time (assuming the data are at least partially random in character). Ana
lytical procedures for selecting the averagmg time T that provides an optimum 
compromise between the smoothing and statistical sampling errors have been 
formulated, 1 but trial-and-error procedures coupled with experience will usually 
provide adequate results. Also, many of the simpler acoustical and vibration 
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FIGURE 3.6 Runmng average for weighted rms value of aircraft flyover noise. (Cour
tesy of Acoustic Analysis Associates, Inc., Canoga, Park, CA.) 
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measurement instruments used m the field have fixed averaging times ("fast" and 
"slow" averaging circuits) built into the instrument.2 

Statistical Sampling Errors 

As mentioned earlier, there are no fundamental errors ( other than mstrument 
and calibration errors) associated with the calculation of mean and ms values of 
periodic data signals, assuming the averaging time is an mteger multiple of the 
penod of the signal. For random data signals, however, there will be a statistical 
sampling error due to the fact that the record duration and averaging time can 
never be long enough to cover all unique signal values. It 1s convement to describe 
this statistical sampling error in terms of a normalized standard deviation of the 
resulting estimate, called the normalized random error ( also called the coefficient 
of vanation). The normalized random error of an estimate, 0, for a signal property 
0 is defined as 

(3.6) 

where a[•] denotes the standard deviation as defined in Eq. (3.4) with Tr :-+ oo 
and the hat denotes an estimate. The interpretation of the normalized random error 
is as follows. If a signal property 0 is repeatedly estimated with a normalized 
random error of, say, 0.1, then about two~thirds of the estimates, 0, will be within 
±10% of the true value of 0 

The normalized random errors of the mean, ms, and rms value estimates are 
summarized in Table 3.1.1 In these error equations, Bs is a measure of the spectral 
bandwidth of the data signal, defined as 1 

w2 
B - -----::-,,...----

s - ft G2(J) df 
(3:7) 

where w is the ms value and G(f) is the auto (power) spectrum of the data signal, 
to be addressed later. The error formulas in Table 3.1 are approximations that 
are valid for Er ::.5: 0.20. Note in Table 3.1 that the random error for mean-value 
estimates is dependent on the true mean (µ.,x) and standard deviation (ax) of the 
signal as well as the bandwidth (Bs) and averaging time (T or K). However, the 

TABLE 3.1 Normalized Random Errors for Mean, ms, and rms Value Estimates 

Signal Property 

Mean value, m x 

ms value, Wx 

rms value, w!12 

Normalized Random Error, Er 

Linear Averaging with 
Averaging Time T 

a-x /[µx (2BsT)Il2] 

l/(BsT) 112 

1/(4B,T)1l2 

RC Weighted Averagmg 
with Time Constant K 

O"x /[µx ( 4B,K)112
] 

1 / (2Bs K) 112 

l/(8B.K) 112 
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random error for ms and rms value estimates is a function only of the bandwidth 
and averaging time. 

Synchronous Averaging 

Periodic vibration and acoustical data signals produced by rotating machmery 
(including propellers and fans) are sometimes contaminated by additive, extra
neous noise such that the measured signal is x(t) p(t) + n(t), where p(t) is 
the penodic signal of interest and n(t) is the noise. In such cases, the s1gnal-to
n01se ratio of the periodic signal can be strongly enhanced by the procedure of 
synchronous averaging, 3 where the data record 1s divided into a collection of seg
ments x1(t), i L 2, ... , q, each starting at exactly the same phase angle during 
a period of p(t). The collecnon of segments can then be ensemble averaged to 
extract p(t) from the extraneous noise as well as other penodic components that 
are not harmonically related to p{t) as follows: 

l q 

p(t) ~ - LX;(t) 
q t=l 

(3.8) 

Synchronous averaging is illustrated in Fig. 3.7 for the pressure field generated 
in the plane of the propeller on the sidewall of a propeller airplane powered 
by a reciprocating engme. With 1000 ensemble averages (accomplished m less 
than 2 nun), the procedure extracts the propeller pressure signal cleanly from the 
engine and boundary layer turbulence noise. 

0 

(a) Time history ot overall pressure signal 
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(b) Time history ot synchronous averaged pressure signal; q 1000 
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F1GURE 3.7 Origmal and synchronous averaged time histories for pressure measure
ment on sidewall of propeller airplane. 
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The pnmary reqmrement for synchronous averaging is the ability to initiate 
new records at a desired mstant during a period of p(t). This is most effectively 
accomplished using a trigger signal that is a noise-free indicator of the phase 
during each period of p(t). For rotating machmes, a noise-free trigger signal is 
commonly obtained using either an optical detector or a magnetic pulse generator 
on the rotating element of the maclnne. The time base accuracy of the trigger 
signal determines the accuracy of the magmtude of the resulting synchronous 
averaged signal; that 1s, time base errors m the trigger signal cause a reduction 
in the indicated signal amplitude with mcreasing frequency. The s1gnal-to-no1se 
ratio enhancement for the synchronous averaged signal is given in decibels by 
10 log10 q, where q is the number of segments used in the ensemble-averaging 
operation3, 

3.3 SPECTRAL FUNCTIONS 

The ms value of a digital signal constitutes an overall measure of the "power" 
or "intensity" represented by the measured quantity, but much more useful infor
mation is provided by a frequency decomposition of the signal values. As noted 
in Chapter 1, the computation of rms values in one-third-octave bands 1s widely 
used for the frequency analysis of acoustical data and sometimes for vibration 
data as well. However, the more advanced signal-processing techmques needed 
for system, source, and path identificat10n problems require the computation of 
frequency spectra with a much finer resolution than one-third-octave bands. Fur
thermore, if the data are random in character, a frequency analysis in terms of 
power quanbties per unit frequency (hertz) greatly facilitates the desired evalua
tlons of the data signals. 

Prior to 1965, most analysis of acousbcal and vibration data signals, including 
the calculation of frequency spectra, was accomplished by analog instruments. 
Highly resolved frequency spectra were generally computed using narrow-band 
width analog filters, often employing mechanical elements such as resonant crys
tals or magnetostrictive dev1ces.2 Of course, narrow-bandwidth frequency spectra 
could also be computed, even at that time, on a digital computer using Fourier 
transform software, but the computations were time consuming and expensive 
because of the large number of data values needed to represent w1de-band\.v1.dth 
acousbcal and vibration signals. In 1965, this situation changed dramatically 
with the introduction of an algorithm for the fast computation of Fourier senes 
coefficients4 that reduced the required computer calculations by several orders 
of magnitude. Vanous versions of tlns algorithm have since come mto wide use 
and are generally referred to as fast Fonner transform (FFT) algonthms. The 
vast majority of all current narrow-bandwidth spectral analysis of acoustical and 
vibration data signals are performed usmg FFT algorithms. 

The FFT Algorithm 

Using lowercase letters for functions of time and uppercase letters for functions of 
frequency, the Fourier transform of a time lnstory signal, x(t), which is measured 
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over the time interval O ~ t T, is defined for all frequencies (both positive and 
negative) by 

X(f, T) 1T x(t)e-jluft dt (3.9a) 

In terms of a digital time senes of N data values where x(t) x(n t,,t), n = 
0, 1. , . , N - l (starting the indexing at n O 1s helpful in maintaining consis
tent relationships between time and frequency functlons), the Fourier transform 
may be wntten as 

N-l 

X(f, T) = X(k N) = t!,.t I>cn t!,.t) exp(-}277:fn t!,.t) (3.9b) 
n=O 

where the spectral components are generally complex valued and are defined 
only at N discrete frequencies give~ by 

k 
k t:,,J =-

N t!,.t 
k 0, 1, 2,. , N I (3.9c) 

The finite Fourier transform defined in Eq. (3.9), when divided by T ( or N t!,.t), 
essentially yields the conventional Founer series coefficients for a penodic func
tion under the assumpbon that the time history record x(t) is one period (or 
an mteger multiple of one period) of the periodic function bemg analyzed. The 
F · · 1 ouner components are unique only out to k = 2 N, that out to ,the frequency 
fk 1/(2 t!,.t), commonly called the Nyqmst frequency, fN, of the digitized sig
nal. The Nyquist frequency is that frequency for which there are only two sample 
values per cycle and, hence, aliasing will imtiate. 1 Comparing the digital result 
m Eq. (3.9b) with the analog for:nulatlon in Eq. (3.9a), the first ½N + 1 Fourier 
coefficients, from k = 0 to k = 2N, define the spectral components at nonnega
tive frequencies, while the last ½ N - 1 Fourier coefficients, from k = ½ N + 1 to 
k N - I, essentially define the spectral components at negative frequencies. 

The details of the vanous FFT algonthms are fully documented m the literature 
(see refs. I and 4 and the signal analysis documents listed in the Bibliography). 
It 1s necessary here only to note a few basic characteristics of the most common 
algonthm used for acoustical and vibration work, which is commouly referred to 
as the Cooley-Tukey algonthm 111 recognit10n of the authors of the 1965 paper4 

that imtiated the wide use of such algorithms: 

1. It is convenient to restnct the number of data values for each FFT to a power 
of 2, that is, N = 2P ,· where values of p 8 to p = 12 are commonly used. 

2. The fundamental frequency resolution of the Fourier components will be 
t:,,f 1/(N t!,.t). 

3. The Nyqui~t frequency where aliasmg will 1mtiate, denoted by JN, occurs 
at the k = 2N Fourier component, that is, fN 1/(2 t!,.t). 
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4. The first ½ N + 1 Fourier components up to the Nyquist frequency are 
related to the last ½N - 1 components above the Nyquist frequency by 
X(k) X*(N - k), k = 0, 1, 2, ... , N - l, where the asterisk denotes 
complex conjugate. 

5. The Fourier components defined only for positive frequencies (called 
a one-sided spectrum) are given by X (0), X (N /2), and 2X (k); k 
1, 2, , N /2 - 1. 

Line and Fourier Spectral Functions 

For deterministic signals that are penodic, a frequency decomposition or spectrum· 
of the signal is directly obtamed by computing the Fourier senes coefficients of 
the signal over at least one period of the signal using an FFT algorithm. Assuming 
the mean value equals zero, the one-sided spectra of Fourier components for a 
periodic signal, p(t), are given by 

P(f) = 2X(f, T) 
T 

f > 0 or k 
N 

1, 2, ... 2 1 (3.10) 

where X (f, T) 1s as defined in Eq. (3.9). The Fourier component magmtudes, 
IP(f)I, are usually plotted versus frequency in the form of a discrete-frequency 
spectrum (often called a line spectrum), as illustrated earlier m Fig. 3.lb. Of 
course, each Fourier component is0a complex number that defines a phase as well 
as a magmtude (the phases for the Fourier components in Fig. 3.1 are all zero). 
However, the phase information is generally retained only in those applications 
where there may be a need · to reconstruct the signal time history or determine 
peak values. 

Aliasing. Because of the aliasmg problem inllerent in digital spectral analysis, 1 

it is important to assure there are no spectral components in the data signal bemg 
analyzed above the Nyquist frequency [h-1 = 1/(2 6.t)] for the analysis. This 
can be guaranteed only when the analog signal is low-pass filtered pnor to the 
digitization to remove any spectral components that may exist in the signal above 
fN. The low-pass filters employed to accomplish this task are commonly referred 
to as antialiasing filters and should always be used for all spectral analysis. 

Leakage Errors and .Tapering. Ideally, m the anaysis of periodic data, the 
spectral computations should be performed over an exact integer multiple of one 
period to avoid truncation errors in the Fourier series calculation. In practice, 
however, the computations are often terminated at a time that is convenient for 
the FFT algorithm and not related to the exact period of the data. The result
mg truncation error leads to a phenomenon called side-lobe leakage1•5 that can 
severely distort the desired results. To suppress this leakage, it is common to 
taper the measured time history signal in a manner that forces the values at the 
start and finish of the measurement to be zero, so as to eliminate the discontinu
ity between the beginmng and ending data values. Numerous tapering functions 
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(often called "windows") have been proposed over the years,5 but one of the 
earliest and still most widely used is the cosine-squared taper (commonly called 
the Hanning window) given by 

TCt 
cos2

-
T 

(3.11) 

The FFT is then performed on the signal, y(t) = x(t)uh(t), rather than directly on 
the original measured signal, x(t). Leakage suppression can also be accomplished 
by equivalent operations in the frequency domam. 

For determirustic signals that are not periodic and further have a well-defined 
beginning and end (transients), a spectrum of the signal 1s directly obtained by 
computing the Fourier transform of the signal over the entire duration of the 
signal, again using an FFT algorithm (to obtain a one-sided spectrum, the actual 
computation is 2X(k !:::.f), k 1, 2,, ... N /2 - l. The Founer spectrum mag
nitude is plotted as a continuous function of frequency, as illustrated prev10usly 
in Fig. 3.2b. Similar to the spectra for periodic signals, there 1s also a phase 
function associated with Founer spectra, but 1t is generally retained only if the 
signal time history is to be reconstructed or peak values are of mterest. As long 
as the FFT computation is performed over a measurement durat10n that covers 
the entire duratrnn of the transient event, there is no side-lobe leakage problem 
in the analysis. 

As a final point on transient signal analysis, it should be mentioned that 
transient data signals, particularly those produced by short-duratJ.on mechanical 
shocks, are often analyzed by a technique called the shock response spectrum,6 

which essentially defines the peak response of a hypothetical collection of single
degree-of-freedom mechamcal systems to the transient input. The shock response 
spectrum can be a valuable tool for assessing the damagmg potential of mechani
cal shock loads on equipment but is not particularly useful for noise and vibration 
reduction applications. 

Auto (Power) Spectral Density Functions 

The autospectral density function (also called the "power" spectral density func
tion) provides a convenient and consistent measure of the frequency composition 
of random data signals. The autospectrum, denoted by GxxU), is most easily 
visualized as the ms value of the signal passed through a narrow-bandpass filter 
divided by the filter bandwidth, as illustrated m Fig. 3.8. In equation form, 

1 1T -- x 2(f, !::,.f, t) dt 
T 6.f o 

(3.12) 

where x(f, 6.f, t) denotes the signal passed by the narrow-bandpass filter with a 
center frequency f and a bandwidth !::,.f. To obtain the exact autospectral density 
function, the operations in Fig. 3.8 would theoretically be earned out in the limit 
as T -+ oo and !::,.f -+ 0 such that T !:::.f -+ oo. It is clear from Fig. 3.8 and 
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x(t)__. 
Narrow bandpass filter 

x(f.~f.t) 
Square 

wx(f,M). Divide Bandwidth, ~f and 
Center frequency, f Average by ~f 

FIGURE 3.8 Autospectral density function measurement by analog filtenng operations. 

Eq. (3.12) that the units of the autospectral density function are volts squared 
per hertz. 

The operat10ns shown in Fig. 3.8 represent the way autospectra were com
puted by analog mstruments2 prior to the introduct10n of FFT algonthrns and 
the transition to digital data analysis procedures. Today, with the ready availabil
ity of FFT hardware and software, the autospectral density function (at positive 
frequencies only) is estimated directly by1 

f>O (3.13) 

where Xi (f, T) is the FFT of x(t) computed over the 1th data segment of duration 
T, as defined in Eq. (3.9), and nd is the number of disJomt (statistically inde
pendent) data segments used m the calculation. To obtain the exact autospectral 
density function, the operations m ~q. (3.13) would theoretically be carried out in 
the limit as T ➔ oo and nd ➔ oo. As will be seen later, the number of averages 
nd determines the random error in the estimate, while the segment duration T for 
each FFT computation determines the resolution and, hence, a potential bias error 
in the estimate. The collection of disJomt data segments needed to estrmate a sta
tistically reliable autospectrum is usually created by dividing the total available 
measurement duration Tr into a sequence of contiguous segments of duration T, 
as illustrated in Fig. 3.9. It follows that nd = Tr/ T = t:.f T,, often referred to 
as the BT product of the estimate. It can be shown1 that Eq. (3.13) is equal to 
the result m Eq. (3.12) when the appropriate liID1ts are imposed, that is, when 
T ➔ oo and ,6.f ➔ 0 m Eq. (3.12) and T ➔ oo and nd ➔ oo in Eq. (3.13). 
Note that the autospectral density function is always a real number (there is no 
phase mformat10n associated with autospectra). 

x(t) 

0 T 2T 

FIGURE 3.9 Subdiv1s10n of measured time history mto nd contiguous segments. 
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A number of grooming operations are commonly employed to enhance the 
quality of autospectral density estimates. A few of the more important ones are 
as follows (see the noted references for details). 

Antialiasing Filters. As for periodic data analysis, to av01d aliasmg, it is impor
tant that the random signal bemg analyzed have no spectral values above the 
Nyqmst frequency, fN = l/(2 b.t). Hence, the analog signal must always be 
low-pass filtered prior to digitization fo suppress any spectral content that may 
exist above f N .1 

Tapering Windows. Since random data signals essentially have an infimte 
penod, there will always be a truncation error associated with the selected seg
ment duration T. Hence, tapering operations (wmdows) are commonly used m 
random signal analysis to suppress the side-lobe leakage problem. Of the numer
ous available tapering functions,5 the cosine-squared (Hanning) wmdow defined 
in Eq. (3.11) is the most widely used. 

Overlapped Processing. Although tapering operations on segments of the 
measu;ed signal are desirable to suppress leakage, they also increase the band
width of the effective spectral window associated with the analysis.5 If it is 
desired to maintain the same spectral window bandwidth with tapering that 
would have been achieved without tapering, the segment duration T for the 
analysis must be increased. However, assuming the total duration of the mea
surement Tr is fixed, this will reduce the number of disJomt averages nd and 
increase the random error of the spectral estlffiates. This mcrease m random 
error can be counteracted by computing the spectrum with overlapped seg
ments, rather than contiguous segments.7•8 A 50% overlap is commonly used 
in such cases. 

Zoom Transforms. As discussed earlier, FFT algorithms are usually imple
mented with a fixed number of data points. Hence once a desired upper frequency 
limit for an analysis (the Nyquist frequency f N) has been chosen, the resolution 
of the analysis, ,6.f, as defined in Eq. (3.9c), is also fixed. Situations often arise 
when the desired upper frequency limit and frequency resolut10n are not compat
ible with the number of data pomts used by the FFT computat10n. In these cases, 
a finer resolut10n for a given value of f N can be achieved usmg computation 
techniques referred to as zoom transform procedures. 1 The most common zoom 
transform techniques employ a complex demodulation calculation that essentially 
segments the frequency range of the signal into contiguous bands that are then 
analyzed separately. 

Cross-Spectral Density Functions. The solution of acoustical and vibra
tion control problems involving random processes is often facilitated by the 
identificat10n of a linear dependence (correlation) between two measurements 
at different locations. The basic parameter that defines the linear dependence 
between two measured random signals, x(t) and y(t), as a function of frequency 
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is the cross-spectral density function, which is estimated (at positive frequencies 
only) by1 

2 nd 

G xy (f) = T L x; (f, T) Y; (f, T) 
nd ,=l 

J>O (3.14a) 

where Xi (f, T) and Yi (f, T) are the FFTs of x(t) and y(t), respectively, com
puted over the ith simultaneous data segments of duration T, na is the number 
of disJoint records used m the calculation, and the asterisk denotes complex 
conjugate. As for autospectra, the exact cross-spectral density function would be 
obtained in the limit as T ➔ oo and nd ➔ oo. All of the computat10nal consider
ations and groonnng procedures discussed for autospectra apply to cross-spectra 
as well. Unlike the autospectrum, however, the cross-spectrum is generally a com
plex number that includes both magmtude and phase informat10n and, hence, may 
be denoted in complex polar notation as 

(3.14b) 

Coherence Functions 

For many applications, it 1s more convenient to work with a normalized version 
of the cross-spectral density function, called the coherence function (sometimes 
called coherency squared), which i's defined as1 

(3.15) 

The coherence function is a real-valued quantity bounded by zero and unity, 
that IS, 

(3.16) 

where a value of zero means there 1s no linear dependence and a value of unity 
means there is a perfect linear dependence between the signals x(t) and y(t) 
at the frequency f, A coherence value that is less than unity at one or more 
frequencies 1s usually indicative of one of the following s1tuat10ns9

: 

1. Extraneous noise is present m the measurements. 
2. The frequency resolution of the spectral estimates is too wide. 
3. The system relatmg y(t) to x(t) has time-dependent parameters. 
4. The system relating y(t) to x(t) is not linear. 
5. The output y (t) is due to other inputs besides x (t). 

By carefully designing an expenment to mimnnze the first four possible rea
sons for a low coherence, the fifth reason provides the basis for a powerful 
procedure to identify acoustical noise and/or vibrat10n sources. Specifically, if it 

I 
I 
I 
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is known that a constant-parameter linear system exists between a source and a 
receiver location, the source signal 1s measured with an adequate signal-to-noise 
ratio, and the spectra of the source and receiver signals are estimated with an 
adequate frequency resolution, then the coherence funct10n defines the fractional 
portion of the, receiver signal autospectral density that is due to the measured 
source signal. This 1s the basis for the coherent output power relationship, which 
is discussed and illustrated m Section 3.5. 

Statistical Sampling Errors 

There are no statistical sampling errors associated with the calculation of spec
tra for periodic signals, assuming the averaging time 1s an integer multiple of 
the period of the signal. The same is true of the calculation of Fourier spec
tra for deterrnimstic transient signals, assunnng the averaging time is longer 
than the transient. The calculation of spectral density quantities for random sig
nals, however, will involve a random sampling error, as discussed previously 
m Section 3.2. First-order approximations for these random errors in autospec
tra, cross-spectra, and coherence function estimates are summarized in Table 3.2.1 

The random errors are presented in terms of the normalized random error ( coeffi
cient of variation) defined in .Eq. (3.6), except for estimates of the cross-spectrum 
phase where the random error is given in terms of the standard deviation of the 
estimated phase angle in radians. 

Beyond the random errors, there 1s also a bias error problem in the estimation 
of spectral density functions that occurs at peaks and valleys in the estimates. 
This bias error 1s caused by the finite-resolution bandwidth used for the calcula
tions.' For auto- and cross-spectral density magnitude estimates, the bias error is 
approximated m normalized terms by1•9 

E [G(f)] = b[G(f)] = _! (t!,.f )2 
b G(f) 3 Br 

(3.17) 

where b[·] denotes the bias error incurred by estimating G(f) by Its biased value 
G(f), t!,.f 1s the frequency resolution of the analysis, and Br is the half-power
pomt bandwidth of a spectral peak m either GxxU) or [Gxy(f)[ at that frequency. 
There is no general bias error equat10n for coherence function estimates, but error 
relationships have been formulated for special cases.10 

TABLE 3.2 Normalized Random Errors for Autospectra, Cross-Spectra, and 
Coherence Function Estimates 

Signal Property 

Autospectral density function, Gxx (f) 
Cross-spectral density magnitude, I G xy (f) I 
Cross-spectral density phase, 0xy (f) 
Coherence function, y ;y (f) 

Normalized Random Error Er or 
Standard Deviat10n err 

Er = l/n~
12 

Er = l/[ndYx~(f)] 112 
, 

err= [1 - y;y(J)]'f2/[2ndy;Y(f)]l/2 

Er = [1 - Y;y(f)]/[O.5ndy;y(f)] 112 
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3.4 CORRELATION FUNCTIONS 

Certam n01se and vibration control problems that involve relatively wide 
bandwidth random data signals are beast addressed using time domain signal
processing procedures, as opposed to the frequency domain spectral analysis 
techniques discussed m the previous section. The basic calculation of interest is 
the correlation function between two random data signals, x(t) and y(t), which 
is estimated by 

1 LT-, 
-- x(t)y(t + r) dt 
T-r 0 

(3.18a) 

where r is a time delay. In digital notat10n, 

l N-r 

Rxy(r t:.t) = Lx[n f:.t]y[(n + r) f:.t] 
N-r 

(3.18b) 
n=l 

where r is a lag number corresponding to a time delay of r 1::,.t. The general 
quantity estimated m Eq. (3.18) 1s called the cross-correlation function between 
the signals x(t) and y(t). For the special case where x(t) y(t), 

1 iT-r 

T- r o 
x(t)x(t + r) dt (3.19) 

IS called the autocorrelation function of x(t). Note that for r 0, the autocor
relation function is simply Wx, the ms value of the signal. In both Eqs. (3.18) 
and (3.19), the estimated quantities will become exact in the limit as the averag
ing time T-,,. oo. For finite values of T, there will be a random sampling error 
in the estimates, to be discussed later. 

The correlation function 1s related to the spectral density function through a 
Founer transform, 1 

Gxy(/) = 2 I: Rxy(r)e-j2,..,;fr dr (3.20) 

Equation (3.20), often called the Wiener-Khmchine relationship, is the basis 
for computmg correlation functions m practice. Specifically, the spectral den
sity function is first computed by the FFf procedures outlined in Section 3.3. 
An mverse Fourier transform of the spectral density function is then computed 
to obtam the correlation function. Due to the remarkable efficiency of the FFT 
algorithm, this approach requires substantially fewer calculations than that needed 
to compute Eq. (3.18b) directly. However, due to the circular effects associated 
with the FFT algorithm, a number of special operations are needed to obtain 
correct results, as detailed in reference 1. 

Correlation Coefficient Function 

For many applications, it is more convenient to work with the normalized cross
correlation function between x(t) and y(t), called the correlation coefficient 

r 
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function, which is given by (assuming the mean value is zero) 

(3.21) 

The correlation coefficient function (sometimes called the squared correlation 
coefficient function) is similar to the coherence function, defined m Sect10n 3.3, 
in that it is a real-valued quantity bounded by zero and umty, that is, 

0 < p2 (r) < 1 
- xy - (3.22) 

where a value of zero means there is no linear dependence and a value of unity 
means there is a perfect linear dependence1 between x(t) and y(t) at the time 
displacement r. Hence, the correlation coe:ffi,cient function is interpreted much 
like the frequency domain coherence function discussed in Section 33, except 
the correlation coefficient function applies to the entrre frequency range of the 
two signals while the coherence function applies to specific frequencies. Also, 
from Eq. (3.14b), time delay mformation m the correlat10n coefficient function 
is related to the phase information in the cross-spectral density function by 

0(f) 2rrfr (3.23) 

Hence, the phase of the cross-spectrum can be valuable for extracting time delay 
information when the time delay is a function of frequency. 11 

Statistical Sampling Errors 

When applied to random data signals, the computation of correlation functions 
will involve a statistical sampling error. In terms of a normalized random error 
defined in Eq. (3.6), the error in a cross-correlation estimate can be approxi
mated by1 

(3.24) 

where Rxx(r) IS an estimate of RxxCr), Tr 1s the total measurement duratJ.on 
over which the computations are performed, and Bs is the smallest statistical 
bandwidth for the two data signals, as defined m Eq. (3.7). 

3.5 DATA ANALYSIS APPLICATIONS 

The applications for signal analysis in n01se and vibratJ.on studies are extensive 
and can become quite elaborate.9 However, as mentioned in the introduction 
to this chapter, there are three specific application areas of special mterest for 
noise and vibration control problems: (a) the identification of system response 
properties, (b) the identification of excitation sources, and (c) the identification 
of transnnssion paths. 
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Identification of System Response Properties 

The control of nmse and vibration Is often facilitated by the determinat10n of 
gain factors between excitation sources and receiver location responses. The 
fundamental measurement of interest here is the frequency response function 
(sometimes called the transfer function) between the two points of interest. Given 
an excitation source signal x(t) and a simultaneously measured response signal 
y(t), the frequency response function between the source and receiver signal is 
given by1 

(3.25a) 

where the auto- and cross-spectral density functions are as defined in Eqs. (3.13) 
and (3.14), respectively. The frequency response function IS generally a complex
valued quantity that 1s more conveniently expressed in complex polar notation as 

(3.25b) 

where the magnitude function I Hxy (f) I is the gam factor and the argument 4'xy (f) 
is the phase factor between x(t) and y(t). In the more advanced applications, 
such as normal-mode analysis, 12 both the gain and phase factor are needed. In 
many elementary applications, however, only the gam factor may be of interest. 

The normalized random error in frequency response magnitude (gam factor) 
estimates is approximated by1 ' 

(3.26) 

where Hxy(f) is an estimate of Hxy(f), Y;y(f) 1s the coherence function between 
the source and receiver signals, and nd is the number of disjoint averages used 
to compute the autospectra and cross-spectra from which the gain factor 1s cal
culated. The random error m frequency response phase estimates 1s the same as 
given for the phase of cross-spectral density estimates in Table 3.2. 

Like coherence function .estimates, the random error in a gain factor estimate 
approaches zero as the coherence function approaches umty, even for a small 
number of averages in the spectral density estimates. Hence, if the coherence 
function 1s large, the gain factor can be estimated with greater accuracy than the 
spectral density estimates used in its computation. 

There are several sources of bias errors in gain factor estimates,1•9 but the most 
significant 1s due to the frequency resolution bias error in the spectral density 
functions used to compute the gain factor, as given by Eq. (3.17). As a rule 
of thumb, if there are at least four spectral components between the half-power 
pomts of peaks in the spectral data, that is, if Eb[G(f)] < 0.02 in Eq. (3.17), 
then the bias error in the gain factor estimate should be negligible. 

As an illustration of the application of gain factor estimates, consider the exper
iment illustrated in Fig. 3.10, involving two vibration measurements made on a 
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F1GURE 3.10 Garn factor estimate for component in space vehicle payload. 

simulated spacecraft payload during a vibration test. One of the measurements 
is near the mounting pomt of the payload, and the other is on a critical pay
load element where vibration may adversely affect the payload performance. The 
gain factor clearly reveals a frequency region (around 110 Hz) where vibration 
at the mounting point is greatly magnified at the critical element of concern, 
due to a strong normal-mode response (resonance) of the payload at this fre
quency. It follows that efforts to reduce the vibration should be concentrated in 
this frequency region. 

Identification of Periodic Excitation Sources 

The identification of periodic acoustical and vibration excitations can usually 
be accomplished by a straightforward narrow-bandwidth spectr~l analysis plus a 
knowledge of the rpm of all rotating machinery producing the acoustical noise 
and/or vibration. This is illustrated in Fig. 3.11, which shows the spectrum for the 
vibration on the floor of a microelectronics manufactunng facility with extensive 
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FIGURE 3.11 Fourier spectrum of floor vibration m microelectronics facility. (Courtesy 
of BEN Laboratories, Inc., Canoga Park, CA.) 
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arr conditioning equipment. It is seen that the more intense spectral peaks in the 
vibration data can be directly identified with specific rotating machines simply 
through a knowledge of the rotational frequencies. Of course, this approach can- . 
not separate the vibration contributions of two rotating machines that operate at 
exactly the same frequency. However, as long as there is some difference in the 
rotational speed between two machines, say, l:,.g hertz, the contributions of the 
machines can theoretically be separated by a spectral analysis with a frequency 
resolution l:,.f that 1s less than l:,.g. In practice, 1t is desirable to have 

1 
l:,.f =- < 

T 3 
(3.27) 

where T is the segment duration for the spectral computation. Since the signals 
are penodic or almost periodic, there is no random error associated with the 
resulting spectral estimates. 

Identification of Random Excitation Sources 

When two or more sources of an acoustical and/or vibration environment are 
random m character and further cover essentially the same frequency range, the 
identification of the contributions of the individual sources is more difficult. If 
possible, the contribution of each source of exc1tat1on should be identified by 
turning off all but one of the sources so that the effects of each source can be 
measured individually. If this is not possible, then the prmc1ple of coherent output 
power rmght be applied. Specifically, measure the acoustical or vibration signal 
produced at the source location for each of a collection of q suspected sources, 
denoted by x;(t), i 1, 2, .. , q. For each individual source signal, simulta
neously measure the receiver signal y(t) and compute the coherence function 
between the ith source and receiver signals using Eq. (3.15). Under proper con
ditions, the autospectrum of the receiver signal due solely to the contribution of 
the ith source signal is given by 

(3.28) 

where G y:i (f) reads "the portion of the autospectrum of the receiver signal that is 
due only to the source signal x1(t)." Equation (3.28) 1s called the coherent output 
power relationship. If used properly, it can be a powerful tool for separatmg the 
contribut10ns of various possible sources of random excitation in acoustical noise 
and vibrat10n problems. The pnmary requirements for the proper application of 
the coherent output power relationship are as follows9• 

1. The candidate sources of exc1tat1on (or the responses in the immediate 
vicinity of the sources) must be measured accurately and with negligible 
measurement noise. However, since the coherence function is dimension

any type of transducer (pressure, velocity, acceleration, or displace
ment) can be used for the source measurements as long as It generates a 
signal that has a linear relationship with the excitation phenomenon. 
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2. The candidate sources must be statistically mdependent, and there must be 
no mterference (crosstalk) in the measurement of any one source due to 
energy propagating from the other sources; that is, the coherence functions 
among the measured source signals must all be zero. 

3. There must be no significant feedback or nonlinear effects between the 
candidate source and receiver signals. 

The normalized random error for coherent output power measurements is approx-
1IDated by1 

(3.29) 

where Gy:;(f) is an estimate of Gy:,(f), r?,,(f) is the coherence function between 
the ith source signal and the receiver s1gnai, and nd is the number of disjomt aver
ages used to compute the autospectra and cross-spectra from which the coherent 
output 1s calculated. It is clear from Eq. (3.29) that the number of disJoint records 
(and hence the total measurement duration, Tr = nd T) required for an accurate 
coherent output power calculation will be substantial when r;;(f) « 1, as will 
commonly occur if there are numerous independent sources contributing to y(t), 

A serious bias error can occur in coherent output power calculations due 
to time delays between the source and receiver signals that may arise when 
there is a substantial distance between the source and receiver measurement 
positions1•9•10•13 or the measurements are made in a reverberant enviromnent9•

14 

Since the two measurements are usually recorded and analyzed on a common 
time base, time delays between the source and receiver signals will cause a 
portion of the received signal to be uncorrelated with the source signal. These 
time-delay-induced bias errors can be suppressed by the use of precomputation 
delays or the selection of an appropriately long block duration T in the data 
analysis, as detailed m references 9, 13, and 14. 

To illustrate the coherent output power calculation, consider the experiment 
outlined in Fig. 3.12, where a panel section excited by a broadband random vibra
tion source radiates acoustical noise to a receiver rmcrophone. The autospectrum 
of the radiated noise, y(t), as seen by the receiver microphone with no other 

Background 
Noise 

Vibrating Panel 

• Drive 
Point 

Accelerometer, x(t) O 

@ Receiver Microphone, y ( t) 

FIGURE 3.12 Acoustical source identification experiment with radiating panel in back
ground noise. 
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FIGURE 3.13 Overall and coherent output power spectra for radiating panel m back
ground noise; (From Ref. 9 with the penmssion of the authors.) 

noise sources present, is shown by the thin solid line in Fig. 3.13. Statistically 
independent background noise is now mtroduced by a speaker to produce acous
tical energy with an overall value that is about 500 times more intense (27 dB 
higher) than the panel-radiated noise. The autospectrum of the total received 
microphone signal due to both the panel radiation plus the background noise is 
also shown in Fig. 3.13, by the heavy solid line. Finally, the coherent output 
power between the microphone and an accelerometer mounted on the panel is 
computed with the background noise present. This result is shown by the dashed 
line in Fig. 3.13. It is seen that the coherent output power calculation extracts 
the autospectrum of the radiated panel noise, as measured by an accelerometer, 
from the intense background noise with reasonable accuracy at most frequen
cies. The reason the procedure works in this example is that the radiated noise 
from the panel has a linear relationship with the panel motion measured by the 
accelerometer. Furthermore, smce the panel is driven from only one point, the 
vibration response at any one point on the panel is representative of the vibration 
at all points. 

Identification of Propagation Paths 

Another analysis of great importance m acoustical noise and vibration control 
problems is the identification of the physical path or paths by which energy from 
a source of excitation travels to a receiver location. For those cases involving 
broadband random energy that propagates in a nondispersive manner (with a 
frequency-independent propagation speed), such as airborne n01se, the identifi
cation. of propagation paths can often be accomplished by a cross-correlation 
analysis. Specifically, assume a source signal x(t) propagates in a nondispersive 
manner through r paths to produce a receiver signal y(t). For s1mplic1ty, further 
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assume the propagation paths have uniform (frequency-mdependent) gain factors 
denoted by H,, i = 1, 2, . , r, It follows that 

(3.30) 

where -r:,, i l, 2, .. , r, are the propagation times through each of the paths. 
Then, from Eqs. (3.18) and (3.19), 

(3 .31) 

In words, the cross-correlation function between the source and receiver signals 
will be a series of superimposed autocorrelation functions, each associated with 
a nondispersive propagation path and centered on a time delay equal to the 
propagation time along that path. Referring to Eq. (3.20), if the source signal has 
a wide bandwidth, these autocorrelation peaks will decay rapidly when -r: deviates 
from i; and will be sharply defined in the cross-correlation estimate, as illustrated 
in Fig. 3.14. Noting that the propagation time for each path is the rauo of distance 
to propagation speed, the physical path associated with each correlation peak 
can usually be identified from a knowledge of the length of the path and the 
propagation speed of the nondispersive waves m the medium forming the path. 
Finally, the portion of the receiver signal ms value that propagated through a 
specific path is proportional to the square of the magnitude of the correlation 
peak associated with that path. The normalized random error associated with the 
estimate of Rxy(i) in Eq. (3.31) is given by Eq. (3.24). 

For a cross-correlation analysis to be effective in identifying different nondis-
pers1ve propagation paths, several requirements must be met, as follows. 

l. The source x(t) must be a broadband random signal. 
2. The propagation paths must have reasonably uniform gam factors. 
3. The propagation time through each path must be different from all other 

paths. 

As a rule of thumb,9 the difference in the propagation times through any pair 
of paths must be l:,,_t > 1/ Bs, where Bs is the spectral bandwidth of the receiver 

Rxy('t) 

J 
't 

0 't1 = d1/C1 1:2= dz'C2 

FIGURE 3.14 Cross-correlation function between source and receiver signals with two 
nondispersive propagation paths. 
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signal, as defined in (3.7). As the spectral bandwidth becomes small, the 
peaks in the cross-correlation function spread, and the ability to identify peaks 
representing individual propagation paths dirmmshes. There are a number of other 
signal-processing operations that will enhance the ability to detect mdiv1duar 
propagation paths between two signals when the bandwidth is not wide.9 Also, 
the use of envelope functions generated by Hilbert transforms can further enhance 
such detections.1 Nevertheless, in the limiting narrow-band case where the source 
signal is a sine wave (or any periodic function), the identification of individual 
propagation paths cannot be achieved by any signal-processmg procedure no 
matter how large a difference there is between the propagation times through the 
various paths. 

To illustrate this application of cross-correlation analysis to a propagation 
path identification problem, consider the experiment shown in 3.15, which 
involves a speaker that produces acoustical noise with a bandwidth of approx
imately 8 kHz. Two microphones are used to measure the noise, one located 
in front of the speaker and another located 0.68 m from the speaker. There is 
a wall behind the receiver microphone that causes a back reflection producing 
a second path between the source and receiver microphones with a length of 
1.7 m. The computed cross-correlation funct10n between the source and receiver 
signals is shown in Fig. 3.16. It is seen that two maxima appear in the cross
correlation estimate at 2 and 5 ms. Noting that the speed of sound in air at room 

Source Reflecting Suriace 

0.68 m 0.51 m 

Microphone 1 Microphone 2 

FIGURE 3.15 Acoustical propagation path expenment with back reflection. 
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FIGURE 3.16 Cross-correlation function between two microphone signals with back 
reflection. (From Ref. 9 with the permission of the authors.) 
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temperature is about 340 mis, these two peaks clearly identify the direct path 
and the back reflection. The magnitude of the correlation peak corresponding to 
the back reflection is only about 40% of the magnitude of peak corresponding 
to the direct path, as would be expected due to spherical spreading loss; that is, 

the reflected path is 2.5 times longer than the direct path and, hence, should be 
about 8 dB lower in level. 

The cross-correlation analysis procedure often works well in multipath acous
tical problems where the propagation is in the form of longitudinal waves that are 
nondispersive. In structural vibration problems, there may also be some nondis
pers1ve longitudinal wave propagation, but most vibratory energy in structures 
propagates m the form of flexural waves, which are dispersive, 15 that is, the prop
agation velocity is a function of frequency. Also, flexural waves strongly reflect 
and/or scatter at locations where there are changes in either the matenal properties 
or the geometry of the structural path. These facts greatly complicate the detection 
of individual propagation paths in multipath structural vibration problems. Nev
ertheless, meaningful results can sometimes be obtained through the judicious 
use of bandwidth-limited cross-correlation analyses1•9 if the structural paths are 
reasonably homogeneous. 
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4.1 INTRODUCTION 

Noise control can be considered as a system problem, the system contaimng three 
major parts: the source, the path, and the receiver.1 

In any noise control problem, sound energy from the source or sources travels 
over a multiplicity of paths, both in solid structures and in air, to reach the 
receiver-an individual, a group of people, a rmcrophone or other instrument, or 
a structure that is affected by the noise. Three action words are associated with 
the source-path-receiver model: emission, transmission, and immission. Sound 
energy that is emitted by a noise source is transmitted to a receiver where it 
is imrmtted. Transmission is treated in Chapters 10, and 11. Immission 1s 
treated m Chapter 19. 

Sound pressure level 1s the physical quantity usually used to describe a sound 
field quantitatively because the ear responds to sound pressure. A sound-level 
meter may be used to readily measure the sound pressure level at the locat10n in 
the sound field occupied by the receiver. Therefore, the preferred descriptor of 
immission is the sound pressure level in decibels. However, the sound pressure 
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4.1 INTRODUCTION 

Noise control can be considered as a system problem, the system contaming three 
major parts: the source, the path, and the receiver.1 

In any noise control problem, sound energy from the source or sources travels 
over a multiplicity of paths, both in solid structures and in air, to reach the 
receiver-an individual, a group of people, a microphone or other mstrument, or 
a structure that is affected by the noise. Three action words are associated with 
the source-path-receiver model: emission, transmission, and immission. Sound 
energy that is emitted by a noise source is transmitted to a receiver where it 
is unmitted. Transm1ss10n 1s treated in Chapters 5-7, 10, and 11. Immiss1on 1s 
treated in Chapter 19. 

Sound pressure level 1s the physical quantity usually used to describe a sound 
field quantitatively because the ear responds to sound pressure. A sound-level 
meter may be used to readily measure the sound pressure level at the location m 
the sound field occupied by the receiver. Therefore, the preferred descnptor of 
imnnssion is the sound pressure level m decibels. However, the sound pressure 
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level by itself is not a satisfactory quantity to describe the strength of a noise 
source (emission) because the sound pressure level vanes with distance from the, 
source and with the acoustical environment in which the source operates. 

Two quantities are needed to describe the strength of a noise source, its sound 
power level and its directivity. The sound power level is a measure of the total 
sound power radiated by the source m all directions and is usually stated as a 
function of frequency, for example, in one-third-octave bands. The sound power 
level is then the preferred descriptor for the emission of sound energy by noise 
sources. The sound power level is usually expressed m decibels.• 

The directivity of a source is a measure of the vanation m its sound radia
tion with direction. Directivity 1s usually stated as a function of angular position 
around the acoustical center of the source and also as a function of frequency. 
Some sources radiate sound energy nearly uniformly m all directions. These are 
called nondirectional sources (see Fig. 4.1). Generally, such sources are small m 
size compared to the wavelength of the sound radiated. Most practical sources 
are somewhat directional (see Fig. 4.2); that is, they radiate more sound in 
some directions than m others. Measures of source directivity are presented m 
Sect10n 4.12. 

From the sound power level and directivity, it is possible to calculate the 
sound pressure levels produced by the source in the acoustical environment m 
which it operates. This 1s not an easy task, however, because the resulting sound 

, 

l .~··,: 

(al 

(bl 

FIGURE 4.1 Sound source that radiates uniformly in all directions: (a) sound source m 
free space; (b j same source in enclosure showmg reflections from mterior surfaces. Solid 
lines show the direct sound; dashed lines show the reflected (reverberant) sound. 

*Some industries have adopted the use of the bel, where 1 bel 10 dB, as the umt of sound power 
level to distinguish clearly between sound pressure level in decibels and sound power level m bels. 
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85 dB 

FIGURE 4.2 Sound source with directJ.ve radiation into free space. This behav10r 1s 

typical of equipment noise. 

pressure levels at points in the room depend not ouly on the characteristics of 
the source but also on the characteristics of the room itself. The sound energy 
from the source is reflected, absorbed, and scattered by the room boundaries, and 
some energy is transmitted through these boundaries to adjacent spaces. Thus, 
the same source could produce quite different sound pressure levels in different 
rooms or environments. This underscores the difference between emission and 
immission and illustrates why sound pressure level 1s not a good descriptor for 
noise emission from a source. Sound fields outdoors and in rooms are discussed 
in detail in Chapters 5-7. 

A source may set a nearby surface into vibration if it is rigidly attached to 
that surface, causing more sound power to be radiated than if the source were 
vibration isolated. Both the operating and mounting conditions of the source 
therefore influence the amount of sound power radiated as well as the directivity 
of the source. Nonetheless, the sound power level alone is useful for comparing 
the noise radiated by machines of the same type and size as well as by machines 
of different types and sizes; determining whether a machine complies with a 
specified upper limit of noise eII11ss1on; planning in order to determine the amount 
of transmission loss or noise control required; and engineering work to assist in 
developing quiet machinery and equipment. 

4.2 SOUND POWER LEVELS OF SOURCES 

Even though the sound power produced by a noisy machine is only a very small 
fraction of the total mechanical power that the machine produces, the range of 
sound powers produced by sources of practical interest is enormous-from less 
than a microwatt to megawatts. Shaw2 has estimated the radiation ratio of a wide 
variety of noise sources. 

A single-number descriptor for noise source emission 1s obtamed when the 
sound power as a function of frequency is weighted usmg the A-frequency 
weighting curve. The result is the A-weighted sound power (Table 1.4). The 
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FIGURE 4.3 Estimated values of A-weighted sound power versus mechanical power for 

various machines. The diagonal lines are lines of constant mechanoacoustical efficiency 

(sound power per mechanical power) m parts per million. The line labeled FAA Rule 

36 approx:lfilates 1975 noise levels for new aircraft .designs, while .the goal of a research 

program in progress at the time the figure was published is labeled NASA Quiet-Engme 
Program. 

radiation ratio 1s the ratio of the A-weighted sound power level of the source and 
the mechanical power., 

Estimates of the conversion ratio are shown in Fig. 4.3. The diagonal lines in 
the figure give conversion ratlqs rangmg from 10-3 to 10-7 . 

The sound powers of sources of practical interest cover a range of more than 

12 orders of magnitude. Hence,. it is convenient to express a sound power on a 
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loganthmic scale using an intemat10nally agreed-upon sound power, 10-12 W 

(watts), as the reference for the logarithm (see Chapter 1). The A-weighted sound 
power level* in decibels 1s defined as 

(4.1) 

where WA= A-weighted sound power 
LwA A-weighted sound power level, dB 

Wo reference sound power, internationally agreed upon as 10-12 W 

Consequently 
LwA 10 log WA+ 120 dB re 10-12 W (4.2) 

The A-weighted sound power level (LwA) is usually expressed in decibels 

but may be expressed in bels. Since there is an order-of-magnitude difference 
between sound power levels in bels (emission) and sound pressure levels m 
decibels (immiss1on), the ambiguity of expressing both emission and immiss10n 

values in decibels 1s avoided. Use of this convention is particularly important in 

dealing with the public. In many countries, people who are unfamiliar with the 

teclmical details of acoustics are unable to distinguish between different quant1t1es 

that are expressed m decibels. Nonetheless, noise control engineers and other 

practitioners in the field usually find it convenient to express sound power levels 
m decibels. 

Example 4.1. A sound source radiates an A-weighted sound power of 3 W, 
Find the A-weighted sound power level m decibels. 

Solution 

LwA 10 log 3 + 120 

= 4.8 + 120 = 124.8 dB re 10-12 W 

A level is a dimensionless quantity, and it 1s imperative that the reference be 
stated to avoid confusion. 

4.3 RADIATION FIELD OF A SOUND SOURCE 

Near Field, Far Field, and Reverberant Field 

Since the sound power enutted by a source must be determined by measurement 

of a field quantity such as sound pressure or sound mtensity (the sound energy 

*In the past. the A-weighted sound power level was sometimes designated by the term noise power 

emission level, abbreviated NPEL. This usage is no longer common. 
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flowing through a unit area in a unit time), it is important to understand the radia
tion field of a sound source when 1t 1s placed in vanous acoustical environments. 
The character of the radiation field of a typical noise source usually varies with 
distance from the source. In the vicinity of the source, the particle velocity is not 
necessarily in the direction of propagation of the sound wave, and an appreciable 
tangential velocity component may exist at any point. This is the ne:rr field. It is 
charactenzed by appreciable variations of the sound pressure with distance from 
the source along a given radius, even when the source is m a free unbounded 
space commonly referred to as a free field. Moreover, in the near field, the sound 
intensity is not simply related to the mean-square value of the sound pressure. 

The distance from the source to which the near field extends 1s dependent on 
the frequency, on a characteristic source dimens10n, and on .the phases of the 
radiating parts of the surface of the source. The charactensuc dimension ~ay 
vary with frequency and angular orientation. It 1s difficult, therefore, to estabhs.h 
limits for the near field of an arbitrary source with any degree of accuracy. It 1s 
often necessary to explore the sound field experimentally. . 

In the far field, the sound pressure level decreases by 6 dB for each doubling 
of the distance from the source, provided that either the source 1s in free space 
(no boundaries to reflect the sound) or the reverberant field has not yet been 
reached (see Fig. 4.4). In this free-field part of the far field, the particle velocity 
1s primarily m the direction of propagation of the sound wave. 

If the source 1s radiating inside qn enclosure, fluctuations of sound pressure with 
position are observed m the reverberant part of the far field, that is, in the region 

Reverberant 
. field 

Near Far 
field tiei 

3d8 per doubling of r 

-1ogr 

FIGURE 4.4 Vanation of sound pressure level in an enclosure along a radius r from a 
typical noise source. The free field, reverberant field, near field, and far field are shown. 
The free far field indicates the region where the sound pressure level LP decreases at 
the rate of 6 dB for each doubling of distance from the acoustical center of the source, 
although this regrnn 1s often very short In the reverberant far field, the sound pressure 
level in a hlghly reverberant room 1s constant. The lower edge of the shaded region 1s 

typical of sound fields in furnished rooms of dwellings and offices. 

!I 
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where the waves reflected from the boundaries of the enclosure are superimposed 
upon the direct field from the source (see Fig. 4.4). In a highly reverberant room in 
the region where the direct sound pressure from the source is considerably smaller 
than the contribution from the reflected sound, the sound pressure level reaches 
a value essentially independent of the distance from the source. This region may 
approximate an ideal diffuse field m which reflected eIJ.ergy propagates equally in 
all directions and the sound energy density is uniform. 

As discussed in more detail in Chapter 7, in furnished rooms in dwellings 
and offices where the sound field is neither a free field nor a diffuse field the 
sound pressure level decreases by about 3 dB for each doubling of distance from 
the source. 

4.4 SOUND INTENSITY, SOUND POWER, AND SOUND PRESSURE 

Sound Intensity and Sound Power 

The sound energy (in Joules, 1 J = 1 N m) or the: sound power (in Joules per 
second or watts) radiated into free space by a source spreads out over a larger and 
larger area as the sound wave travels outward from the source. As a result, the 
sound intensity (in watts per square meter) and the sound pressure (in pascals) 
at a point in the sound field decreases as the distance from the source increases. 
Sound mtensity, defined in Section 2.2 as the amount of sound energy fiowmg 
through a umt area per unit tune, is a vector quantity I havmg magmtude I III 
and direction r pointing in the direction of sound energy propagation. If a closed 
surface that surrounds the source is selected, the sound power radiated by the 
source can be calculated from the followmg integral: 

W fsl•dS (4.3) 

where W = sound power, W 
I time-average sound intensity vector, W/m2 

dS = infinitesimal element of surface area (a vector oriented normal to 
surface) 

S area of closed surface that surrounds source 

Expanding the dot product in Eq. (4.3) allows the surface integral to be written 
m terms of scalar quantities as follows: 

w Is I. dS = Is (lllr) • (ldSln) 

Is(/ dS) x (r • n) = Is I dS cos 0 = Is In dS (4.4) 

where In = I cos 0 is the component of sound intensity normal to the surface 
at the location of dS; dS is the magmtude of the elemental surface area vector; 



Idaho Power/1206 
Ellenbogen/48

78 DETERMINATION OF SOUND POWER LEVELS AND DIRECT!VlTY OF NOISE SOURCES 

r is the unit vector lil the direcuon of sound propagation; ii is the unit vector 

normal to the surface; and 0 is the angle between r and ii. It should be noted 

that the maximum value of the intensity is equal to its magnitude, I, and 

is attained in the direction r; in general, components of the intensity vector, such 

as In (or components in the Cartesian directions x, y, or z) are less than Imax•' 

The integral may be carried out over a spherical or hemispherical surface 

that surrounds the source. Other regular surfaces, such as a parallelepiped or a 

cylinder, are also used m pracuce, and, in principle, any closed surface can be 

used. If the source is nondirectional and the integration is carried out over a 

spherical surface having a radius r and centered on the source, sound intensity 

and sound power are related by 

W W W/rrt" 
J(at r) = In (at r) = S = 4nr2 

where I magnitude of intensity on the surface (at radius r) 

In normal component of intensity on the surface (at radius r) 

W = sound power, W 
S area of spherical surface,= 4nr2

, m2 

r radius of sphere, m 

(4.5) 

In l',"'111.,«u, a source is directional, and the sound mtens1ty is not the same at all 

points on the surface. Consequently, an approximation must be made to evaluate 

the integral of Eq. (4.4). It is customary to divide the measurement surface into 

a number of subsegments each having an area Si and to approximate the normal' 

component of the sound intensity on each surface subsegment. The sound power 

of the source may then be calculated by a summation over all of the surface 

subsegments: 
W= Lln;S; W (4.6) 

where In; normal component of sound mtensity averaged over ith segment of 

area, W/m 2 

S; ith segment of area, m2 

number of segments 

Equation (4.6) may be expressed logarithmically as 

where Lw sound power level, dB re 10-12 W 
S; = area of the ith segment, m2 

(4.7) 

L 1, normal sound intensity level averaged over the ith area segment, 

dB re 10-12 W/m2 (where the subscript n has been omitted for 
simplicity) 
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When each of the subareas Si on the measurement surface has the same area S 
' s, 

Eq. (4.7) reduces to 

where In = (1/N) 'L,;:1 In;, average normal sound intensity over the 
measurement surface, W/m2 

S = total area of the measurement surface, m2 

Equation (4.8) may be expressed logarithmically as 

s 
Lw = 10 log + 10 log 

Io So 

s 
Lw = L1 + 10 log 

So 

where Lw = sound power level, dB re 10-12 W 

L1 = normal sound mtens1ty level, dB re 10-12 W/m2 

S = area of measurement surface, m2 

So=lm2 

lo = reference sound intensity, internationally agreed upon 
as 10-12 W/m2 

(4.9) 

(4.10) 

Equation (4.10) is usually used to determme the sound power level of a source 

from the sound mtens1ty level except when the source is highly directional. For 

directional sources, the subareas of the measurement surface may be selected to 
be unequal and Eq. (4.7) should be used. 

Free-Field Approximation for Sound Intensity 

From Eq. (2.24) or (2.30), for the far field of a source radiatlllg into free space, 

the magnitude of the intensity at a pomt a distance r from the source 1s 

I( ) 
p~(at r) 

atr =---
pc 

W/m.2 

where pc = characteristic resistance of air (see Section 2.5), N s/m3, 

equal to about 406 mks rayls at normal room conditions 

P= rms sound pressure at r, Nlm2 

(4.11) 

Strictly speaking, this relationship is only correct in the far field of a source 

radiating into free space. Good approximations to free-space, or "free-field," con

ditions can be achieved in properly designed anechoic or heffil-anechoic rooms, 

or outdoors. Eq. (4.11) is approximately correct m the far field of a 
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source over a reflecting plane provided that the space above the reflecting plane 
remains essentially a free field at distance r (see Section 4.3). Even if the free 
field is not perfect and a small fraction of the sound is reflected from the walls 
and ceiling of the room, an "environmental correction" may be introduced to 
allow valid measurements to be taken in the room. Environmental corrections 
are mtroduced in Section 4.9. The relations below are widely used in standards 
that determine the sound power of a source from a measurement of sound pres-
sure level. 

If a closed measurement surface is placed around a source so that all points on 
the surface are in the far field and the intensity vector is assumed to be essentially 
normal to the surface so that/ = In at all points on the surface, then Eqs. (4.7) 
and (4.11) can be combined to yield 

where Pi = average rms sound pressure over area segment Si, N lm
2 

We may express Eq. (4.12) logarithmically as 

Lw 10 log I: Si x 10Lpi/10 - 10 log D 

I" 

where Lw sound power level, dB re 10-12 W 
Lp, sound pressure level over the ith area segment, dB re 

2 x 10-5 N/m2 

S1 = area of ith segment, m2 

10Lpi/IO = p'f f P!r 
Pref = 2 X 10-5 N/m2 

D pcWofP!f pc/400 

(4.12) 

(4.13) 

and values for 10 log D may be found from Fig. 1.7; at normal temperatures and 
pressures, the 10 log D term is negligible. 

Note that in Eq. (4.13), if the A-weighted sound power level in bels were 
being computed, the constant 10 in front of the logarithm would disappear, and 
the result ( with D 1) would be 

LwA log I: S; x 10LpAi/IO (4.14) 

When each subsegment Si has an equal area and 10 log D 0, in analogy with 
Eqs. (4.8)-(4.10), Eq. (4.13) can be expressed as 

Lw (Lp)s + 10 log (:J (4.15) 
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where Lw sound power level, dB re 10-12 W 
{Lp}s = sound pressure level averaged on a mean-square basis over 

the measurement surface (surface sound pressure level, dB re 
2 x 10-5 N/m2) 

S = area of the measurement surface, m2 

So= 1 m2 

Equation ( 4.15) is usually used to determine the sound power level of a source 
from the sound pressure level except when the source is highly directional, For 
directional sources, the subareas of the measurement surface may be selected to 
be unequal; (4.13) should be used (usually with 10 log D = 0). 

Hence, the sound power level of a source be computed from sound pressure 
level measurements made in a free field. Equations (4.13) and (4.15) are widely 
used in standardized methods for determination of sound power levels m a free 
field or m~ a free field over a reflecting plane. 

Sound Power Determination in a Diffuse Field 

The sound power level of a source can also be computed from· sound-pressure
level measurements made in an enclosure with a diffuse sound field because in 
such a field the sound energy density is constant; it is directly related to the mean
square sound pressure and, therefore, to the sound power radiated by the source. 
The sound pressure level m the reverberant room builds up until the total sound 
power absorbed by the walls of the room is equal to the sound power generated by 
the source. The sound power is determined by measuring the mean-square sound 
pressure in the reverberant field. This value 1s either compared with the mean
square pressure of a source of known sound power output ( comparison methoef.) 
or calculated directly from the mean-square pressure produced by the source and 
a knowledge of the sound-absorptive properties of the reverberant room ( direct 
method). Depending on the method used, either Eq. (4.16) or Eq. (4.18) 1s used 
to determine the sound power level of the source in a diffuse field. 

Diffuse sound fields can be obtained in laboratory reverberation rooms. 
Sufficiently close engineering approximations to diffuse-field conditions can be 
obtained in rooms that are fairly reverberant and irregularly shaped. When these 
envrronments are not available or when it is not possible to move the noise source 
under test, other techniques valid for m situ determination of sound power level 
may be used and are described later in this chapter. 

All procedures described in this chapter apply to the determinat10n of sound 
power levels in octave or one-third-octave bands. The techniques are indepen
dent of bandwidth. The A-weighted sound power level is obtained by summing 
(on a mean-square basis) the octave-band or one-third-octave-band data after 
applying the appropriate A-weighting corrections. A-weighting values are listed 
in Table 1.4. 

Nonsteady and impulsive noises are difficult to measure under reverberant-field 
conditions. Measurements on such noise sources should be made either under 
free-field conditions or using one of the techniques described m Chapter 18. 



Idaho Power/1206 
Ellenbogen/50

82 DETERMINATION OF SOUND POWER LEVELS AND DIRECTIVITY OF NOISE SOURCES 

4.5 MEASUREMENT ENVIRONMENTS 

Three different types of laboratory environments m which noise sources are 
measured are found in modem laboratories: anechoic rooms field), hemi
anechoic rooms (free field over a reflecting plane), and reverberation rooms 
(diffuse field). In an anechoic room, all of the boundaries are highly absorbent, 
and the free-field region extends very nearly to the boundaries of the room. 
Because the "floor'' itself is absorptive, anechoic rooms usually require a sus
pended wire grid or other mechanism to support the sound source, test personnel, 
and measurement mstruments. A hemi-anechoic room has a hard, reflective floor, 
but all other boundaries are highly absorbent. Both anechoic and hemi~anechoic 
environments are used to determine the sound power level of a source, but the 
hemi-anechoic room is clearly more practical for testing large, heavy sources. 
The sound power level is denved from Eq. (4.7) if the sound intensity on a sur
face surrounding the source is measured directly or from Eq. (4.13) if the sound 
pressure level is measured on a surface surrounding the source and located in the 
far field. 

In a reverberation room, where all boundaries are acoustically hard and reflec
tive, the reverberant field extends throughout the volume of the room except for 
a small region in the v1c1nity of the source. The sound power level of a source 
may be determ1ned from an estimate of the average sound pressure level m the 
diffuse-field region of the room coupled with a knowledge of the absorptive 
properties of the boundaries. ., -

The sound pressure field in an ordinary room such as an office or laboratory 
space that has not been designed for acoustical measurements is neither a free, 
field nor a diffuse field. Here the relationship between the sound intensity and the 
mean-square pressure is more complicated. Instead of measuring the mean-square 
pressure, 1t 1s usually more advantageous to use a sound intensity analyzer that 
measures the sound intensity directly (see Section 4.10). By sampling the sound 
intensity at defined locations in the viciuity of the source, the sound power level 
of the source can be determrned. Equation ( 4.10) 1s used to determme the sound 
power levels from the sound intensity levels. If the subareas of the measurement 
surface are unequal, Eq. (4.7) may be used. 

4.6 INTERNATIONAL STANDARDS FOR DETERMINATION 
OF SOUND POWER USING SOUND PRESSURE 

ISO Standards 

The International Orgamzation for Standardization (ISO) has published a series of 
international standards, the ISO 3740 senes,3- 13 which describes several methods 
for deterrnimng the sound power levels of noise sources. Table 4.1 summarizes 
the applicability of each of the basic standards of the ISO 3740 series. The most 
important factor in selecting an appropriate noise measurement method 1s the 
ultimate use of the sound-power-level data that are to be obtained. 
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The principal uses of sound-power-level data mclude the development of 
quieter machmes and eqmpment, compliance testing of products in production, 
acoustical comparisons of several products that may be of the same or different 
type and size, and preparing acoustical noise declarations for the general public. 

In making a decision on the appropriate measurement method to be used, 
several factors should be considered: (a) the size of the noise source, (b) the 
movability of the noise source, ( c) the test environments available for the mea
surements, ( d) the character of the noise errutted by the noise source, and ( e) the 
grade (classification) of accuracy required for the measurements. The methods 
described in this chapter are consistent with those of the ISO 3740 series. A set of 
standards with the same obJectives is available from the ANSI or the Acoustical 
Society of Amenca (ASA). 

4.7 DETERMINATION OF SOUND POWER IN A DIFFUSE FIELD 

Characteristics of Reverberation Rooms 

Measurements of the sound power level of a device or machme may be performed 
in a laboratory reverberation room (see Section 7.8). The deterrrunation of the 
sound power level of a noise source m such a room is based on the prermse 
that the measurements are performed entirely in the diffuse (reverberant) sound 
field (see Fig. 4.4). In the reverberant field, the average sound pressure level rs 
essentially uniform, although there are fluctuations from pomt to point, and it is 
related to the sound power radiated by the source [see (Eq. 4.18)]. Information in 
regard to the directivity of the source cannot be obtamed in a diffuse sound field. 

The rrunimum volume of the room depends on how low in frequency valid 
measurements are to be taken. For example, if measurements m the 100-Hz one
third-octave band are desired, the minimum volume 1s recommended to be 200 m3 

m ISO 3741. On the other hand, if measurements are only needed down to the 
200-Hz band, 70 m3 will be adequate. Maximum room volume is constrained by 
the adverse effects of arr absorption and the ability to make valid high-frequency 
measurements; a volume less than 300 m3 is generally recommended. The equip
ment being tested should have a volume no greater than 2% of the room volume. 
The absorption coefficient of the surface that is closest to the equipment being 
evaluated (usually the floor) should not exceed 0.06, and the remaining surfaces of 
the room should be highly reflective, such that the reverberation time (in seconds) 
is greater than the ratio of volume V (m3) to surface area S (m2): T6o > VIS. 
In addition to these requirements on room volume and absorption, ISO 3741 
includes requirements for background noise levels; temperature, humidity, and 
atmosphenc pressure; instrumentation and calibration; installation and operation 
of the source under test; miiumum distance between microphone and source; and 
performance requirements for the reference sound source, if used. 

If the room 1s to be used to measure equipment that has discrete-frequency 
components in its noise eID1ssions, it is often necessary to use additional 
microphone positions and additional source positions, and ISO 3741 includes 
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detailed procedures to determine whether or not such positions are required. 
These procedures must be followed for each source tested, or, altemativ~ly, the 
reverberation room itself can be "qualified" for the measurement of discrete
frequency components (see below). The need for additional source positions may 
be reduced by adding low-frequency sound absorption to the room or through 
the use of rotating diffusers. 

Room Qualification 

The ISO 3741 standard contams two detailed procedures for the qualification 
of reverberation rooms for the determmation of sound power levels, one for 
qualifymg the room for the measurement of broadband sound (Annex E) and one 
for qualifymg the room for the measurement of discrete-freque~cy components 
(Annex A). For sources of broadband sound, the room is qualified by usmg a 
reference sound source placed at different positions in the room and determmmg 
the standard deviation of the measured space-averaged sound pressure levels m 
the room for each position. A rmnimum of six positions of the source are reqmred, 
each with specified constraints on the distance between them, the distance fr?m 
walls, and the distance from the microphone. The room 1s qualified accordmg 
to ISO 3741 for the measurement of broadband sound if the standard deviation 
does not exceed the values given in Table 4.2. 

The qualification of reverbera,tion rooms for the measurement of noise that 
contains discrete-frequency components in the spectrum is complicated and time 
consuming. However, thlS only has to be performed once, and the benefit can be 
great. If the champer is qualified for the measurement of discrete tone~, there is 
no longer a need to perform initial tests to determine the number of ID1crophone 
and source positions for each source under investigation. 

Essentially, a "cal1brated" loudspeaker is placed in the reverberation room and 
1s driven by a series of discrete-frequency tones m each one-tlnrd-octave band. 
For example, there are 22 frequencies spaced 1 H apart in the 100-Hz one-third
octave band and 23 frequencies spaced 5 ·H apart in the 500-Hz octave band. The 
average sound pressure level 111 the room is determined at each frequency and 
corrected for the loudspeaker response (previously determined in a hemi-anechoic 

TABLE 4.2 Qualification Requirements for Reverberation Room Used for 
Measurement of Broadband Noise Sources 

Octave-Band Center 
Frequencies, Hz 

125 
250,500 
1000, 2000 
4000, 8000 

Source: ISO 3741: 1999. 

One-Third-Octave-Band 
Center Frequencies, Hz 

100-160 
200-630 
800-2500 

3150-10,000 

Maximum Allowable 
Standard Deviation, dB 

1.5 
1.0 
0.5 
1.0 

Note: Annex A of ISO 3741 conta.ms detailed procedures for the discrete-frequency qualificauon. 
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TABLE 4.3 Qualification Requirements for Reverberation Room Used for 
Measurement of Narrowband Noise Sources 

Octave Band Center 
Frequency, Hz 

125 
250 
500 
1000, 2000 

One-Third-Octave-Band 
Center Frequency, Hz 

100-160 
200-315 
400-630 
800-2500 

Maximum Allowable 
Standard Deviat10n, dB 

3.0 
2.0 
1.5 
1.0 

room). The,room 1s qualified according to ISO 3741 if the standard deviation 
of the level m each one-third-octave band does not exceed the values given m 
Table 4.3. 

Experimental Setup 

An array of fixed rmcrophone positions or a smgle microphone that traverses 
a path (often crrcular) in the reverberant room may be used to determme the 
average sound pressure level in the reverberant field. The number of fixed micro
phone positions, NM, required depends on the results of an initial series of 
sound-pressure-level measurements usmg six positions. If the standard devia
tion of these initial measurements, sM, is less than or equal to 1.5, then the 
original six microphone posit10ns will suffiee (i.e., the n01se is essentially broad
band). If SM > 1.5, 1t is assumed that the source emits discrete tones and a 
larger number of microphone positions is usually required to obtain an adequate 
sampling of the sound field. In this case, NM could range anywhere from 6 to 
30 depending on the frequency and the magnitude of SAf. When a traversmg 
microphone is used, the path length l must be at least (A/2)NM., where;,_ is the 
wavelength of sound at the lowest midband frequency of interest. The micro
phone path or array should be positioned in the room so that no microphone 
position is within a mimmum distance dmm of the equipment being evaluated. 
The distance drnm is determined differently in the comparison method and the 
direct method for determination of sound power. These requirements are dis
cussed below. 

If the n01se source under test is typically associated with a hard floor, wall, 
edge, or corner, it should be placed in a corresponding position in the rever
beration room. Otherwise, it should be placed no closer than 1.5 m from any 
wall of the room. The source should not be placed near the geometric center of 
the room since m that location many of the resonant modes of the room would 
not be excited. For rectangular reverberation rooms, the source should be placed 
asymmetrically relative to the boundanes. ISO 3741 gives further informat10n 
for special source locations and mstallation conditions•. 

Near the boundaries of the room and close to other reflecting surfaces such 
as stationary or rotatmg diffusers, the sound field will depart from the ideal state 
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of diffusion. ISO 3741 prescribes the following conditions on the rmcrophone 
positions used durmg the measurements: 

When usmg fixed lllCrophone positions: 

1. No position shall be closer than 1.0 m from any surface of or within 
the room. 

2. No position shall be closer than drnin from the source (defined below). 
3. The distance between microphone posit10ns shall be at least >-./2, where i.. 

1s the wavelength of sound at the lowest nndband frequency of interest. 

When usmg one or more continuous rmcrophone traverses: 

1. No pomt on the traverse shall be closer than 1.0 m from any surface 6f 
the room. 

2. No point on the traverse shall be closer than 0.5 m from any surface of a 
rotating diffuser. 

3. No position shall be closer than drnin from the source (defined below). 
4. The nncrophone traverse should not lie m any plane within 10° of a 

room surface. 
5. The length of the traverse shall be at least l 2:: 3>-., where>-. is the wavelength 

of sound at the lowest midband frequency of interest. 
6. If multiple traverses are used, the minimum distance between therr paths 

shall be at least A /2. 

Comparison Method 

The procedure for deternnning the sound power level of a noise source by the 
comparison method6 requires the use of a reference sound source (see 4.5 
and ref. 13) of known sound power output. Using rmcrophone positions that meet 
the above requirements, the procedure is essentially as follows: 

1. With the equipment bemg evaluated at a smtable location in the room, 
deternnne, in each frequency band, the average sound pressure level ( on a 
mean-square basis) in the reverberant field using the rrncrophone array or 
traverse described above. 

2. Replace the source under test with the reference sound source and repeat 
the measurement to obtain the average level for the reference sound source. 

The sound power level of the source under test, Lw, for a given frequency band 
1s calculated as 

where Lw one-third-octave-band sound power level for source being 
evaluated, dB re 10-12 W 

(4.16) 
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FIGURE 4.5 Reference sound source, Briiel and Kjrer 
and Kjrer, Inc.) 

4204. (Courtesy of Brue! 

(Lp} = space-averaged one-third-octave-band sound pressure level of 
source being evaluated, dB re 2 x 10-5 N/m2 

Lwr calibrated one-third-octave-band sound power level of 
reference source, dB re 10-12 W 

(Lp}r space-averaged one-thirdsoctave-band sound pressure level of 
reference sound source, dB re 2 x 10-5 Nim 2 

To make certain that the reverberant sound field predonnnates m the deterrmnatlon 
of the average sound pressure level, the minimum distance dmm between the 
microphone(s) and the eqlllpment being evaluated should be at least 

drrun = 0.4 X 10(Lw,-L.,)/20 (4.17) 

where Lw, and are as defined for Eq. (4.16). [Note that although Eq. (4.17) 
states the actual requirement, ISO 3741 also recommends that the constant be 
0.8 instead of 0.4 to ensure that the microphone 1s in the reverberant field.] 

Direct Method 

The direct method does not use a reference sound source. Instead, this method 
requires that the sound-absorptive properties of the room be determined by 
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measuring the reverberation time in the room for each frequency band. Mea
surement of T6o 1s described in ISO 3741. 

With this method, the space-averaged sound pressure level for each frequency 
band of the source being evaluated is determined as described above for the 
comparison method. The sound power level of the source is found from4 

Lw + (10 log~ +4.34~ + 10 log (1 + S x c 
1

) 
Ao S 8xVx 

-25 log [
427 /273 x !!_]- 6} dB re 10-12 W (4.18). 
400 V 273+0 Bo 

where Lw band sound power level of sound source under test 
band space-averaged sound pressure level of sound source under 
test, dB re 2 x 10-5 N/m2 

A equivalent absorption area of the room, = (55.26/c)(V /Trev), m2 

V room volume, m3 

Trev reverberation time for particular band 
Ao reference absorption area, 1 m2 

S total surface area of room, m2 

V room volume, m3 

f midband frequency of measurement, Hz 
c speed of sound at temperature 0 20.05✓273 + 0, mis 
e temperature, 0 c 
B atmospheric pressure, Pa 

Bo 1.013 x 105 Pa 
Vo 1 m3 

To Is 

To make certain that the reverberant sound field predominates m the determ1-
nat:1on of the average sound pressure level, the mimmum distance dmm between 
the mtcrophone(s) and the equipment being evaluated should be at least4 

0.08✓ V/Vo m 
T/To 

(4.19) 

where V and are as defined above. [Note that although Eq. (4.19) states the 
actual requirement, ISO 3741 also recommends that the constant be 0.16 instead 
of 0.08 to ensure that the microphone is in the reverberant field.] 

Example 4.2. Assume a room at temperature 21.4°C Wlth a volume of 200 m3, 
a surface area S = 210 m2, and a reverberation time at 100 Hz of 3 s. The space
averaged sound pressure level {Lp} in the diffuse field with a given machine 
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operatmg is 100 dB. Find the sound power level for this machme. Assume a 
discrete-frequency spectrum and an atmospheric pressure of 1000 mbars. 

Solution Use (4.18) to determine the sound power. The wavelength corre-
sponding to 100 Hz 1s 3.44 m: 

C 20.05-v'273 + 21.4 = 344 mis 

A 55.26 (200) _ 2 
344 3 - 10.7 m 

The sound power level is 

Lw 100 ! 10 lo l0,
7 

4.34 
10

•
7 

+ 10 lo (1 
210 

x 
344 

) + g 1 + 210 g + 8 X 200 X 100 

-25 log [ :~~✓ 273 2~321.4] 6} 
= 100 + (10.3 + 0.22 + 1.62 0.3 6) 

= 106.4 dB re 10-12 W(IO0 Hz mean frequency) 

4.8 DETERMINATION OF SOUND POWER IN A FREE FIELD USING 
SOUND PRESSURE MEASUREMENTS 

Determinat10n of the sound power level produced by a device or a machine may 
be performed in a laboratory anechoic or hemi-anechoic room. Alternatively, a 
hemi-anechoic envrronment may be provided at an open-air site above a paved 
area, distant from reflecting surfaces such as buildings, and with a low background 
noise level. This environment approximates a large room with sound-absorptive 
treatment on ceilings and walls with the equipment under test mounted on the 
hard, reflecting floor. Detailed information on anechoic and hemi-anecho1c rooms 
is presented in Section 7 .9. 

The determ1nation of the sound power level radiated in an anechoic or a 
berm-anechoic environment is based on the prermse that the reverberant field is 
negligible at the positions of measurement for the frequency range of interest. 
Thus, the total radiated sound power may be obtained by a spatial mtegration, 
over a hypothetical surface that surrounds the source, of the component of sound 
intensity normal to the surface of the source Eq. (4.3)]. When all points of the 
measurement surface are in the far field of the source, the magmtude of the inten
sity can be assumed to be equal to p 2/pc [see (4.11)]. With the additional 
assumption that the magnitude of the intensity is equal to the normal component 
of sound mtensity (i.e., the direction of sound propagat10n is essentially normal to 
the surface at the measurement points), the relationships given m (4.12) and 
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( 4.13) can be used to detennine the sound power level of a source from simple 
measurements of sound pressure level. Tins is the basis for two key international 
standards for the detennination of sound power levels of noise sources, ISO 
37448 and ISO 3745,9 discussed below. Essentially, a measurement surface is 
chosen and ID1crophone positions are defined over this surface. Sound-pressure
level measurements are taken at each microphone position for each frequency 
band, and from these, the sound power levels are computed. 

Selection of a Measurement Surface 

The international standards discussed below allow a variety of measurement 
surfaces to be used; some are discussed here. In selecting the shape of the mea
surement surface to be used for a particular source, an attempt should be made 
to choose one where the direction of sound propagation is approximately normal 
to the surface at the various measurement points. For example, for small sources 
that approximate a pomt source, the selection of a sphencal or hemispherical sur
face may be the most appropriate-the direction of sound propagation will be 
essentially normal to thlS surface. For machines m a hemi-anechoic env1ronment 
that are large and 1n the shape of a box, the parallelepiped measurement surface 
may be preferable. For "tall" machines in a heID1-anechoic environment hav
ing a height much greater than the length and depth, a cylindrical measurement 
surface14-15 may be the most appropnate. 

0 

Measurement in Hemi-Anechoic Space 

The sound power detemrination in a hemi-anechoic space may be performed 
according to ISO 37448 for engineering-grade accuracy or according to ISO 
37459 for precision-grade accuracy. ISO 3744 is stnctly for hemi-anechoic envi
ronments, while ISO 3745 mcludes reqmrements for both hemi-anechoic and 
fully anechoic environments. These standards specify requirements for the mea
surement surfaces and locations of microphones. procedures for measunng the 
sound pressure levels and applying certain corrections, and the method for com
putmg the sound power levels from the surface-average sound pressure levels. In 
addition, they provide detailed information and reqmrements on criteria for the 
adequacy of the test environment and background noise, calibrat10n of instrumen
tation, installation and operation of the source, and information to be reported. 
Several annexes in each standard mclude information on measurement uncertainty 
and the qualification of the test rooms. 

In terms of allowable measurement surfaces, ISO 3744 currently specifies the 
hemisphere and the parallelepiped,* while ISO 3745 explicitly defines only the 
hemisphere and the sphere. However, ISO 3745 mcludes a clause for "other 
microphone arrangements" and cites as an example papers describing the cylin
drical measurement surface.14•15 If a heIDisphere is used to detemune the location 

• At tbe tune of this wntmg, a revmon to ISO 3744 was under consideration, which included tbe 
cylindncal measurement surface as well. 
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of the microphone positions, it has its center on the reflecting plane beneath the 
acoustical center of the sound source. To ensure that the measurements are ear
ned out m the far field, the radius of the hemisphere for ISO 3744 measurements 
should be equal to at least two "charactenstic" source dimensions and generally 
not less than 1.0 m. For ISO 3745, the requirements are slightly more stringent 
with the radius being at least twice the largest source dimension or three times the 
distance of the acoustical center of the source from the reflecting plane (whichever 
is larger) and at least A/ 4 of the lowest frequency of interest. No nucrophone 
position can lie outside of the qualified for measurements (the free-field 
region), and this requirement generally prevents rmcrophones from being located 
too close to the walls. Outdoors, atmospheric effects are likely to influence the 
measurements if the radius of the test hemisphere is much greater than about 
15 m, even m favorable weather. 

Figure 4.6 gives an array of 20 microphone positions that may be used for mea
surements according to ISO 37 44 8 for sources that eIDit predominantly broadband 
sound. The concern when measuring m a heIDI-anechoic room is that reflections 
of sound from the hard floor may cause far-field interference at the microphone 
positions. This becomes more problematic when the noise emiss10ns contain dis
crete tones; a small change m the position of the nucrophone may result m large 
variations in measured sound pressure level in those bands containing the tones. 
Therefore, for sources that emit discrete tones, ISO 3744 specifies a different 
microphone array, one having a greater distribution m the vertical direction. For 
precision measurements made in a hemi-anecho1c environment according to ISO 
3745,9 a microphone array of at least 20 positions, each with a different vertical 
height, is required. The coordinates of this array are given in Table 4.4. Proce
dures are specified in both standards for determinmg whether or not the number of 
ID1crophones is sufficient and for definmg additional positions, if reqUired. Note 
that the smiultaneous deployment of a very large number of microphones may 
result in a situation where the support structures of these microphones become 
effective scatterers of the direct sound at high frequencies and can introduce sub
stantial errors. Scannmg the sound field with a single microphone can eliminate 
this error. 

A parallelepiped array of microphone positions is frequently used for the 
detennination of sound power levels for box-shaped machines and eqmpment. 
Detailed requrrements for the selection of ID1crophone positions and the critena 
for the sufficiency of the number of microphones are given in ISO 3744.8 A 
minimum of nine positions is required, but thIS number rapidly increases as the 
size of the source under test increases. The basic nine-position parallelepiped 
arrangement is illustrated in Fig. 4.7. As can be seen, this array is liIDited in 
its sampling in the vertical direction and so should be used with caution if the 
source is directional or emits discrete tones. 

Another convenient measurement surface standardized in at least one indus
try test code16 1s the cylindrical microphone array illustrated in Fig. 4.8. The 
use of this array facilitates the measurement of tall-aspect-rano sound sources 
such as data-processing equipment installed in racks. Since the array is usually 
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FIGURE 4.6 Microphone pos1t1ons for a hermspherical measurement surface according 
to ISO CD 3744 (N1497). (Courtesy of the International Orgaruzation for Standardization, 
Geneva, Switzerland.) 

implemented usmg contmuously traversing microphones and a sufficient num
ber of vertical heights, the accuracy 1s generally improved over that of the 
parallelep1ped.14•15 

The general procedure for determining the sound power level of the source 
according to either ISO 3744 or ISO 3745 can be summarized as follows: 

1. The test room is set up and checked out and all envrrorunental conditions 
are recorded. 
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TABLE 4.4 Twenty Microphone Positions. on 
Surface of Hemisphere As Defined in ISO 3745 

Position Number x/r y/r z/r 
-1.00 0 0.025 

2 0.50 -0.86 0.075 
3 0.50 0.86 0.125 
4 -0.49 0.85 0.175 
5 -0.49 -0.84 0.225 
6 0.96 0 0.275 
7 0.47 0.82 0.325 
8 -0.93 0 0.375 
9 0.45 -0.78 0.425 

10 0.88 0 0.475 
11 -0.43 0.74 0.525 
12 -0.41 -0.71 0.575 
13 0.39 -0.68 0.625 
14 0.37 0.64 0.675 
15 -0.69 0 0.725 
16 -0.32 -0.55 0.775 
17 0.57 0 0.825 
18 -0.24 0.42 0.875 
19 -0.38 0 0.925 
20 0.11 -0.19 0.975 

6 
Path3 

Path 2 Reference box 

Path 1 

Reflecting plane 

FIGURE 4.7 Microphone positions for a rectangular measurement surface according to 
ISO CD 3744 (N1497). (Courtesy of the International Organization for Standardization, 
Geneva. Switzerland.) 
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FIGURE 4.8 Microphone pos1t:tons for a cylindncal measurement surface according 
to ISO CD 3744 (Nl497). (From ISO CD 9997: 1999 Amended, Revision of Annex 
B (Nl479). Courtesy of the Intemauonal Orgamzation for Standardization, Geneva, 
Switzerland.) 

2. The rmcrophones and mstrumentation are calibrated. 
3. The sound source is installed. 
4. The measurement surface is selected and the rmcrophones are set up in 

their proper positions. 
5. The sound source under test is operated under specified conditions and 

sound pressure levels are measured at each microphone position for each 
frequency band of interest. 

6. The sound source is turned off and the background noise· levels are mea
sured. 
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7. The sourid pressure data are corrected for background noise and for envi
ronmental conditions (see below), if necessary. 

8. The surface average band sound pressure levels are calculated. 

9. The band sound power levels are calculated from the latter, taking into 
account corrections for meteorological conditions. 

Equation (4.15) is used to determme the sound power .level of the source 
when the subareas of the measurement surface associated with each microphone 
position are all equal. For highly directional sources, the standards require to 
increase the number of subareas of the measurement surface in the region of 
high directivity and to measure the sound pressure levels associated with each 
subarea. The sound power level can then be determined by using Eq. ( 4.13) for 
unequal subareas. The correction for background noise, denoted K 1, is specified 
in terms of the difference between the sound pressure levels measured with and 
without the source running, !:;.L,, as 

(4.20) 

Measurement in Anechoic Space 

In certain instances, the sound power level of a noise source must be determined 
m a totally free field, without the influence of a reflecting plane beneath the 
source. The reflecting plane not only causes constructive and destructive inter
ference patterns m the far field-especially pronounced when the n01se emiss10ns 
contam discrete frequency components-but also may affect the radiated sound 
power of the source itself, especially at low frequencies.17 Thus for critical mea
surements of tonal sources, measurements of noise sources that in normal use 
are not mounted over a hard surface, measurements of directivity, and other 
specialized measurements, a fully anechoic test envtronment may be desirable. 
In this case, the space-averaged mean-square sound pressure level is generally 
determined over a spherical measurement surface, and measurements are made 
according to ISO 3745.9 Most of the procedures and requirements discussed 
above for hemi-anecho1c measurements apply here also, with the exception of 
the measurement surfaces. 

An array of at least 20 microphone positions 1s specified in ISO 3745, defined 
over the sphencal surface by the Cartesian coordinates given in Table 4.5. If 
requirements on the sufficiency of the number of microphones given in ISO 
3745 are not met, then the number of positions must be doubled, to 40. If the 
sound source 1s highly directional, the number of subareas in the regions of high 
directivity should be increased, as mentioned above. When measurements are 
made in an anechoic space according to ISO 3745, the sound power level of each 
frequency band is computed according to either Eq. ( 4.15) for equal subareas or 
Eq. (4.13) for unequal subareas. For the prec1s1on measurements of ISO 3745, 
however, two constants are included (instead of the single constant D), one to 
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correct for meteorological conditions and one to "normalize" the measurements 
to specified "reference" meteorological conditions. 

4.9 ENVIRONMENTAL CORRECTIONS AND DETERMINATION 
OF SOUND POWER LEVEL 

In the previous sections, the only corrections applied for the determination of the 
average sound pressure level on the measurement surface were for the presence 
of background n01se. However, if reflections from the room surfaces affect the 
measured surface sound pressure levels m any of the frequency bands of interest, a 
second correction may be required to account for these reflections. This so-called 
envrronmental correction, denoted K2, is computed for both A-weighted values 
and individual frequency bands and is subtracted directly from the measured 
sound pressure level (after corrections for background noise are applied). The 
ISO 3744 standard8 generally limits the environmental correction to a maxrmum 
of 2 dB. The correctlon may be determined in several ways: 

1. By companng the calibrated sound power level of a reference source, Lwr, 
with the measured sound power level of the same source in the room, L w. 
The environmental correction is then computed as K2 Lw 

; 

TABLE 4.5 Twenty Microphone Positions on 
Sphere As Defined in ISO 3745 

Position Number x/r y/r z/r 

1 -1.00 0 0.05 
2 0.49 -0.86 0.15 
3 0.48 0.84 0.25 
4 -0.47 0.81 0.35 
5 -0.45 -0.77 0.45 
6 0.84 0 0.55 
7 0.38 0.66 0.65 
8 -0.66 0 0.75 
9 0.26 -0.46 0.85 

10 0.31 0 0.95 
11 1.00 0 -0.05 
12 -0.49 0.86 -0.15 
13 -0.48 -0.84 -0.25 
14 0.47 -0.81 -0.35 
15 0.45 0.77 -0.45 
16 -0.84 0 -0.55 
17 -0.38 -0.66 -0.65 
18 0.66 0 -0.75 
19 -0.26 0.46 -0.85 
20 -0.31 0 -0.95 
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2. By first determinmg the "eqmvalent sound absorption area" of the room, A, 
and computing the environmental correction as K 2 10 log[l + 4(S / A)] 
decibels, where S is the area of the measurement surface. There are two 
methods currently specified m ISO 3744 for determming the value of A: a 
method usmg the measured reverberation time in the room and the so-called 
two-surface method. There is also a third method under consideration for 
standardization, a direct method using a calibrated reference sound source. 
The latest version of ISO 3744 should be consulted for details of using 
these methods. 

3. By using the "approximate" method for determining A, which 1s then used 
only for determining an-A-weighted value of the environmental correction, 
K2A = 10 log[l + 4(S/ A)]. Here the mean sound absorption coefficient a 
1s estrmated from Table 4.6.10 The equivalent sound absorption area A is 
then calculated from A aSv, where Sv 1s the total area of the boundary 
surfaces of the test room (walls, floor, ceiling) in square meters. 

Reference should also be made to ISO 374610 , a survey-grade standard for 
the determination of A-weighted sound power in rooms where the environmental 
correctrnn may range up to 7 dB. This standard may be useful for taking mea
surements in situ, that is, when the source cannot be moved into a laboratory 
environment. The uncertamty of the A-weighted sound power level determmed 
according to ISO 3746 1s greater than that obtamed when ISO 3744 or ISO 3745 
is used. The average A-weighted sound pressure level is determined either on 
the parallelepiped measurement surface of Fig. 4.9 or the hemispherical measure
ment surface of Fig. 4.10, each shown with the mmimum number of microphones 
required. Table 4.7 gives the coordinates for the four key microphone positions 

TABLE 4.6 Approximate Values of Mean Sound Absorption Coefficient a 

Mean Sound Absorption 
Coefficient a Descnption of Room 

0.05 

0.1 
0.15 

Nearly empty room with smooth hard walls made of concrete, 
brick, plaster, or tile 

0.2 

0.25 

0.35 

Partly empty room; room with smooth walls 
Room with furniture; rectangular machmery room; rectangular 

mdustrial room 
Irregularly shaped room with furniture; irregularly shaped 

machinery room or industrial room 
Room \VJ.th upholstered furmture; machmery or industrial room 

with a small amount of sound-absorbing matenal on ceiling 
or walls partially absorptive ceiling) 

Room with sound-absorbmg materials on both ceiling and 
walls 

0.5 Room with large amounts of sound-absorbmg materials on 
ceiling and walls 
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F1GURE 4.9 Microphone positions for a rectangular measurement surface according 
to ISO 3746. (Courtesy of the International Organization for Standardization, Geneva, 
Switzerland.) ~ 
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FIGURE 4.10 Microphone positions for a hemisphencal measurement surface accord
ing to ISO 3746. (Courtesy of the International Organization for Standardizat10n, Geneva, 
Switzerland.) 
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TABLE 4.7 Microphone Positions on Hemisphere 
for Survey Measurements According to ISO 3746 

Microphone Microphone Positions 
Position (All Heights, z = 0.6R) 

x/r y/r z/r 
4 -0.45 0.77 0.45 
5 -0.45 -0.77 0.45 
6 0.89 0 0.45 

10 0 0 1.0 
14 0.45 -0.77 0.45 
15 0.45 0.77 0.45 
16 -0.89 0 0.45 
20 0 0 1.0 

Note: The key nucrophone positions are 4, 5, 6, and 10. Addi
tional nucrophone positions are 14, 15, 16, and 20. 
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shown in Fig. 4.10 for the henusphere, along with the four additional pos1t1ons 
that might be required under certain circumstances. 

The measured sound pressure levels are first corrected for background noise 
according to Eq. (4.20), but for ISO 3746 only the A-weighted value, K 1i., 1s 
needed. The environmental correction, K2A, is determined using methods similar 
to those mentioned above for ISO 3744, including the approximate method. The 
value of K2A should not exceed 7 dB (or, the rauo SIA should be less than or 
equal to 1). The A-weighted sound power level is finally calculated according to 
Eq. (4.15). 

4.10 DETERMINATION OF SOUND POWER 
USING SOUND INTENSITY 

The fundamental procedures for the determination of sound power from sound 
intensity are formulated in Section 4.4. The sound mtensity 1s measured over a 
selected surface enclosing the source. In pnnciple, the integral over any surface 
totally enclosing the source of the scalar product (dot product) of the sound 
intensity vector and the associated elemental area vector provides a measure of 
the sound power radiated directly into the air by all sources located withm the 
enclosing surface. 

The precision of sound power determination based on sound intensity when 
the value of the mtensity 1s calculated· from measurements of sound pressure in 
a free field strongly depends on a number of factors. These include source type, 
measurement area related to source size, and presence of standing waves. The 
relationship between sound intensity and sound pressure in Eq. (4.11) is valid 
only in the far field of the free waves radiated by a source. Experience with 
the measurements on real sources has revealed that errors as large as 10 dB can 
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occur if the selection of the measurement surface is unsuitable or if standing 
waves affect the measured sound pressure. 

In recent years, methods and techniques for direct measurement of sound 
intensity have been developed. Thls direct measurement has made 1t possible to 
determine the sound power of a variety of source configurations and to make 
measurements in environments wluch are not suitable for use in sound power 
determinations based on measurement of sound pressure. These mclude sound 
power determination from measurements in the near field of large sources on 
test stands, elimmation of the adverse effects of standing waves when measunng 
ill enclosures, partial sound power determination of parts of the source with the 
entire source operating, and the analysis of the source behavior by finding the 
areas of sound radiation and absorption. 

Other acoustical quantities are, by defimtion, based on sound power. These 
quantities include sound transmission coi~mc1ent, sound absorpt10n coefficient, 
and radiation efficiency. Either the direct or indirect method described here can 
be used to determine the sound power for these purposes. 

Sound intensity is defined as the sound power that propagates perpendicularly 
through a unit area. The sound power radiated by a source can be calculated 
using Eq. (4.5). Sound intensity can be calculated from the product of the sound 
pressure and particle velocity at a field point. Because both of these 
quantities are functions of time, the sound intensity calculated from this time
dependent product is called instantaneous intensity. However, m noise control, 
lt is more practical to work with ""-~m,,...,,-,-,," quantities so that acoustic inten
sity for penodic sound of frequency f and period T = 1/f is defined at point 
r by 

I (r) 
1(7 
T Jo p(r,t)u(r,t)dt (4.21) 

where u is the particle velocity and p 1s the sound pressure. The sound intensity 
I 1s a vector describing the time-averaged flow of power per unit area in watts 
per square meter normal to the mtensity direction. This is typically applicable 
to the tonal components of the noise spectrum. The random components of the 
noise spectra usually consist of stationary noise and the length of the averagmg 
time T 1s, in principle, related to the required measurement precision. In most 
situations, the sound power is deterrmned in octave bands or one-third-octave 
bands, and the averagmg time depends on the filter response-as specified m the 
instrumentation standards. 

To determme the sound intensity, both the pressure and the particle velocity 
have to be measured. While good pressure microphones are available, precis10n 
measurement rmcrophones for the particle velocity are not available. Recently, 
prototypes of velocity microphones that can measure all three components of the 
velocity vector by means of a hot-w1re technique have been developed. i8 How
ever, the standards for sound power measurements are based on a two-microphone 
(pressure microphones) technique for the velocity. determmation. Thls 1s based 
on Euler's equation, whlch links the particle velocity with the sound pressure 

Ir 
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gradient. This equation has the form 

u dt (4.22) 

where p is the density of the medium, "i1 p is the pressure gradient, and t is 
the mtegration time, which, as before, depends on the time function defining the 
noise. When measuring sound power, we are usually interested in the intensity 
vector component that is normal to the measurement surface. In thls case, the 
gradient of p is replaced by 8p/8x, where x is the direction of the normal to 
the measurement surface. The measurement of tlus gradient 1s approximated by 
8p/ax ~ l:!.p/ 6.x ~ (p1 P2)/ l:!.x. The pressure difference p 1 - p2 1s measured 
using two microphones spaced a distance Ax apart, which must be much smaller 
than the wavelength of sound. Figure 4.11 shows a two-microphone probe used 
to measure the pres!ure gradient. The magnitude of the measured sound intensity 
vector component Ix ill the direction x is determined from 

(4.23) 

where E is the expected value representing the trme averaging and the pressures 
are on the two microphone diaphragms spaced a distance l:!.x apart. Figure 4.12 
shows a block diagram of an intensity measurement instrunlent which calculates 
the illtens1ty component ix using Eq. (4.23). 

FIGURE 4.11 Sound mtensity probe showmg two ½-m.-diameter !Illcrophones sepa
rated by a 1.2-cm spacer. Just beneath is a 5-cm spacer. Below are two ¾-in. 
!Illcrophones separated by a 0.6-cm spacer. (Courtesy of Briiel and Kjrer, Inc.) 
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FIGURE 4.12 Block diagram of an analog/digital sound mtensity analyzer usmg 
octave-band filters. Alternatively, the preamplifier outputs could be smtably amplified 
and converted to digital format. Then all further processing would be done digitally. 

The instrument is also provided with filters with selectable bandwidths to be 
able to measure the sound power in frequency bands and also to calculate the 
total power with A-frequency weighting, as required by some standards. Because, 
sound intensity is often used to locate the areas of sound energy radiation or 
absorption from the surface of a noise source, it is also very practical to measure 
the sound intensity in very narrow bands. This is conveniently accomplished by 
using a dual-channel FFT analyzer. The sound intensity measurement is based 
on a Fourier transform of (4.23): 

(4.24) 

where Im[ S Pi P2 ( w)] is the 1magmary part of the cross-spectra of the output from 
the two microphones as measured by the FFT analyzer. This measurement is 
particularly suitable to analyze the sound power radiation from sources with 
pronounced line spectra. All sound sources which operate with mechanical pen
odicity such as rotating engines, fans, vehicles, and similar equipment usually 
have strong line spectra. The output of the FFI' analyzer is usually connected to 
a computer, which executes the desired postprocessing. The most common cal
culations are the energy in the lines, in octave or one-third-octave bands, and the 
total energy, either linear or with A-frequency weighting, as required by some 
standards. To determine the energy in a band, at least 10 lines of the FFT analysis 
are generally needed. 

The precision of intensity measurements depends on many factors, which can 
be summarized mto two groups: the precision of the instrumentation and the 
prec1s10n of the sampling of the radiated mtensity and subsequent calculation of 
the total radiated power. 

There are two standards that define mstrumentation requrrements for inten
sity measurements: International Electrotechnical Commission (IEC) 104319 and 
ANSI 1.9-1996.20 In principle, the intensity measured by an intensity meter 
should be the same as the intensity in a plane wave measured by a pressure rrucro
phone and calculated from the equation J p 2 

/ pc. An intensity meter consists 
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of an intensity probe and a processor. The standards define allowable tolerances 
for both the probe and the processor for class 1 and 2 intensity instruments. 

The probe shown in Fig. 4.11 consists of two pressure rmcrophones separated 
by a spacer of a length selected by the user. The sound pressure 1s calculated from 
the arithmetic average of the microphone pressures. As shown m Eq. (4.23), the 
part1cle velocity is approximated by the pressure gradient, which depends on the 
difference of the microphone pressures. The selected microphone distance must 
be small enough to avoid a bias error at high frequencies. Figure 4.13 shows the 
bias error as a function of frequency and microphone distance. Tius type of bias 
error cannot be corrected. 

Another bias error can occur at low frequencies if the rrucrophones are too 
close together and not sufficiently phase matched. Figure 4.14 shows the bias 
error for a 0.3° microphone phase rrusmatch. The lower the frequency, the greater 
is the error. Increasing the microphone distance will decrease this error, but a large 
distance will cause, as mentioned above, a finite distance bias error. Fortunately, 
modem processors and signal processing can compensate for the phase rrusmatch 
error. Essential details are provided in the standards. Due to the existence of these 
two different bias errors, when the frequency range of the measured n01se is large, 
the measurement usually needs to be repeated using two different microphone 
separations. 

Another important quantity defining the useful frequency range of the mstru
ment 1s the dynamic capability La, defined as 

La 0pIR K (4.25) 

where 0p1R is the pressure minus residual mtenslty index and K = 7 for a I-dB 
allowable measurement error. The lIIlportance and usefulness of La are shown and 
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FIGURE 4.13 Intensity probe bias error as a function of frequency with different micro
phone distances as a parameter. 
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FIGURE 4.14 Intensity probe relative bias error as a function of frequency for different 

microphone distances as a parameter and nusmatch error of 0.3° (plus and minus). 

explained in Fig. 4.15. The pressure-residual mtens1ty index epIR can be obtamed 

by placing both microphones in a small cavity m which the sound field is excited 

by an external source. In this way, both rmcrophones are exposed to an identical 

sound pressure level Lp and the residual intensity level Lm 1s measured usmg the 

intensity meter (usually a FFf analyzer). Ideally, the measured residual intensity 
should be zero, but due to the rrucrophone mismatch, noise, and measurement 

instrumentation channel rmsmatch and other factors, LIR is fimte (see Fig. 4.15). 
Both LP and L 1 are measured for an actual noise source and the pres

sure minus intensity index L pl = LP - LI is calculated. The intersection of the 
dynamic capability curve with L1 determines the lowest usable frequency. A 

phase rmsmatch will increase LIR and shift the lowest usable frequency higher. 
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Ratio in dB 

Useful frequency range Frequency 

FIGURE 4.15 Dynamic capability of a sound intensity measurement system for 1-dB 

error as obtained from the pressure-mtensity mdex. The values of LP aud L 1 measured 

Wlth the microphone m a small cavity are used to determine the residual pressure mmus 

mtens1ty index 0vIR LP LJR. The values of L 0 aud L1 on au actual noise source are 
used to determine the pressure minus intensity mdex, 001 Lp L1. 

The pressure minus mtensity index Lp1 = Lp - L1 obtained from the mea
surement of the actual noise source is an important quantity that characterizes at 

the measurement point the combination of the source properties and the sound 

field properties, particularly the effects of the wall reflections. The standards for 

the sound power measurements and other literature21 provide essential details. 

A typical machine (e.g., an engine) usually operates under conditions dif
ferent from those under which it would be tested in a reverberant or anechoic 
room. Moreover, the radiation impedance "seen" by the source may be differ

ent from that in a controlled acoustical environment. Hence, its radiated power 

may be somewhat dependent on how it is mounted and on the proximity of 
surrounding surfaces. 

The intensity technique permits, in most situations, measurement of the sound 
power of a source of any size operating m its natural environment or on a 

test stand. In many situations, the sound power radiated from parts of a source 

can be measured while the whole source is operating. In addition, the· intensity 

technique has become an analytical tool to determine the sound power radiation 

from different regions of the surface of the source so that the areas of major 

power radiationcan be found. These tasks require an extensive general knowledge 

of the charactenstics of the sound fields, near and far, from the source, wave 
mterference, reflected wave fields, and diffuse sound fields. The details of these 
important subjects can be found in the literature.21 ,22 
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Standards which use the direct measurement of sound intensity have been 
prepared by the ISO and are based on extensive research as well as practical 
experience gained from measurements. Part 1 of ISO 961423 is based on the. 
sampling of sound mtensity at discrete pomts. The intensity probe is moved 
from point to point and held at each point for a time sufficiently long to make 
the temporal averaging error small. Part 2 of the same standard uses a scanning 
techmque. The intensity probe 1s moved over a prescribed path with a sufficiently 
low speed to satisfy the temporal averaging criterion. The measurement surface 
is subdivided into smaller sampling areas to secure the required unifonmty in the 
motion of the hand-held probe. Part 3 of the same standard defines the conditions 
for using the scanning technique for more exact measurements than m Part 2. In 
practice, the intensity probe is held perpendicular to the measurement surface so 
that the scalar product converts into an algebraic product. 

One of the pnncipal advantages of using the intensity method in field situations 
1s that the results are, in principle, independent of sources outside the mea
surement surface. The sound energy of external sources propagates through the 
measurement surface without contributing to the measured power of the sources 
withm the surface-provided that no sound energy due to external sources is 
absorbed within the surface. Similarly, sound waves reflected from room bound
aries or standing waves, unless they are too strong, do not affect the results of 
a sound power measurement. The standards are applicable to stationary sources 
located m a nonmoving medium. :Because of instrumentation limitations, the fre
quency range is generally limited to the one-third-octave bands from 50 Hz to 
6.3 kHz. A-frequency weighted data are calculated from one-third-octave-band. 
data in this frequency range or from octave-band levels in the frequency range 
63 Hz-4 kHz. The correction factors are given m Table 1.4. 

Determination of the measurement uncertamty is an important component 
of the measurements. All standards define the methods and procedures for its 
determination. Before starting the measurement, the acoustical environment has to 
be examined for extraneous mtensity, wind, gas flow, vibrations, and temperature. 
Toe next step consists of the calibration and field check of the mstrumentation as 
specified m IEC 104319 or ANSI 1.9-1996.20 The selection of the measurement 
surface 1s important. This is usually performed m two steps. First, an mitlal 
surface is selected and an initial measurement performed. The results are tested 
using a set of mdicatorS that define the characteristics of both the pressure and 
intensity fields on the measurement surface.23

•
24 If the values of these "field 

mdicators" as specified in the standard are not satisfactory; the steps above have 
to be modified and the measurement repeated. Important field mdicators are 
defined below. 

The initial measurement surface is usually selected following the shape of 
the source at a distance greater than 0.5 m, unless that positmn 1s over an area 
that radiates an insignificant proportion of the sound power of the source under 
test. The selection of the number of measurement pomts depends on the shape, 
segments, and size of the measurement surface. A minimum of 10 points must 
be selected (greater number obviously leads to better precision, particularly at 
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higher frequencies). If the source is large, one pomt per square meter of the 
measurement surface is usually selected, provided that the total number is not less 
than 50. If extraneous sound penetrates into the measurement area, the number 
of measurement points must be increased. 

After both the sound pressure and the sound mtenslty are measured at all 
points, the results are tested by the field indicators in all frequency bands. 
Depending on the outcome from these indicators, the number and distribution 
of the measurement points and the distance of the measurement surface from the 
source may have to be changed. The standards provide tables and flow charts 
that define the actions to be taken. 

The purpose of the indicators is to ensure a sufficient precision of the mea
surement. The statistical distributions of both the sound pressure and the sound 
intensity over the measurement surface depend on the source shape and its envi
ronment, primarily standing waves caused by sound reflections. Therefore, a 
general formula for the measurement error does not exist and the error must be 
determmed experimentally. Figure 4.16 shows the flow diagram for the imple
mentauon of ISO 9614- L 

The field mdicators as defined in ISO 9614 are as follows: Fi, temporal vari
ability of the sound field; F2, surface pressure-intensity; F3, negative partial 
power; and F4, field nonuniformity. The field indicators require measuring both 
the sound pressure and intensity. If the critena for the mdicators are not sat
isfied, the measurement arrangements must be modified. This concerns mainly 
the change of distance from the measurement surface and increase of the num
ber of measurement points. The flow diagram indicates the actions to be taken. 
Table 4.8 provides detailed information on these actions. 

Indicator F1 checks the stationarity of the intensity field from several short 
time-average estimates of the sound mtensity at one pomt. of the measurement 
surface. Its value should be less than 0.6. This should assure that the source 
operat10n is steady and the environmental effects are not time variable. 

Indicator F2 is calculated from pressure square averages over the measurement 
area, converted into a pressure level LP' Similarly, the intensity level L1 is 
deteffilined from the arithmetic average of the sound intensities in mdividual 
pomts, all taken with positive irrespect:Ive of the .power flow out or the 
measurement surface at a particular point. Indicator F2 must be smaller than the 
dynamic capability indicator L4 as defined by Eq. (4.25) and shown in 4.15 
m order to keep the error caused by the instrumentation less than 1 dB for K 7. 
This mdicator is particularly important at low frequencies, as it 1s apparent 111 
Fig. 4.15. 

Indicator F3 1s similar to indicator F2 except that the mtensity level L 1 is 
determined from intensity values with respect to its sign, which means that I 
1s negative at the points where the sound power flows into the measurement 
surface. This can be caused by extraneous sources or strong reflections due to 
source environment. Thus F2, which 1s supposed to be less than 3 dB, is 
linked to the ratio of the sound power radiated out of the measurement surface 
to the sound power entering the measurement surface. Because both bias and 
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FIGURE 4.16 Flow diagram for the implementation of ISO 9614. The action codes 
defined in the center column of this figure are defined m Table 4.8. Calculation of 
the required number of measurement points requires a factor, C, which 1s defined m 
Table 4.9. Tue path enclosed in dashed lines represents an optimal procedure designed 
to rnminlize the number of additional measurement positrons required on the nntlal mea
surement surface. (Courtesy of the International Orgarlizat1on for Standardization, Geneva, 

Switzerland.) 
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TABLE 4.8 Actions to Be Taken to Increase Grade of Accuracy of Determination 

Cnterion 

F2 > La or 
(F3 - F2) > 3 dB 

Cntenon 2 not satisfied and 
1 dB ::::S (F3 F2) ::::S 3 dB 

Cntenon 2 not satisfied and 
(F3 - F2) :5 1 dB, and the 
procedure ofISO 9614 
Section 8.3.2 either fails or 
is not selected 

"See Fig. 4.16. 

Action Codea Action 

e Take action to reduce the temporal 
vanability of extraneous mtens1ty, or 
measure dunng periods of less vanability, 
or increase the measurement period at 
each position (if appropriate) 

a In the presence of significant extraneous 
n01se and/or strong reverberation, reduce 
the average distance of the measurement 
surface from the source to a mirumum 
average value of 0.25 m; in the absence 
of significant extraneous noise and/or 
strong reverberation, increase the average 

or measured distance to 1 m 
b Shield measurement surface from 

C 

d 

extraneous noise sources or take actlon to 
reduce sound reflections toward the 
source 

Increase the density of measurement 
positions uniformly to satrsfy critenon 2 

Increase average distance of measurement 
surface from source using the same 
number of measurement positions or 
mcrease the number of measurement 
positions on the same surface 

random errors depend on - F2, the 3-dB cnterion sausfies the requirement to 
keep the bias errors low. 

Indicator F4 is the spatial variance of sound mtenslty measured at discrete 
points normalized to the average. The signs of intensity values are considered. 
Tlus mdicator reflects the variability of the power flow over the measurement 
surface. The lugher 1s F4 , the more. measurement pomts are needed. The num
ber of the measurement points N is given by N > C x Ff, where C is a 
factor which depends on frequency and required prec1s10n grade, as shown m 
Table 4.9. 

Part 2 of ISO 9614 defines the measurement of both the sound pressure and 
mtensity by scanning. The measurement area 1s subdivided into usually plane 
segments over wluch the probe is moved ("scanned") perpendicularly to the 
surface so that spatial averages of the measured quantities are obtained. The rec
ommended moving pattern and speed are specified in the standard. Expenmental 
evidence indicates that the results using the scanning techmque are generally 
more precise than usmg pomt measurements. 
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TABLE 4.9 Values for Factor C 

C 
One-Thrrd-Octave-

Octave Band Band Center 
Center Frequencies, Hz Frequencies, Hz 

Prec1s1on Engmeenng Survey 

(Grade 1) (Grade 2) (Grade 3) 

63-125 50-160 19 11 

250-500 200-630 29 19 

1000-4000 800-5000 57 29 

6300 19 14 

A weighteda 8 

a63 Hz-4 kHz or 50 Hz-6.3 kHz. 

Part 3 of ISO 9614 is also based on the scanrnng technique. The requirements 
for the measurements and the tolerances to be satisfied are more strict than in 

Part 2. 
In addition to the cited international standards, the ANSI has developed a 

standard, ANSI Sl2.12-1992,25 which mirrors, in its fundamental concept and 
measurement procedures, the ISO standards. This standard contains a greater 
number of field indicators and provides more details on the measurement proce
dures. The selection of any of these standards depends on the product to be mea
sured, the purpose of the sound pl;)wer determination, and commercial cnteria. 

ECMA International has also issued a standard for determining sound power 
from sound mtens1ty usmg a scanning technique.26 The standard is intended for 
use with computer and business equipment. 

After substantial experience with the determmation of sound power via sound 
intensity has been achieved, it 1s expected that these standards will be revised. 

4.11 SOUND POWER DETERMINATION INA DUCT 

The most common application of in-duct measurements is to deternnne the sound 
power radiated by air-moving devices .. The sound power level of a source in 
a duct can be detenruned according to ISO 513627 from sound-pressure-level 
measurements, provided that the sound field m the duct is essentially a plane 
progressive wave, using the equation 

where Lw 
Lp 

Lw 
s 

Lp + 10 log
So 

(4.26) 

level of total sound power traveling down duct, dB re 10-12 W 
sound pressure level measured JUSt off centerline of duct, dB re 
2 x 10-5 N/m2 

S = cross-sectional area of duct, m2 

So= 1 m2 
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The above relation assumes not only a nomeflecting tennination for the end of 
the duct opposite the source but also a uniform sound intensity across the duct. 
At frequencies near and above the first cross resonance of the duct, the latter 
assumption is no longer satisfied. Also, when following the measurement proce
dures of ISO 5136, several correction factors are incorporated into Eq. (4.26) to 
account for microphone response and atmospheric conditions. 

Equation (4.26) can still be used provided Lp is replaced by a suitable space 
average (Lp) obtained by averagrng the mean-square sound pressures obtained at 
selected radial and circumferential positrnns in the duct or by using a traversing 
circumferential microphone. The number of measurement positions across the 
cross section used to determine (Lp} will depend on the accuracy desired and 
the frequency. (See ref. Section 6.2.) 

In practical situations, reflect10ns occur at the open end of the duct, especially 
at low frequencies. The effect of branches and bends must be considered.28 When 
there is flow in the duct, 1t is also necessary to surround the microphone by 
a suitable windscreen (see Chapter 14). This is necessary to reduce turbulent 
pressure fluctuations at the microphone, which can cause an error in the measured 
sound pressure level. 

4.12 DETERMINATION OF SOURCE DIRECTIVlyy29,3o 

Most sources of sound of practical interest are directional to some degree. If 
one measures the sound pressure level in a given frequency band a fixed dis
tance away from the source, different levels will generally be found for different 
directions. A plot of these levels in polar fashion at the angles for which they 
were obtained is called the directiviry pattern of the source. A directivity pattern 
forms a three-dimensional surface, a hypothetical example of which is sketched 
m Fig. 4.17 The particular pattern shown exhibits rotational symmetry about 
the direction of maxmmm radiation, which is typical of many nmse sources. At 
low frequencies, many sources of noise are nondirectional-or nearly so. As the 
frequency increases, directivity also increases. The directivity pattern 1s usually 
determmed in the far (free) field (see Fig. 4.4). In the absence of obstacles and 
reflecting surfaces other than those associated with the source itself decreases 
at the rate of 6 dB per doubling of distance. ' 

Directivity Factor 

A numerical measurement of the directivity of a sound source is the directivity 
factor Q, a dimensionless quantity. To understand the meaning of the directiv
it~ factor, we must first compare Figs. 4.17 and 4.18. We see in Fig. 4.18 the 
directivity pattern of a nondirectional source. It 1s a sphere.with a radius equal in 
length to L ps, the sound pressure level in decibels measured at distance r from 
a source radiating a total sound power W, The sources of Figs. 4.17 and 4.18 
both radiate the same total sound power W, but because the source of Fig. 4.17 
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X OXIS 

y QXIS 

/Directivity pattern 
//~t an actual source 

ot a given power W (watts) 

FIGURE 4.17 Direcl:!vity pattern of a noise source radiatmg sound power W mto free 
space. A particular sound pressure level LP is shown as the length of a vector terminating 
on the surface of the directivity pattern at 0. Sound pressure levels were measured 
at vanous 0 and at a fixed distance r from the actual source m free space. 

FIGURE 4.18 Spherical directivity pattern of a nondirectional source radiating acoustlc 
power W mto free space. At all angles 0 and distance r, the sound pressure level equals 

where Lvs = 10 log(1012 x W/4nr 2). 

is directional, 1t radiates more sound than that of Fig. 4.18 in some directions 
and less in others. 

To derive a directivity factor Q, we must assume that the directivity pattern 
does not change shape regardless of the radius r at which it is measured. For 
example, if LP at a particular angle is 3 dB greater than at a second angle, the 
3-dB difference should be the same whether r 1s 1, 2, 10, or 100 m. This can 
only be determined in the far field of a source located m anechoic space. 

The directivity factor Q0 is defined as the ratio of (1) the mean-square sound 
pressure p~ [(N/m2)2J at angle 0 and distance r from an actual source radiating 
W watts to (2) the mean-square sound pressure p; at the same distance from a 
nondirectional source radiating the same acoustic power W. Altemati vely, Q 0 
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1s defined as the ratio of the rntens1ty m the direction of propagation (W/m2) 

at angle 0 and distance r from an actual source to the intensity at the same 
distance from a nondirectional source, both sources radiating the same sound 
power W" Thus 

Qe = 

or 

lQLpe/10 

lQL"s/10 
(dimensionless) (4.27) 

(4.28) 

where L p0 = sound pressure level measured a distance r and an angle e from a 
source radiating power W into an anech01c space (see Fig. 4.17) 

L pS = sound pressure level measured at a distance r from a 
nondirectional source of power W radiatrng into anechoic space 

Fig. 4.18) 

Note that Qe is for th~ angle 0 at which Lpe was measured and that Lps and 
L p0 are for the same distance r 

Directivity Index 

The directivity rndex (DI) is Slllply defined as 

Die 10 log Q0 dB (4.29) 

or 

(4.30) 

Obviously, a nondirectional source radiating into sphencal space has Q0 = I and 
DI = 0 at all angles 0. 

Relations between Lpe, Directivity Factor, and Directivity Index 

The sound pressure level for the nondirectional source of Fig. 4.18 is 

Lps = 10 log 
at distance r 
4 X lQ-lO 

dB (4.31) 

From (4.5) and (4.11) and taking the quantity D = pcWolP!r to be small, 
1s given by (see Fig. 4.18) 

W X 1012 

Lps = 10 log 
4
nr2 dB (4.32) 
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From Eqs. ( 4.28) and ( 4.32), we find that 

WQe x 1012 
Lpe = 10 log 

4 2 rrr 
(4.33) 

where W is in watts and r 1s in meters. In logarithmic form 

Lpe Lw + Die - 20 log.r 11 dB (4.34) 

where r 1s the distance from the acoustical center of the source in meters. 

Determination of Directivity Index in Spherical Space 

The directivity index Dle of a sound source in free space at angle 0 and for a 
given frequency band is computed from 

(4.35) 

where L pe = sound pressure level measured at distance r and angle 0 from 
source, dB 

(Lp)s = sound pressure level averaged over test sphere of radius r (and 
area 4rrr2) centered on and surrounding source 

Determination of Directivity Index in Hemispherical Space 

The directivity index Dle of a sound source on a rigid plane at angle 0 and for 
a given frequency band is computed from 

(4.36) 

where L pe sound pressure level measured distance r and angle 0 from 
source, dB 

(L } H = sound pressure level of space-averaged mean-square pressure 
P averaged over a test hemisphere of radius r (and area 2rrr2) 

centered on and surrounding source 

The 3 dB in this equation 1s added to (Lp)H because the measurement was made 
over a hemisphere instead of a full sphere, as defined in (4.37). The reason 
for this is that the intensity at radius r 1s twice as large if a source radiates into 
a heIDisphere as compared to a sphere. That is, if a nondirectional source were 
to radiate uniformly into hemispherical space, Die = DI 3 dB. 

Determination of Directivity Index in Quarter-Spherical Space 

Some pieces of eqmpment are normally associated with more than one reflecting 
surface, for example, an air conditioner standing on the floor against a wall. The 
power level of noise sources of this type may be measured with those surfaces 
in place. This 1s done best in a test room with anechoic walls but with one hard 
wall forming an "edge" with the hard floor. The general considerations of the 
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preceding paragraphs apply here as well. One determrnes the sound pressure level 
averaged over the quarter-sphere, (Lp)H, and also determines Lpe as before. The 
directivity index is given by 

(4.37) 
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5.1 INTRODUCTION 

Tlns chapter deals with the description and prediction of sound due to sources 
in an outdoor environment. Specifically, it deals with the propagation path 
from source to receiver. Propagation is affected by geometrical spreading, 
ground effects including reflection and refraction due to temperature and wind 
speed vertical gradients, attenuation from mtervening barners, general reflections 
and reverberation, atmospheric absorption, and attenuation from intervening 
vegetation. 

5.2 GENERAL DISCUSSION 

The atmosphere is m constant motion due to wind and sun at amplitudes that 
are large compared to the amplitudes of sound-particle velocity. Tiris con
stant motion results in considerable distort10n of sound waves and considerable 
variability of propagation conditions. Ever since the careful observations and 
first scientific modeling of outdoor sound propagation by 0. Reynolds, Lord 
Rayleigh, and Lord Kelvin in the runeteenth century,1 numerous experimental 
and mathematical studies have provided detailed understanding of the effects of 
mechamcal and thermal turbulence, humidity (including fog), boundary condi
tions at the ground surface, and obstacles such as trees, walls, and buildings rn 
the propagation path. 

Unfortunately, much of the vast amount of information published on outdoor 
sound propagation in scientific papers is not relevant to the practical control 
of noise from recreational and mdustrial facilities or from road, rail, and air 
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5.1 INTRODUCTION 

This chapter deals with the descnption and prediction of sound due to sources 
in an outdoor environment. Specifically, 1t deals with the propagation path 
from source to receiver. Propagation 1s affected by geometrical spreading, 
ground effects including reflection and refract10n due to temperature and wind 
speed vertical gradients, attenuat10n from intervening barriers, general reflections 
and reverberation, atmospheric absorpt10n, and attenuation from intervemng 
vegetation. 

5.2 GENERAL DISCUSSION 

The atmosphere is m constant motion due to wind and sun at amplitudes that 
are large compared to the amplitudes of sound-particle velocity. This con
stant mot10n results m considerable distortion of sound waves and considerable 
variability of propagation condinons. Ever smce the careful observations and 
first scientific modeling of outdoor sound propagation by 0. Reynolds, Lord 
Rayleigh, and Lord Kelvin m the nineteenth century,1 numerous experimental 
and mathematical studies have provided detailed understanding of the effects of 
mechamcal and thermal turbulence, humidity (including fog), boundary condi
tions at the ground surface, and obstacles such as trees, walls, and buildings m 
the propagation path. 

Unfortunately, much of the vast amount of information published on outdoor 
sound propagation m scientific papers is not relevant to the practical control 
of noise from recreational and mdustnaJ facilities or from road, rail, and arr 
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traffic. Relevance is determined by the rating critena required by governmental 
agencies for assessment of community environments, such as described in the ISO 
1996 series and various governmental regulations. Relevant criteria most often 
are given in the form of two acoustical descriptors: the equivalent contmuous 
and the average maximum A-weighted sound pressure level, Leq (as defined m 
Chapter 2) and LA.max (e.g., dunng a smgle-vehicle pass-by). 

For that purpose, mainly average favorable conditions for sound propagation 
(plus the frequency of such conditions) need to be considered. Unfavorable con
ditions, which result in a large and uncertain range of low sound pressure levels, 
play a mmor role in Europe. 

For example, when favorable conditions occur during 50% of the time and 
unfavorable conditions result in at least 5-dB lower levels, then the equivalent 
continuous level 

10 lg (~ 10Lfav/lO + ~ 10Lunfav/lO) 
100 100 

< Lrav 3 dB + 10 lg(l + 10-5110) dB 

> Lrav - 3 dB 

dB 

Lfav - 1.8 dB (5.1) 

lies some 2-3 dB below the average maximum level that occurs under 
favorable propagation condit10ns. It11rver lies outside that range, independent of 
the actual distribution of levels Lunfav for unfavorable propagation conditions. 

The techniques m this chapter concentrate on such average favorable condi
tions for sound propagation to receiver positions about 4 m above the ground 
(first story above the ground story or higher). Additional techmques will be 
needed in governmental Jurisdictions that require assessment of somewhat lower 
levels received 1.5 m above the ground-as 1s common within the United States 
and Canada. 

In general, the level of outdoor sound decays with increasrng distance between 
source and receiver. This geometncal divergence is most important for atten
uation near the source, while meteorological conditions dominate attenuation 
further away. 

Barriers, buildings, and bills that mterrupt direct propagation from source to 
receiver are most important for excess attenuation. Of less importance are the 
effects of atmospheric absorption, porous ground (with receivers above 3-5 m), 
trees, single reflect10ns from buildings, and reverberation m forests, valleys, and 
street canyons. Even though such effects are well understood, their computa
tion requires input that is often not available in engrneenng practice-such as 
the spatial distribution of relative hlllllldity or the effective flow res1stiV1ty of 
the ground between source and receiver. For planning purposes, engineering 
estimates or conventions have to be employed, rather than detailed models, to 
account for such effects. 

In a homogeneous atmosphere at rest, geometrical divergence of sound from 
pomt sources is described by rigorous solut10ns of the wave equation in sphencal 
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coordinates. In these solutions, sound travels on a straight course in all directions 
at the same speed. 

In reality, however, sound paths are not straight, because sound speed vanes 
with temperature and wmd velocity, mamly as a function of height above the 
ground. Underwater sound propagation 1s similarly dependent on height, due to 
the variation of salt content with height. To account for refraction of sound 
under water, vanous specialized mathematical models have been developed: 
ray theory, the spectral method or fast-field program (FFP), the normal mode, 
and the parabolic equation (PE).2 Except for the normal-mode model, which is 
based on essentially two-dimensional fields between the bottom and the sur
face of an ocean, all these models have been proposed for airborne sound 
as well. 

In addition, for airborne sound propagation the particular effects of ground 
inlpedance can be computed with a boundary element model (BEM)-although 
that model is limited to a nonrefracting (homogeneous) atmosphere. Also in the 
acoustical literature 1s a Meteo-BEM (presently limited to linear sound speed pro
files) and a generalized-terrain PE. The latter is limited to ax.is-symmetric cases, 
just like the PE, but is also applicable to terram profiles with moderate slope.3 

In spite of these advanced models, the much-simpler ray theory has now gamed 
engineenng importance, exclusively. In the past, ray theory was dommant because 
of excessive computation-time requirements for FFP- and PE-like models. At 
present, the comparison of results obtained with FFP (within the limits of reliable 
atmospheric input data involving the Monin-Obukhov boundary layer theory) 
has shown no particular advantage to FFP over ray theory. Instead, the two 
models show surprismg consistency for downwind conditions up to a distance of 
2000 m.4,5 

At a reception point outdoors, only the A-weighted overall sound pressure 
level 1s considered in most practical cases. Further calculation of sound trans
ID1ss10n mto buildings, which requires information about the spectral distribu
tion, is limited to special problems of building acoustics. Consequently, older 
engmeering estimates neglect the frequency dependence of propagation losses. 
Instead, they assume a frequency band that represents the attenuation of 
A-weighted overall sound pressure from sources with typical spectra. Due to 
increased computer capabilities, advanced engineenng models now include cal
culations m frequency bands. Except for distant propagation to receiver heights of 
1.5 m, full-octave bands are sufficient-both for the precision obtamable and the 
requirement for traceable details. One-third-octave bands are needed for special 
cases only. 

Regulations that allow various calculation procedures with frequency bands of 
different widths have a great disadvantage. The simpler procedure is not always 
on the safe side, and so users quickly learn to choose the procedure that yields 
"better" results, from their pomt of view. To avoid ambiguous results of this 
type, one should follow well-established governmental regulations and conven
tions-such as ISO 9613-26 m Europe and the regulations of funding authonties 
in the Umted States and Canada. 
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5.3 SOURCES 

Point Sources at Rest 

Historically, acousticians distingmshed between point, line, and area sources. 
Modem computer capabilities allow for the exclusive use of large numbers of 
pomt sources to approximate lines and areas. Such approx1mation is officially 
considered satisfactory m Europe, but not in the United States, where federal 
regulations generally require use of line source algorithms and computer pro
grams. Such line source programs eliminate the possibility that gaps m noise 
barriers, for example, will be ignored by computauons when the approximating 
pomt sources are not sufficiently dense along the roadway. ~ 

European computer programs automatically break up extended sources into 
sufficiently small elements, which can be described as point sources. For this 
purpose, it 1s generally sufficient that 

• the largest dimension of a source element be less than half the distance 
between source and receiver, 

• the sound power be about equally distributed over the source element, and 
• about the same propagation conditions exist from all pomts on the source 

element to the receiver. 

The last requirement pertains to effe~j:s of the ground and obstacles in the prop
agation path. If they are relevant, the permissible difference m height above the 
ground between two source elements is typically less than 0.3 m. Whether a par
ticular computer program follows these rules needs to be carefully determined 
by test cases. 

Point sources are described by 

• the location (x,y,z) of the center, 
• the sound power level Lw m frequency bands (relative to 1 p\V), and 
• the directivity index D1 in frequency bands (in one or two dimensions). 

Preferred frequency bands are octave bands with center frequencies from 63 
to 8000 Hz. Lower frequencies may be important-for example, in the vicin
ity of jet engme test cells. They need special consideration. Higher frequen
cies are subJect to strong and variable atmospheric attenuation. They can be 
neglected outdoors. 

When available, one should use measured sound spectra and directivity of spe
cific n01se sources. If these are not available but the A-weighted overall sound 
power level 1s known, Table 5.1 contams an estimate of the octave-band spectra 
applicable to a surprising number of sound sources-such as roadway, railway 
and aircraft traffic, rifle muffled diesel engines, and many industrial noise 
sources. For comparatively large and slow sources or for substantial vibration 
damping, the spectrum may be shifted to lower frequencies by one octave. On 
the other hand, comparatively small and fast-moving sources with little vibration 
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TABLE 5.1 Typical Unweighted and A-Weighted Octave-Band Source Spectra 
Relative to A-Weighted Overall Sound Power 

Octave-Band Center 
frequency, Hz 63 125 250 500 1000 2000 4000 8000 

Unweighted: Lw,oct LwA, dB -2 1 -1 -3 -5 -8 -12 -23 
A weighted: LwA,oct - LwA, dB -28 -15 -10 -6 -5 -7 -11 -24 

damping may have a spectrum that is shifted to higher frequencies by one octave. 
When the frequency band around 500 Hz is taken as an eqmvalent for the atten
uation of A-weighted overall sound, this Slillplifymg assumption is relative to 
one octave band below the average maximum of A-weighted octave-band noise. 

The directivity index is normalized so that the average value of 10ni110 in 
all dir.ections is unity. In many cases of rotational symmetry, the directivity 
index 1s sufficiently described m one dimension. Examples are smoke stacks and 
gunfire. For receivers on level ground, the directivity index is often described in 
the honzontal plane only. A practical example is the directivity of sound from 
aircraft engines during ground run-up tests. For turbo-Jet aircraft on the ground, 
a typical dependence of directivity on angle and frequency is plotted m Fig. 5.1. 
Highest values occur in the direction ¢ = 120° from the forward direction and 
in the 1000-Hz frequency band. 

CFM56-3C Aircraft, LwA"" 143.5 dB 

MT 

Octave-Band Number 

FIGURE 5.1 Combmatton of directivity and octave-band we1ghtmg for a turbojet engme 
With high bypass ratio at takeoff power setting.· Octave-band number 2 is centered at 
125 Hz and number 8 at 8000 Hz. Data are for a CFM-56-3C mrcraft engme w1th 
LwA = 143.5 dB. 
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The basic relation between the sound pressure level LP at a distance d from 
a source and the sound power level Lw of the source 1s given by 

(5.2) 

where A(d, cp) transfer function due to effect of all elements in propagation 
path; attenuating or enhancmg effects are discussed in 
Section 5.4 

D1(</>) = directiVIty index 
D., mdex that accounts for sound propagation into solid angles 

less than 4.7! steradians 

When the sound power output of a source 1s determined from outdoor mea
surements of the sound pressure level LP ( d. q;) m various directions cp at a certain 
distance d from the source, it is important to apply the same transfer function 
A(d, q;) from the sound power level to the sound pressure level as 1s applied in 
the opposite direction. 

The description of sound emiss10n in terms of the sound power level generally 
includes the assumption that the source radiates into free space (solid angle 
Q = 4u ). Instead, when the source is located on the ground, and therefore the 
solid angle of radiation is 2:rr, two equivalent assumptions can account for the 
ground: (1) an additional mcoherent m1age source beneath the ground, with the 
same sound power, or (2) a correction of the sound power level Lw by Dn = 
3 dB m Eq. (5.2). In general, when-The source is located at a height hs and the 
receiver at a height h R above reflecting ground, the correcting mdex is 

(5.3) 

from geometrical consideration of incoherent image sources.6 Furthermore, m 
some cases the ground effect from source to receiver, which is part of A(d) 
in Eq. (5.2), must be taken into account. 

When the source is located close to a wall or m a corner formed by two walls, 
sound pressure at some distance would mclude reflections from these walls as 
well. Similar to Eq. (5.3), the effect of these reflections is a level difference of 
about D., = 6 dB for a wall and about 9 dB for a corner. Alternatively-and nec
essarily for sound-absorbing walls-image sources may be considered separately. 

Moving Sources 

For traffic nmse, 1t is common practice to consider the motion of sources along 
straight lines. Compared to continuous sources at rest, movmg sources yield 

• variable sound pressure levels at a stationary receiver, 
• variable pitch of tonal components at a stationary receiver (Doppler eff

ect), and 
• different radiation due to different acoustical loading of the surrounding arr. 

SOURCES 125 

The last of these effects 1s well described by theory, but in practice either included 
in the overall descnption of sound ermssion or neglected at low velocities. 

The variation m pitch, from a higher pitch dunng vehicle approach to a lower 
pitch after passage, is determined by the factor (1 + M)/(1 - M), in which M = 
V / c 1s the Mach number resultmg from the vehicle velocity V and the sound 
velocity c. For road traffic, this multiplicative factor roughly corresponds to one
third of an octave, but for high-speed maglev trains, it may reach a full octave. 
In addition, for maglev trains, the sinusoidal excitation of the track, which is 
due to the groove-passage frequency of magnets over the long-stator, results 
in a broadband maxnnum noise at receivers close to the track-when radiated 
frequencies shift upward from some parts of the track and downward from other 
parts (see Fig. 5.2). Pure tones from the vibration signal of the magnets are not 
audible during train passage. 

For movmg vehicles of any type, the variation in sound pressure level dunng 
approach and pass-by is generally not taken into account, except for its energy 
mean and, in some cases, its maximum value. An integrating sound-level meter 
is used to determine the total sound energy and then to report the pass-by' s 
sound exposure level (SEL), which 1s the level of the mtegrated sound energy 
referred to a tinle interval of 1 s and is also called the single-event level. Since 
the direction of sound approach to a receiver from a long, straight track is equally 
distributed horizontally over 180°, Eq. (5.2) can be used without its directivity 
index to convert the SEL mto a sound power level. Spreading this sound power 
over the distance the source travels in 1 h results in a sound power per uuit 
length of track-the strength of a line source for one vehicle per hour. For 
further calculations, the line source is broken up into straight-line segments in 
the United States and Canada or into point sources m Europe. 

co 
-a 100 1-11----+II---+---, 
...J 
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1000 2000 3000 
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". 'J.) 0 ,G ~ tf5 'oc:s-' 
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FIGURE 5.2 (a) Narrow-band spectrum of sound pressure level measured close to the 
magnets of a maglev train at 355 km/h. (b) A-weighted octave-band spectrum relative to 
A-weighted overall sound pressure level at some distance from a maglev train. 
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Although tlus procedure is normally applied to mdiv1dual road and rail vehis 
cles, the emission from the homogeneous section of a long train is usually 
evaluated differently. In such cases, the time integral of the squared sound pres
sure may be limited, without significant energy loss, to Just when the center part 
of the homogeneous section passes by. This integral describes the sound emission 
from the homogeneous section m the same way as the SEL describes 1t for the 
entire train. Consequently, the same procedure can be used here (distribute the 
sound power over the distance the source travels in one hour) to determlne the 
sound power per unit length of track for the tram section selected. Sound power 
contributions from rolling noise of different vehicles are then added together. 
Contributions from sources at different heights need to be considered as separate 
line sources. 

5.4 ELEMENTS IN PROPAGATION PATH 

Overview 

The transfer function of sound from a source to a receiver is determined by 
the sum of all attenuations along a particular ray path and by the contribution 
from all paths of direct and reflected sound. Attenuations account for spherical 
spreading Activ, ground effect Agr, diffraction by barriers Abar, partial reflections 
Arefl, atmospheric absorption Aatm, and nuscellaneous others Amisc• They are 
described in the following. 

Sound Propagation in Homogeneous Free Space over Ground 

In the geometrical, high-frequency approximate solution of the Helmholtz equ
ation for sound pressure p, 

2rrf 2 
( )

2 
Ap + -c- p = -8 (r - rs) (5.4) 

propagation of sound with frequency f from a point source at r rs is described 
by ray theory. Rapid variations in phase are distingmshed from slow variations 
in amplitude due to geometrical spreading and energy loss mechanisms. The ray 
traJectones are perpendicular to the surface of constant phase, which forms the 
wave front. The direction of average energy flux follows that of the traJectories. 
The amplitude of the field' at any pomt can be obtained from the density of rays. 

At short ranges, it is reasonable to assume straight rays. In free space, sphencal 
spreading over a distance d results in an attenuation of 

Adiv 101g dB 

where do = 1 m. An observer above partially reflecting ground receives not only 
the direct ray but also a ground reflection, as sketched in 5.3. For simplicity, 

Image 
source 

ELEMENTS IN PROPAGATION PATH 

Ground 

FIGURE S.3 Ground reflection of a straight ray. 

the plane-wave reflection coefficient 

Zo 
z, 
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(5.6) 

of a locally reacting surface of the ground, with impedance Z,, may be used to 
determine the magrntude/phase effect of the reflection. The characteristic wave 
impedance of arr, Zo = Poco, is generally very small compared to the magnitude 
of the ground impedance Z,. Therefore, the reflection coefficient is usually about 
1, except for very small angles cp-that is, when IZsl sinqJ « Zo and the reflec
tion coefficient is about -1. Under the latter condition, the direct ray destructively 
mterferes with the ground reflection and causes relatively low sound pressure 
close to the ground. In essence, the source and image source form a dipole, caus
ing little radiation parallel to the ground. When the source is much closer to the 
ground than the rece1ver-e.g., for road traffic noise-the ground effect near 
the source can be attributed to a vertical radiation characteristic of the source. 
According to measurements over grassland near the shoulder of highways, the 
directivity index D1 (¢) of A-weighted road traffic noise drops from O dB at an 
elevation angle of 15° to about -5 dB at 0°. Generalized per reciprocity for arbi
trary source and receiver heights, this relation converts to a reduction in overall 
A-weighted sound level6: 

(5.7) 

where dis the source-receiver distance and 

(5.8) 

1s the average height of the sound ray from a source at height hs to a receiver 
at height h R. 

Within a receiver distance of less than 200 m, this description is qmte consis
tent with calculat10ns of the Ontario noise regulation7 from the equation 

Agr.o lOG (5.9) 
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FIGURE 5.4 Excess attenuation Agr over grassland as a function of distance d for an 
average height of 2 m: (-) according to (5.7); (- - -) according to Eq. (5.9) with 
G 0.5; (--) according to Eqs. (5.9) and (5.10). 

with 

s 0.66 (5.10) 

for an average height of 2 m ( or a receiver height of 4 m for a source close to 
the ground), as shown in Fig. 5.4 .. -~, 

More precise models have been developed to account for the curvature of 
wave fronts using a spherical reflection factor and possibly for an extended reac
tion of soft ground (e.g., fresh-fallen snow).8 Such models explam a pronounced 
mterference dip of sound pressure for sources and receivers within 2 m above the 
ground. This dip typically occurs m octave bands centered at 250 and 500 Hz. 
A dommant parameter of these more precise models is the effective flow resis
tivity of the ground. United States and Canadian agencies generally require the 
application of such models to properly account for this dip to receivers 1.5 m 
above the ground (the required receiver height). Note that this dip is caused by 
interference, not energy absorption at the ground. 

However, near-complete destructive interference of two rays requires about 
equal amplitude and opposite phases. Diffuse rather than specular ground reflec
tion, plus phase distortion due to thermal and wind turbulence in the propagation 
path, reduces or inhibits such near-complete mterference, especially at large dis
tances. Predicted ground attenuation Agr of more than 20 dB for average lawn 
surface 1s unrealistic. 

From an engmeering pomt of view (especially in Europe), this interference 
effect is of little use. Some sound-level reduction may be expenenced on a terrace 
surrounded by a lawn. But neighbors to industrial plants cannot be protected from 
sound impinging on their bedroom wrndows ( 4 m or more above the ground) by 
interfering reflections from a substantially lower ground. In Europe, plannmg of 
new roadways or commercial activities does not depend on the ground conditions 
of adjacent property, as it does m the United States and Canada. 
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Refraction of Sound in Inhomogeneous Atmosphere 

Very important for outdoor sound propagation is the inhomogeneity of the atmo
sphere. The normal state of air 1s one of "convective equilibrium," in which 
the sound velocity c vanes with temperature and wind velocity as a function of 
height above the ground. Higher temperature close to the ground results in higher 
sound velocity there and therefore in curvature of sound rays toward the sky. A 
component of wind in the direction of sound propagation causes refraction of 
sound rays toward the ground, because wind speed always increases with height. 
Linear wind and temperature profiles result in rays following a catenary curve 
that can be approximated by a circular arc with radius 

1 
R=~-

a cos¢ 
(5.11) 

as already described by Lord Rayleigh,1 where a denotes the sound speed gradient 
due to vertical temperature and wind gradients. In the Nordic countries of Europe, 
measurements of wind and temperature are specified at heights of 0.5 and 10 m 
above level ground, expressly to determine a from the relation9 

a 10--
3 

(0.6 l!.T + ~) 
3.2 m 1°c 1 mis 

(5.12) 

where 6.T = T(lO m) - T(0.5 m) 1s the difference in temperature and Au 
u(lO m) - u(0.5 m) is the difference in wind speed component at those two 
heights. 

For negative values of a, causmg upward refraction, there is a limiting arc 
between source and receiver at a distance 

(5.13) 

that Just grazes the ground (see Fig. 5.5). Beyond this distance, sound can reach 
the receiver not along a ray but only by diffraction. The linntmg arc determmes 
the boundary of an acoustical shadow zone. For source and receiver height hs = 
0 m and hR = 4 m, respectively, and a moderate gradient a -10-4 m-1, this 
distance D = 282 m. Stronger gradients reduce the distance, but typically not 
below 100 m. Consequently, meteorological conditions are often neglected for 
sound propagation over less than 100 m. To ensure reliable measurements of 
mdustrial noise at a nnrumum height of 4 m, the Nordic countnes specify a 
nnnimum value a = - 10-4 m-1 at distances from 50 to 200 m and a > - 10-4 

m-1 at larger distances. 
Most noticeable is the case of temperature inversion (a > 0), which happens 

on calm days during dawn and dusk when dampness covers the ground and 
sunshme is restricted to the upper layers of the atinosphere. With temperature 
inversion, traffic noise 1s trapped in the lowest layer by downward refraction 
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Shadow zone 

FIGURE 5.5 Sound rays and shadow formation for negative valnes of a. 

and repeated reflections from the ground. As a result, sound can be heard over 
very large distances, due to divergence m only two (rather than three) dimen
s19ns-that is, no divergence upward. Even stronger effects can be observed for 
sound propagation over lakes and wide rivers. 

Opposite effects occur from sound propagation over hot spots, as is well known 
from the poor quality of communication over an open fire. Ground surfaces 
warmed up by the sun or by industnal facilities may cause upward refraction 
and scattering of sound out of straight rays, both effects resulting in excess 
attenuation. 

--~,; 

The combmed effects of ground and micrometeorology have been studied m 
detail for the development of a heuristic model for outdoor sound propagation.10 

This model accounts for 

• ray theory for the fastest path in air from source to receiver; 

• one or more ground reflections during sound propagation downwmd or for 
temperature inversion conditions, the number depending on the magrutude 
of the positive sound speed gradient; 

• diffraction of sound into the shadow zone for a negative sound speed 
gradient; 

• spherical reflection coefficient for refracted sound rays mcident on the 
ground, depending on the effective flow resistivity of the ground; and 

• reduced coherence of the vanous contributions to the sound pressure at the 
receiver, due to different travel times of these components and turbulence 
of the atmosphere. 

Data calculated from this model have been compared to data measured over 
grassland at relatively low receiver positions with the followmg results: 

• High excess attenuations calculated for negative gradients a at distances 
of more than 400 m have not been observed. Up to 1600 m, the average 
attenuation values were limited to approximately 20 dB in the frequency 
band centered at 630 Hz. 
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• For positive gradients a, average measured excess attenuations were liffilted 
to a few decibels and did not mcrease significantly with distance from 400 to 
1600 min the frequency bands below 200 Hz and above 630 Hz. Calculated 
values of excess attenuation came out higher. 

• A pronounced excess attenuauon m the frequency bands from 200 to 1000 Hz 
was both calculated md measured for low wind and a small positive 
gradient a. 

A much simpler model for the ground effect on sound propagation outdoors has 
been adopted m ISO 9613-26• 

• Downwind (or a positive gradient a) is considered exclusively. 

• The ground is either hard (G = 0) or porous (G 1). If only a fraction of 
the ground is porous, G takes on a value between O and 1, the value being 
the fraction of the region that is porous. 

• Three regions for ground reflection are distinguished: (1) the source region 
stretching 30hs (maximum) toward the receiver, (2) the receiver region 
stretching 30hR (maximum) toward the source, and (3) if the source and 
receiver reg10ns do not overlap, a middle region m between. 

• Similar to the mgular parameter mvolved in Eq. (5.7), a parameter 

q (1 60~t) dB> 0 (5.14) 

is introduced to account for reflections in the nnddle region by a ground 
attenuation equal to in the octave band centered at 63 Hz md equal to 
-3q(l - Gm) mall the . octave bands up to 8 kHz center frequency, 
where Gm is the value of G m the illlddle region. Together with the assump
tion that sound is radiated into a half-space with solid angle 2n, there 1s a 
6-dB mcrease m sound pressure level due to correlated ground reflection at 
63 Hz, mdependent of ground porosity, and at higher frequencies for hard 
ground. Over porous ground, a 3-dB increase at higher frequencies is due 
to uncorrelated reflections. 

• For. the source and the receiver region, q = 0.5 accounts for the splitting of 
regions and Gm 1s replaced by Gs or GR, where the mdices Sand R refer 
to the source and receiver regions, respectively. In addition, the following 
attenuations are taken mto account for both regions in four octave bands: 

Midband Frequency, 
Hz 

125 

250 

500 

1000 

Attenuation Contribution, 
dB 

3Ge-[Ch-5m)/2.9m]
2 (1 _ e-d/50m) 

+5.7Ge-(hn.3m)2 ( 1 - e-(d/600m)2) 

8.6Ge-(h/3.3m)
2 

( 1 _ e-d/50m) 

14Ge·-(h/l.Sm)2 (1 - e-d/50m) 

(1 _ e-d/50m) 

(5.15) 
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Largest attenuation occurs over porous ground in the octave band. with center 
frequency 500 Hz. Consequently, the simplifying assumption that this frequency 
band is representative for the attenuation of A-weighted overall sound may not 
be conservative. Instead, it could actually underestimate the sound pressure level 
at the receiver. 

The attenuation linearly increases with distance d up to about d = 50 m and 
then approaches a limit, except for the low-frequency baud around 125 Hz, where 
a further extending ground wave 1s assumed. 

Equations (5.15) show an exponential decay of attenuation with the square of 
receiver height. For tlle octave band at 500 Hz, tlle normalizing height in that 
band's equation is 1.5 m, roughly two wavelengtlls of sound. At 1000 H~, tll1s 
normalizing height 1s 1.05 m. The ratio of height to wavelengtll 1s smular m 
the relevant octave bands around 250 and 1000 Hz, indicating that the model 1s 
based on physical considerations together witll experimental findings. 

Despite essential simplifications compared to tlle heunstic model, the proce
dure described in ISO 9613-2 for octave-band calculations of ground attenuation 
is often replaced in practice by the procedure of Eq. (5.7) for A-weighted overall 
sound, mainly because ground factors G are often ambiguous. 

The application of Eq. (5.15) to road and rail traffic noise with low source 
height 1s questionable. Ground effects near the source are already mcluded m 
measured data. Uneven surfaces du~-;o ditches for drainage are not covered. by 
the model. Ground effects near the receiver can be excluded by an app:opnate 
minimum height. Consequently, it has been decided tllat German gu1delmes for 
prediction of rail traffic nmse, presently under revision. shall not account for 
frequency-dependent ground effects. . 

In contrast, U.S. requirements for road traffic computations consist of _a more 
detailed computer model based on acoustical tlleory-the UB. Federal Highway 
Admmistratlon (FHWA) Traffic Noise Model (TNM).11 Version 2.5 of this mo~el 
has been compared witll more than 100 h of measured sound levels (Leq) at 17 
highway sites, most with flat terrain, with and w1tllout nmse bamers. Measure
ments ranged to 400 m from the roadway during daytime hours under varymg 
wind conditions. Under these conditions, the average difference beti2een results 
of computations and measurements was within approxrmately 1 dB. 

Barriers 

Any large and dense object that causes an acoustical shadow zone in the patll 
of a sound ray is considered as a sound barrier. Such objects. include walls, 
roofs, buildings, or tlle ground itself if it forms an edge or a hill. Sound pen
etrates mto such shadow zones by diffraction and thereby suffers barrier atten
uation Dz, The amount of attenuation is primarily determined by tlle Fresnel 
number 

N 
2z 

).. 
(5.16) 
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Source 

(a) 

Barrier 
(b) 

FIGURE 5.6 Barrier between source and receiver: (a) cross sectional view; (b) plan view. 

where is the mcrease in patll lengtll (the extension of a hypotlletical rubber 
band between source and receiver) caused by one or more of tlle barrier edges 
and J.. = c/f is the wavelengtll of sound at frequency f. Note tllat z decreases 
witll mcreasing angle of sound incidence /3 (see Fig. 5.6). 

For z = 0 there 1s already a small barner attenuat10n of about 5 dB plus an 
interference pattern at the edge of tlle shadow zone. Details of this interference 
pattern require a substantial computational effort that is not needed for engmeer
ing purposes. Therefore, preferred are simple approximations that are denved 
from extrapolations of the diffraction model and tlle ray-tracmg model. When 
both models provide tlle same .result for the line of sight over a hill or over 
undulating ground, the calculation of barrier insertion loss should be based on a 
limiting (z 0) ground attenuation of about 5 dB independent of frequency, as 
described by Eq. (5.7). This consideration leads to tlle barner msertion loss: 

{ 
Dz Agr > 0 for diffraction over top edge of barrier . (

5 17
) 

Dz > 0 for diffraction around vertical edge of barner • 

where Dz 1s defined in Eq. (5.18). 
Inclined barner edges are considered to be top edges whenever the angle of 

inclination against the ground is less than 45° Otherwise they are considered to 
be vertical edges. 

Note in Eq. (5.17) that an intervening barrier causes the loss of all ground 
effects. At a height of 4 m or more over porous ground, this approX1mation is 
relatively accurate. Close to hard ground, however, it is not correct. Pressure 
doubling due to hard ground, which results in negative values of Agr, persists 
even with interverung noise barners and cannot result 'in larger values of Abar 
than for porous ground. 

The calculation of barrier attenuation is based on Huygens' model for wave 
fields, which takes all msonified pomts in a plane perpendicular to the ray from 
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source to receiver as new sound sources. Points on a radius around the ray 
radiate with the same phase, varying between positive and negative values with 
mcreasing radius. Intervals between "phase zeros" m the hypothetical plane arp 
called Fresnel zones. In free space, the contributions from neighbonng Fresnel 
zones cancel each other, except for the center zone with the Fresnel radius ~' 
where dso 1s the distance from the source to the plane. This center zone is the only 
uncanceled portion of the secondary wave front of Huygens' model and therefore 
is responsible for the entrre sound field at the receiver. When this center zone is 
blocked by a barrier, the direct ray disappears. 

In addition, a barrier partially blocks outer Fresnel zones and thereby inhibits 
the complete cancellation of their contributions. In the liIDlt of many blocked 
Fresnel zones both above and on either side of the direct ray from the source to 
the receiver by a sufficiently high and long barrier, the intensity of the uncanceled 
portion decays with 1/ N; that is, the barrier attenuation increases with mcreasing 
path length difference over the top edge and with frequency. 

Refined calculations of barrier attenuation include sound reflection at the bar
ner surface. When either the source or the receiver is close to a reflecting bamer 
surface, then the image source behind the barrier contributes almost as much to 
the sound field as does the actual source. This effect reduces the bamer attenu
ation but 1s often negligibly small. 

Ground reflections can be important. When either the source or the receiver 1s 
high above the ground, ground-reflected contributions are relatively small due to 
relatively large path length differences' z. But such high sources and receivers are 
generally not the case. Consequently, barrier attenuation over ground is computed 
3 dB lower than the attenuation by a diffracting half-plane. 

For outdoor sound propagation, the coherence of sound at different points 
m the sound field is reduced by wind and temperature fluctuat10ns. This sets a 
limit for mterference, depending upon the Fresnel radius and Fresnel number. 
Furthermore, one has to account for the curvature of rays due to gradients of 
wind and temperature. In the downwmd direction, this curvature reduces the 
effective barrier height and the diffraction angle and, consequently, reduces the 
barrier attenuation-depending on the distance between the source, barrier, and 
receiver. 

Theoretical and heunstic models have been developed to account for many 
or all of the effects Just described. For prediction purposes, they suffer from the 
need for extremely detailed or unavailable input. In contrast, ISO 9613-2 requires 
less input-perhaps the upper limit of detail that can typically be obtained. In 
that standard, barrier attenuation is approximated by 

Dz 10 lg (3 + 2NC2C3Kme1) dB< 20 dB for C3 = 1( <25 dB for C3 > 1) 
(5.18) 

where C2 20 and includes the effects of (1) sound rays from the source via the 
barrier edge to the receiver, (2) sound rays from the image source m the ground, 
and (3) sound rays to the image receiver in the ground (if ground reflections 
are taken into account separately in special cases, then C2 40); C3 1 for 
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diffraction at a single edge but can mcrease to 3 for diffraction at two or more 
edges in series, according to 

C _ 1 + (5 ,\/e)2 

3 
- 1/3 + (5 ,\/e)2 

(5.19) 

with e as the path length from the first to the last diffractmg edge; and Kmet 18 

a meteorological correct10n factor which accounts for down-wind ray curvature 
and is calculated from 

Knwt exp (- lO~Om ✓ ~ss:;
rd

) (5.20) 

where dss is the path length from the source to the first diffracting edge, dsr is 
the path length from the last diffractmg edge to the receiver, and d is the path 
length without the barrier. 
, All of Eqs. (5.17)-(5.20) are conventions that are based on first-order approx
imations. of theoretical relations, plus field experience, for sound propagation in 
a refractm~ atm~sphere with curvature parameter a > 0. They can be applied for 
b:miers of mfirute or firute length on the ground, with one to three perpendicular 
diffracting edges. The barrier length must be large enough to meet tlie require
men_ts for reflectors (see below). For example, this is true for typical railway 
barriers of 2 m height above the railhead. At a distance of 25 m and a height of 
3.5 m above the railhead, the A-weighted sound pressure level of freight cars 1s 

reduced by about 11 dB. 
Calculations of ISO 9613-2 do not include the case of barriers aloft, like 

shelter roofs at gas stations.. If diffraction at a single edge 1s dominant for the 
received sound, the calculation should still be applicable, however. Contributions 
from more than one edge may be assumed as mcoherent for sufficiently large 
barriers. Minimum dimens10ns must meet the requirements for reflectors. 

Reflectors and Reverberation 

Any large ob3ect-a wall, roof, building, or road sign, for example-that has 
plane surfaces m the path of a sound ray and that blocks an area with Fresnel 
radius at least ~ is considered to be a reflector. More specifically according 
to ISO 9613-2, the pro3ect1on of the minimum dimension of the ob1ect m the 
direction of sound mcidence shall meet the requirement 

lrrun COS fJ > 
1/dso + 1/dor 

(5.21) 

where fJ is the angle of sound incidence on the reflecting plane and dso and dor are 
the path lengths from the reflection point to the source and to the receiver, respec
tively. Planes approximate nonplanar surfaces. Specular reflections are considered 
exclusively in terms of an image source (see 5.7). 
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FIGURE 5.7 Specular reflection from a plane with minimum dimension llllin• 

A reflection coefficient* R < I of the reflector reduces the sound power level 
of the image source by -10 lg(R) dB. Diffuse reflections from rough building 
facades, whlch result in scattenng of sound toward the sky, are generally taken 
into account with a reflection loss of 1 or 2 dB. The directivity of a source needs 
to be considered in the direction of a receiver image. 

Atmospheric Absorption 

The attenuation due to atmosphenc absorption 

(5.22) 

is theoretically well understood and fully described Ill ISO 9613-1.13 For predic
tion purposes, one has to select the appropriate conditions of relative humidity, 
temperature, and ambient pressure. When low temperature and hlgh hum1dity 
are assumed, the attenuation is relatively low around 500 Hz. In contrast, in the 
frequency bands at and above 4000 Hz, attenuation is high enough to reduce 
contributions to the A-we1ghted overall level to negligible values at distances of 
a few hundred meters. On the other hand, Aann itself is mostly negligible in the 
frequency bands at and below 125 Hz. Table 5.2 contains selected values. 

TABLE 5.2 Atmospheric Attenuation Coefficient IX for Octave Bands of Noise at 
Selected Nominal Midband Frequencies6 

Atmosphenc Attenuation Coefficient a, dB/km 

Temperature, Relative 63 125 250 500 1000 2000 4000 8000 
oc HuID1dity, % Hz Hz Hz Hz Hz Hz Hz Hz 
10 70 0.1 0.4 1.0 1.9 3.7 9.7 33 117 
20 70 0.1 0.3 1.1 2.8 5.0 9.0 23 77 
15 50 0.1 0.5 1.2 2.2 4.2 10.8 36 129 
15 80 0.1 0.3 1.1 2.4 4.1 8.3 24 83 

*ISO 9613-2 uses p mstead of R. 

I 
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Effects of Ground Cover and Trees 

The consideration of ground cover and trees is often excluded from engineenng 
prediction of excess attenuation in the propagation path of sound. The reason is 
twofold. The effect 1s small and unreliable. The situation 1s not only sub1ect to 
seasonal vanations but may change with different land use. 

However, much money can be wasted building roadway noise barriers longer 
than truly needed if tree attenuation 1s ignored. This happens when barrier lengths 
are needlessly extended to reduce sound coming from far up and down the 
roadway-needlessly because trees adequately reduce that flanking sound by 
themselves. Note that sound arnvmg perpendicularly from the roadway might 
typically pass through only 50 m of trees, whereas sound arriving from far up 
and down the roadway passes through 500-1000 m of trees-for significant 
attenuat10n. 

5.5 INTERACTION OF ELEMENTS AND CONTRIBUTIONS 
FROM VARIOUS PATHS 

Standard Regulations for Consideration of Interactions 

The attenuations discussed for individual elements in the propagation path of a 
sound ray are added to yield the total attenuation: 

A Adiv + Agr + Abar + Aatm (5.23) 

where Activ = attenuation due to spherical spreading, predicted according 
to Eq. (5.5) 

Agr = attenuation due to ground effects, predicted according 
to Eqs. (5.7)-(5.10) and (5.14)-(5.15) 

Abar attenuation due to diffraction at barrier edge, predicted according 
to Eqs. (5.16)-(5.20) 

Aatm attenuation due to atmospheric absorption, predicted according 
to Eq. (5.22) 

The only interaction taken into account is that of barriers and ground, as described 
by (5.17). Reflections are assumed to result m incoherent contributions at 
the receiver. 

Interaction of Barriers and Ground at Various Distances 

Barriers on both sides of a roadway or railway provide at least two contributions 
to the total sound field at a receiver outside of the barriers--one by diffrac
tion over the barrier at the receiver side and the second by reflection from the 
barrier on the other side-which may also .suffer diffraction over the barner on 
the receiver side (see Fig. 5.8). The second contribution is lower due to higher 
geometrical attenuation Activ but possibly higher due to lower barrier attenuation 
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FIGURE 5.8 Sound rays from traffic lane slnelded on both sides by (a) absorptive 
barriers and (b) mclined bamers. 

Abar• It generally needs to be reduced by absorptive or inclined barrier surfaces, 
which reduce the reflection toward the receiver. 

Frequently discussed 1s the question of whether ground attenuation should 
be completely neglected for sound diffracted over the top of a barrier, as in 
Eq. (5.17). The reasoning to account for some ground attenuation in the barner 
shadow zone 1s based on the assumption of an eqmvalent source at the diffracting 
edge. However, this assumption 1s not consistent with diffraction theory. There 
is no ray going out from the edge suffering attenuation just from divergence, 
but the diffracted field penetrates deeper and deeper mto the shadow zone until 
1t reaches the receiver. Since the ground effect on the receiver side is mostly 
determined by interference with a ground reflection close to the receiver, one has 
to consider two differently diffracted contributions, which are differently atten
uated. Thus, the chance for considerable interference is reduced, particularly at 
high receiver positions. Of course, such an argument 1s valid only for meteo
rological conditions that provide no shadow formation. For greater accuracy at 
receiver positions near the ground, this mterference is not neglected in the United 
States and Canada. 

Barriers Close to Trees, with Gaps and Slots 

The attenuation performance of barriers can be reduced by various influences. 
Past concern centered on trees or bushes that exceed the height of a nearby 
barner. Experiments have shown that high-frequency components of n01se are 
scattered by leaves mto the barner shadow zone. 14 However, thIS effect seems 
to be small compared to the better acceptability of "green" barriers. 
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Calculations with Eq. (5.18) assume that diffracted sound dominates in the 
barrier shadow zone. For this to be true, sound passmg through the bamer must 
be negligible ( down 5 dB or more) compared to the diffracted sound, which holds 
for a barrier relatively free of holes in its face and also free of a continuous gap 
between it and the ground. More sound energy gets through such holes/gaps 
than geometrically mcident on the openings. Also requrred is a sufficiently large 
transID1ssion loss through the surface material of the bamer. A mass per unit 
surface area (excluding framing) of 20 kg/m2 is usually sufficient to provide a 
transID1ss1on loss of 25 dB or more at 500 Hz. Such weight 1s easily achievable 
with thickness and matenals needed for mechanical stability of the bamer. 

Procedures Applied by Computer Software 

Engmeenng computer software for noise mapping is based on geometrical data 
provided by geographical information systems. The ground is often described by 
plane triangles; roads, railways, and barners by sections of straight lines; and 
individual sources by points. Houses are modeled by rectangles. The handling of 
numerous data for larger areas requires a high degree of sophistication. 

A sound ray may experience several reflections and may be diffracted on 
the path from source to receiver. Because of computer speed, current computer 
software can deal with many reflections with reasonable computation times. How
ever, current software is not necessarily precise, due to approximate modeling 
of reflectors and reflection losses. Normally only three reflections are taken mto 
account. Former consideration of reverberation m street canyons is excluded from 
current computations. 

An essential part of the software is its validation by test cases15 This task 
does not aim for physical correctness but for consistency with the referenced 
calculation schemes. For this purpose, the program must be run in the same 
mode for test cases as for real applications-for example, the setting of software 
switches for accelerated computation. 

5.6 ENGINEERING APPROACHES TO ACCOUNT 
FOR METEOROLOGY 

Correction Terms Cmet and Co 

The transfer function of Eq. (5.2), as specified by the attenuation m Eq. (5.23), 
leads from source properties to the eqmvalent continuous A-weighted sound pres
sure level LAT (DW) for meteorological conditions that are favorable to sound 
propagation. This may be appropriate to meet specific restrictive requirements. 
A slightly better balance between interests of mdustry and neighborhood is• the 
long-term A-weighted sound pressure level LAT(LT), where the tune interval T 
is several months or a year. Such a period will normally mclude a variety of 
sound propagation conditions, both favorable and unfavorable. 
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According to ISO 9613-2, a value LAr(LT) may be obtamed from the value 
of LAT (DW) by subtraction of a meteorological correction term, 

if d S lO(hs + hR) 

if d > lO(hs + hR) 
(5.24) 

where Co (in decibels) depends on local meteorological statistJ.cs for wind speed 
and directions plus temperature gradients. Similar to Eq. (5.7), tlus subtracted 
tenn depends on the ratio of the effective height of the sound ray and distance, so 
that Fig. 5.4 gives a qualitative impression, except for distance. The correction 
term Cmet is applied at somewhat larger distances. Expenence indicates that 
values of Co are limited in practice between O and approximately 5 dB, with 
values m excess of 2 dB being exceptional. 

Local Weather Statistics 

Among the various procedures proposed for the calculation of Co from weather 
statistics is the following: 

Co(a, g) -10 lg(~ (1 - g) cos(0,ec - 0;)] + 1 Q) dB 

(5.25) 
where 0rec angle between North and the source-receiver line 

g = parameter between 0.01 and 0.1 that accounts for attenuation 
m upwmd direction 

0; = angle between North and ith wind direction 
W1 = probability for ith direction of wind 

I number of wind directions 
1 - Q probability for no wind ( calm) 

Values of g 0.1 and g 0.01 correspond to a maximum upwind attenuation of 
10 and 20 dB, respectively. Crosswind attenuation is less than 3 dB. Such values 
are effective for single point sources and wmd always from the same direction. 
For extended sources (e.g., traffic lines or larger mdustrial areas), the appropriate 
averaging procedure typically results in values slightly smaller than 2 dB. 

5.7 UNCERTAINTIES 

General 

The uncertamty of sound pressure levels calculated for a receiver position results 
from the uncertamty l::.Lw of the source level, determined, among other matters, 
by uncertain assumptions about the operating conditions of a sound source, the 
number of vehicles on a road, the roughness of rail heads, and the uncertainty 
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!::.A of the propagation losses. In the followmg, the uncertainty t.A is discussed 
exclusively. However, note that uncertamties about source levels cannot always 
be neglected. 

Elements 

Uncertainty about spreading losses is generally small. Except for air traffic, dis
tances between source and receiver can be determined very precisely. Effects of 
road traffic distribution on several parallel lanes are generally small if the most 
inner and outer lanes are modeled separately. 

Uncertainty 1s significantly affected by effects of ground and meteorology. 
Very pronounced uncertainty has been obtamed by Schomer16 from long-term 
measurements with a loudspeaker centered at a height of 0.6 m above grassland 
and receivers at 1.2 m at distances up to 800 m. The standard deviation describmg 
high portions of received octave-band levels is shown in Fig. 5.9. 

At low frequencies up to 125 Hz and also at high frequencies above 2000 Hz, 
the standard deviation increases approximately continuously with distance and 
frequency, as one would expect. Anomalies can be seen in the mtervening fre
quency bands. These anomalies can be attributed to variable ground interference. 
The low measurement height of 1.2 m may exaggerate the effect, though this 
receiver height IS important to computations in the United States and Canada. 

For special barrier-top design, a considerable uncertainty about bamer attenu
ation is found in the comparison of standard calculations with results calculated 
or measured in laboratories. However, in field tests such designs have hardly 
ever shown level differences of more than 1 dB at a distance of more than 25 m 
from a roadside or railway barrier. Source or receiver positions close to a bamer, 
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FIGURE 5.9 Standard deviation s of octave-band sound pressure levels for downwind 
condition at vanous distances from a loudspeaker centered at a height of 0.6 m and 
receiver he1ght 1.2 m above grassland. 
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where reflections from the barrier surface or deep shadow zones play a role, are 
rarely met in practice, and therefore the laboratory effects are not observed in 
the field. 

There is substantial uncertarnty about the validity of the factor C3 m Eq. (5.19). 
In many laboratory cases, multiple diffraction has shown an mcrease in bamer 
attenuation by more than 5 dB. But these cases are often related to barner atten
uations in excess of 20 dB. In practice, they depend significantly upon specific 
propagation paths from source to receiver. 

Significant uncertamty exists for the meteorological correction factor of 
Eq. (5.20). It is matched to numerous data obtarned for downwrnd situations 
at distances up to 1000 m over porous ground. Estimates for this uncertainty are 
about 2 dB, independent of distance, since the magnitude of barrier attenuation 
decreases with distance. 

Uncertainty due to the roughness and absorption of reflecting surfaces is 
approximately 1 dB. In addition, limiting the number of reflections to three is 
sometimes not sufficient to let even a single computed sound ray enter through 
a passageway rnto a courtyard. It is obvious from such considerations that ray 
theory and specular reflections are limited to relatively open areas. Otherwise, 
standard deviations of more than 5 dB may occur. It 1s this consideration that par
tially argues for the U.S. and Canadian retention of line segment sources rnstead 
of point source approximations. 

Uncertainty about atmospheric absorption may be calculated from the uncer
tainties of relative humidity, temperature, and ambient pressure. At low frequen
cies, that uncertamty is very small. At high frequencies. it is of little concern for 
engineering purposes. At frequencies around 500 Hz, the standard deviation is 
usually small compared to that of ground effects. 

Overall A-Weighted Sound Pressure Level 

The uncertamty for sound attenuation along the path of a ray in any frequency 
band increases with the square root of the sum of variances due to geometry, 
ground effects, barriers, reflectors, and atmosphenc absorption. When several 
rays contribute to the sound pressure level at the receiver, the variances must be 
weighted according to their energy and the sum 1s divided by the total energy. 
This summat10n of uncorrelated partial uncertarnties results in a reduction of the 
total uncertamty. 

The uncertainty for the A-weighted overall sound pressure level may be cal
culated from the variances in octave bands, weighted according to their energy. 
When a number of n frequency bands equally contribute to the overall level, the 
uncertainty is reduced by a factor 11,Jn. 

Approximately consistent with estimated accuracies in ISO 9613-2 1s the 
standard deviation reported by Schomer16 for the A-weighted overall sound pres
sure level received from a source of pink nmse.14 At distances from 100 to 800 m 
and an average height above grassland of 0.9 m, that standard deviation was 
about 3 dB. At an average height above 5 m, ISO 9613-2 estimates an accuracy 
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of 1 dB. Advanced procedures for calculation of outdoor noise levels aim for an 
accuracy with a standard deviat10n of 1 dB up to a distance of 1000 m over fiat 
terram and of 2.5 dB over hilly terrain. 3 
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Sound in Small Enclosures 

DONALD J. NEFSKE AND SHUNG H. SUNG 

Vehicle Development Research Laboratory 

General Motors Research & Development Center 

Warren, Michigan 

6.1 INTRODUCTION 

Only in an anechoic room may sound waves travel outwardly in any direction 

without encountering reflecting surfaces. In practice, one must deal with every 

shape and size of enclosure containing an infinite variety of sound-diffusing, 

sound-reflecting, and sound-absorbmg obJects and surfaces. However, in small 

rooms of fairly regular shape, with smooth walls, the sound is not statistically 

diffuse and will depend on the acoustical modal response in the room. Typical 

examples where this is the case are the passenger compartments of transportation 

vehicles, ductwork and small rooms in buildings, enclosures used to enhance 

the response of audio eqmpment, and enclosures designed for sound isolation. 

Because of the need to understand the modal nature of sound in such enclo

sures, this chapter will describe the governing equations, the modal theory, and 

Its applicat10n for determirung and controlling the interior acoustical response. 

While the modal theory for rectangular enclosures is described in most standard 

textbooks on acoustics,1
-

5 the extended approach for irregular gcometnes and the 

use of advanced numencal techniques are more amenable to practical application 

and are also described here. 

6.2 SOUND IN A VERY SMALL ENCLOSURE 

Before considenng the more general case, it will be mstructive to consider the 

sound pressure response in a very small enclosure. Frequently, in noise control 

problems, a -noise source 1s enclosed m a very small box to prevent it from 

radiating n01se to the extenor, as conceptually represented in Fig. 6.la. When 

the noise source has a frequency low enough so that the wavelength of the 
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6.1 INTRODUCTION 

Only in an anech01c room may sound waves travel outwardly in any direction 

without encountenng reflecting surfaces. In practice, one must deal with every 

shape and size of enclosure containing an infinite variety of sound-diffusing, 

sound-reflecting, and sound-absorbing obJects and surfaces. However, m small 

rooms of farrly regular shape, with smooth walls, the sound is not statistically 

diffuse and will depend on the acoustical modal response m the room. Typical 

examples where this is the case are the passenger compartments of transportation 

vehicles, ductwork and small rooms in buildings, enclosures used to enhance 

the response of audio eqmpment, and enclosures designed for sound isolation. 

Because of the need to understand the modal nature of sound in such enclo

sures, this chapter will describe the governmg equations, the modal theory, and 

Its application for detennining and controlling the interior acoustical response. 

Wbile the modal theory for rectangular enclosures 1s described in most standard 

textbooks on acoustics, 1- 5 the extended approach for UTegular geometries and the 

use of advanced numerical techniques are more amenable to practical application 
and are also described here. 

6.2 SOUND IN A VERY SMALL ENCLOSURE 

Before considenng the more general case, it will be instructive to consider the 

sound pressure response in a very small enclosure. Frequently, in noise control 

problems, a-noise source 1s enclosed in a very small box to prevent 1t from 

radiating noise to the exterior, as conceptually represented in Fig. 6.la. When 

the noise source has a frequency low enough so that the wavelength of the 
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(b) Vibrating Flexible Wall 

FIGURE 6.1 Sound m small enclosure with impedance boundanes generated by 
(a) interior n01se source and (b) p1ston model of flexible-wall vibration. Symbols: p(t), 

sound pressure; Q(t), volume velocity; Z, wall impedance: A, impedance wall area; w(t), 

piston velocity; S, piston area. 

sound 1s long compared to the largest distance of the box, the sound pressure 
produced by the source will be uniform throughout the entire cavity. A uniform 
sound pressure field will also be created in an enclosure when the walls of the 
enclosure are forced to vibrate at low frequency by the pressures of an external 
sound source, as conceptually represented by the vibrating prnton in Fig. 6.lb. 
Frequently, the walls of the enclosure will be damped by applying panel-damping 
treatment or absorption material over the walls. 

The uniform sound pressure p(t) in such an enclosure will satisfy an extended 
form of Eq. (2.9) as (1/P)dp/dt + (y/V)dr/dt (y/V)Q(t), where Q(t) is 
the volume velocity of the sound source (m3 /s ), V is the enclosure volume, P is 
the ambient air pressure, and r(t) is the volume variation. At the wall area A (m2) 
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Jn Fig. 6.la or b, the specific acoustical impedance 1s Z p ju and the particle 
velocity is u(t), so d1:/dt =Au= Ap/Z. Since c2 = yP/p by Eq. (2.12), the 
uniform sound pressure in the enclosure satisfies 

dt + 2op (P;) Q(t) (6.1) 

where 8 = pc2A/(2VZ). For steady-state excitation, Q(t) = Q cos(cvt +<!>), 

which is the volume velocity of the source operating at the forcing frequency 
f cv/2:n: (hertz) with the volume velocity amplitude Q and phase ¢. The 
steady-state sound pressure in the enclosure is then p(t) = p0 cos(cvt + 00), with 
the sound pressure amplitude and phase given by 

Po 

0o 

V[(cv + 28;)2 + (28r)2]1/2 

</> 
-I CV+ 28, 

tan --- rad 
28r 

N/m2 

(6.2) 

Here 8 = or + i 8; 1s a complex damping factor (i = that accounts for the 
acoustical impedance Z = R + i X of the wall area A, where 

8 = cARepc 
r 2V Z 

cA pc 
8, = -hn- s-1 

2V Z 
(6.3) 

For the interior noise source in 6.la, Q(t) is taken as positive for outward vol
ume flow, while for the flexible-wall vibration in Fig. 6.lb, Q(t) = -Sw(t) 1s an 
equivalent volume velocity with outward piston velocity w(t) taken as positive. 

From Eq. (6.2), we see that the amplitude p0 of the sound pressure in the 
enclosure depends, not only on the noise source amplitude Q and forcmg fre
quency f = cv /2n, but also on the enclosure volume V and total wall impedance 
m 8. For a rigid-wall enclosure, IZI --,. oo, so that Or, oi 0, and 

Po 
pc2Q Nimz 
cvV 

0o = cf> ½n rad 

(6.4) 

In this case, the sound pressure depends only on the amplitude and frequency 
of the volume velocity of the source and on the enclosure volume. The sound 
pressure lags the volume velocity by exactly 90°, indicating that the source does 
not radiate any acoustical power. 

Example 6.1. The piston of Fig. 6.lb has an area of 1 cm2 and 1s driven har
momcally with a peak-to-peak displacement of 4 mm at a frequency of 100 Hz. 
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The volume of the cavity is 0.0125 m3 and it has rigid walls. What is the sound 

pressure level m the cavity? 

Solution For hannomc displacement excitation w = w si~ wt, ap-d we obtain 

w = (ww) cos wt = Ji cos wt' so that {1 = WW. Therefore, Q Sw = s WW and 

from Eq. (6.4), 

N/m2 (6.5) 

where t:,. v = Sw 1s the volume change of the enclosure due to theyiston _fs

placement. Inserting the appropnate numencal values, we have b V 10 x 

2 x 10-3 2 x 10-7 m3, so that 

Po= 1.21 x 3432 x 
2 x 

10
-

7 
= 2.28 N/m2 

1.25 X 10-2 

The sound pressure level is then 

0.707 X 2.28 
Lp = 20 log10 = 20 log10 2 x 10-s 

Pref 

98 dB 

~-~3 

Example 6.2. A noise source 1s enclosed m a very small box, as m Fi~. 6. la, 

that has flexible but very stiff walls. Determme the formula for the mtenor 

sound pressure. 

Solution For a mass-sprmg-dashpot model of the box walls, the acoustical 

impedance is z A-1[C + iw(M - K/al)], where A is the :van surface area 

and C, M, K are overall values of wall damping, mass, and stiffness. For very 

stiff walls, ZR> -iK/Aw so that, fromEq. (6.3), 

wKm 

2 K 

where Krur pc2 A 2 / V (Nim) is the stiffness of the arr and K (Nim) is the wall 

stiffness. Substituting Or and oi mto Eq. (6.2) then gives 

1 pc2Q 
Po= l+Km/K wV 

N/m2 

(6.6) 

00 =¢- rad 

Note that the sound pressure m an enclosure with compliant walls is lower than 

the sound pressure in an eqmvalent ngid-wall enclosure given by Eq. (6.4), and 

the addition of dampmg to the walls can be shown to produce a similar effect. 
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Example 6.3. A Helmholtz resonator is a rigid-wall enclosure with a small 

. aperture of cross-sectional area S that connects the enclosure to a column of 

air of length L that oscillates as the piston in Fig. 6.lb. Determine the natu

ral frequency. 

Solution The mass of the column of air is M = pSL and the force on 

it 1s pS. Hence we must have Mw = pS, where w is the velocity of the 

air c;:ilurnn. Since iii wib, we obtain Q Sil;= S2p0/wM. Substituting thls 

for Qin Eq. (6.4) gives (1 - pc2 S2 /u>2MV)p0 = 0 or (1 - Karr/w2M)p
0 

= 0, 

where Karr = pc2S2 
/ V is the rur stiffness. The natural frequency 1s then w

0 
= 

JKm/M cJS/LV. 

6.3 GOVERNING EQUATIONS FOR ACOUSTICAL MODAL RESPONSE 

For lai·ger enclosures or for higher frequencies, the sound pressure field in the 

enclosure is no longer uniform but depends on the acoustical modal response in 

the enclosure. More importantly, the sound pressure can be amplified considerably 

near discrete frequencies corresponding to the acoustical cavity resonances. This 

modal nature of sound in an enclosure results from the superposition of sound 

waves that propagate according to the well-known acoustical wave equation 

[Eq. (2.13)], 
jj 
c2 

0 N/rn4 (6.7) 

where p denotes the second partial derivative with respect to time t. 

Noise sources mterior to an enclosed cavity can be included as forcing terms 

m the wave equation. For the example of a monopole source (e.g., a loudspeaker 

in a cabmet) as m Fig. 6.la, the trme-varying mass flow rate is rh(x, y, z, t) = 
pQ(x, y, z, t) (kg/s), so that 

p 
c2 

pQ 
V 

N/m4 (6.8) 

where Q = oQ/iJt. Other interior sources can be represented as combmations of 

monopole sources or else can be included directly in the wave equation m a sirm

lar manner. For simple harmonic motion, p(x, y, z, t) = Re[p(x. y, z) exp(iwt)] 

and Q(x, y, z, t) Re[Q(x, y, z) exp(iwt)], and we obtam the mhomogeneous 

Helmholtz equation for the steady-state sound pressure response, 

n2 A , (W)
2 

A 
V p, - p 

C 

i<J)pQ N'/ 4 --- m 
V 

(6.9) 

where f w/2n: (Hz) 1s the forcing frequency of the vibration and), c/ f (m) 

is the wavelength of the sound produced by the source. 

The boundary conditions for p determine the reflection, absorpt10n, and trans

:rmssion of the sound waves at the enclosure's surfaces and are derived from fluid 
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mechanical considerat10ns.6 For small-amplitude motions, a momentum balance 
at the boundary requires that the air particle velocity u normal to the boundary 
surface be related to p through 

1 ap , -- = -u rn/s2 

pan (6.10) 

where a;an is the outward surface-normal derivative. For an 1mperv10us wall 
surface, u is the normal-velocity component of the air mto the pores of the 
surface. Table 6.1 lists the boundary conditions for different wall surfaces and 
air interfaces that are characterized by their acoustical impedance Z and surface
normal vibration velocity w. In what follows, we will investigate the steady
state, random, and transient sound pressure response in enclosures with flexible, 
absorbent boundaries where Z and tiJ are defined as in Table 6.1. 

6.4 NATURAL FREQUENCIES AND MODE SHAPES 

Acoustical resonances that result m high sound pressure occur at discrete 
natural frequencies in an enclosed cavity. The acoustical resonances are found 
from the free-vibration solution of the wave equation by substituting Pn = 
Pno\J..ln(X, y, z) exp(iwnt), which gives 

V2\J..ln + (:n r \Jin= 0 m-2 (6.11) 

with free-vibration boundary conditions for the walls. The nondirnens1onal pres
sure distributions \J..ln(X, y, z) for n = 0, 1, 2, ... are the mode shapes, with fn = 
wn/2n (Hz) being the corresponding natural frequencies. For absorbent bound
aries, the mode shapes and natural frequencies are complex, and the acoustical 
modes are damped. However, for boundaries (IZI oo) or for fully reflec
tive open boundaries (IZI = 0), one obtains real, undamped modes, or standing 
waves, that depend only on the geometrical shape of the cavity. 

Table 6.2 gives formulas for the natural frequencies and mode shapes of the 
undamped acoustical modes of a few regular-shape enclosures with ngid walls 
as well as those of a tube with fully reflective and open boundaries. (A more 
complete list can be found in ref. 7.) One can show that the acoustical mo<les 
are orthogonal over the cavity volume such that 

(6.12) 

and constitute normal modes of the enclosure. In Table 6.2, the number of indices 
used to identify each mode is based on the dimensionality of the enclosure, 
whereas we have used a smgle' index to identify a mode, so the equivalence for 
a three-dimensional enclosure would be fn = fut and \Jin= \J..lijk· 
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TABLE 6.1 Acoustical Boundary Conditions 

Type 

1. Rigid wall 

Air 
.,~~--- k' Rigid J))JJJJJ??J wall 

2. Flexible wall 

w Wall surface normal velocity 

\ Air 

-
----- k' Flexible 

wall 

3. Absorber on ngid wall 

Za Absorber impedance 

4. Absorber on flexible wall 

Absorber impedance 
Air 

Jf 
Zw Flexible wall impedance 

5. Open pressure release 

6. Open plane wave 

~~ 

Absorber 

Flexible 
wall 

Air z.,, pc 

Boundary Condition 

iJp 
-=0 
iJn 

1 ap .. 
--=-w 
pan 

!_ /Jp = 1 iJp 
p /Jn Za iit 

= __ 1_ IJp 
p Zarr at 

/:Ip 

at 

Air Particle 
Velocity 

u=O 

u=w 

u 

u +w 

Deterrnme 
from analysis 
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TABLE 6.2 Acoustical Modes and Natural Frequencies" 
-------------------------------Description 

Slender tube both ends 
closed 

2. Slender tube one end closed 
one end open 

3. Slender tube both ends open 

4. Closed rectangular volume 

5. Closed cylindrical volume 

Figure 

D«L 
D 

1r ;71 
i-,. X 

f,1-L 

D« L 
D 

~ 

i-,. X =r 
f,1-L 

D«L 
D 
! 

!-+X f 
f<I-L 

y 

x.--{ 

r -) r 
'---"---{--'-:, lR 
l<t-- L ------t,J 

Natural F1equency, f11_k (Hz) 

ic 

2L 

D « A where A = c lf 

ic 

4L 

D « X where X = 

ic 

2L 

D « A where A = c lf 

c ( i2 k2) I/Z 
2 L; + + q 

C A jk l j( 

(

, 2 ·2 2) l/2 

2n: R2 + rT 
from Table 6.2a below 

Mode Shape, 'Il;jk 

i'l(X 
cos L 

ircx 
cos-

L 

. ircx 
smL 

i 0, 1, 2, 

i = I, 3, 5, .. 

i=l,2,3, 

in:x jrcy krcz 
cos cos cos 

Lx Ly 
i, j,k 0, 1,2,. 

1
1 

(1,w~) cos ircx I sinj .0 
R L or 

i, j, k O 1 cos j0 
'. '2, 

Modes Symmetric about Center 

6. Closed spherical volume 

7 Arhitrnrv closed volume 

Ci) 
D 

1-4----L----l>I 

Table 6.2a 

j 

A1C 

, 2TCR 

A; from Table 6.2b below 

L-Maximum lineai dimension 
fundamental natural frequency 
(approximate): 

C 

2L 

-------~-----< 0 
k 

0 

l 

2 

3 

0 

0 

3 8317 

7 0156 

10..1730 

°Frnm Ref. 6 

2 3 4 5 
- 0 

18412 3 0542 4 .. 2012 5.3176 64156 
-----

53314 67061 8.0152 9..2824 10.5199 

85363 9.9695 113459 12.6819 13.9872 15.2682 

11.7060 13 1704 14 5859 159641 17.3128 18.6374 
- -
= TC(k + 1/4) for k 2'. 3 (l;_(Ajk) = 0) 

1 

4 .. 4934 

1/2) 

R . 'A;r 
sm R 

=0, 1,2,. 

Finite-element analysis 
Boundary element analysis 

Table 6..2b 

2 

77253 

for i 2'. 4 (tan'A1 = 1cJ 
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It 1s noteworthy that the first natural frequency of a cavity that is completely 
enclosed by ngid walls 1s zero, fo 0, and ts a uniform pressure mode (some
times called a Helmholtz mode) with % = 1 and 

Vo= i W5dV = V m3 (6.13) 

where V 1s the volume of the enclosure. Also, the fundamental frequency of the 

first spaually varying mode m an enclosed cavity is approximately Ji c/2L 

(Hz), where L 1s the maximum linear dimension of the cavity. 
For a cavity Wlth an open boundary, the n 0 mode is absent because a 

(nonzero) uniform pressure cannot be sustained. Also, the natural frequencies 
and mode shapes m Table 6.2 for a tube with an open boundary are approX1IDate 

because the boundary condition (p "" 0) does not fully model the exact physics 

of the acoustical behavior at an open boundary. The accuracy of the formulas in 

Table 6.2 for an open tube increases with increasmg slenderness of the tube. In 
general, the dimension of the open boundary must be small compared with the 

acoustical wavelength so that the sound is fully reflected from the open boundary. 

Example6.4. Aclosedrectangularcavityhasdimensions0.41 x 0.51 x 0.61m. 
From Table 6.2, frame 4, the formulas for the normal-mode frequencies and mode 
shapes are 

(6.14) 
m:x iny 1nz 

\(lijk = COS COS - COS 
Lx Ly L 2 

Let Lx = 0.61 m, = 0.51 m, and 0.41m. (a) Find the natural frequen-

cies of the i 2, J 0, k = 0; the i 1, j = l, k 0; and the i = 2, j I, 

k = 0 normal modes of vibration. (b) Plot the sound pressure distribution for 
these three normal modes of vibration. The speed of sound, adjusted for temper
ature, 1s 347.3 mis. 

Solution 

(a) From Eq. (6.13) we have 

347.3 F2 )
2 

h,o,o = - 2-y \Ml) = 569.3 Hz 

347.3 

2 

'( 2 )
2 

( 1 )2 
0.61 1 

+ 0.51 = 663 .4 Hz 
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FIGURE 6.2 Sound pressure contour plots of a section through a rectangular enclosure 

for three different modes of vibration. The numbers on the plots mdicate the relative 
sound pressure amplitude. 

(b) The pressure distributions [Wuki of the modes are shown in Fig. 6.2, where 

the normalization 1s such that the maximum pressure at the corners is 

l'llijkl = 1. The minimum sound pressure occurs at the nodal surfaces for 
which IWijk[ = 0. Since k 0 for all three modes, the pressure distribu
tlons are uniform in the z direction. 
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6.5 NUMERICAL METHODS FOR ACOUSTICAL ANALYSIS 

For simple geometries and boundary conditions, the acoustical modes can be 
expressed analytically as in Table 6.2, but for more complicated geometnes and 
boundary conditions numerical approaches such as the finite-element method or 
the boundary-element method are required. 8 The :firute-element method is based 
upon the representation of the mtenor of the enclosure by a :firute number of 
interconnected volume elements. The boundary-element method is based upon 
the representation of only the boundary surface of the enclosure by a finite num
ber of mterconnected planar elements. While both the finite-element method 
and the boundary-element method were originally developed for structural anal
ysis, they are applicable to numerous nonstructural problems, and the acoustical 
cavity problem falls into this category. The major advantage of the boundary
element method is the reduction in modeling effort that is required because only 
the surface of the enclosure needs to be meshed. On the other hand, the finite
element method generally results in banded, frequency-independent, real matrices 
that require significantly less computational time when solving for the acousti
cal response. 

To illustrate a numencal acoustical modal analysis of a complex-shaped enclo
sure, Fig. 6.3 shows the application of the acoustical fimte-element method to 
an automobile passenger compartment. The acoustical finite-element model in 
Fig. 6.3a was developed from linear hexahedral and pentahedral elements, where 
only a half-model 1s required because of symmetry .9 The model can be solved to 
obtain the acoustical modes by implementing a structural finite-element code and 
usmg the structural-acoustical analogy 10 outlined in Table 6.3. By specifying 
the structural material properties in terms of the acoustical material properties 
as shown in Table 6.3, the structural equations of motion reduce to the acousti
cal wave equation and the structural boundary conditions reduce to the required 
acoustical boundary conditions. The accuracy of the modal solution will be pro
portional to (n/N)2 when using linear elements, where n 1s the mode number 
and N is the number of elements in a particular direction. Generally, accuracy to 
within 10% in frequency can be expected for the first four modes in a particular 
direction when there are about 10 linear elements in that direction. 

The first acoustical mode predicted by the passenger compartment finite
element model m Fig. 6.3a 1s shown in Fig. 6.3b. It 1s a longitudinal mode 
with the nodal surface passing vertically through the passenger compartment. 
The nodal surface on which I\J!nl = 0 and the antinodal surfaces on which I\J!nl 
1s a local maximum are of practical importance because they indicate low- and 
high-noise regions, respectively, which result from excitation of the mode. For 
the example in Fig. 6.3b, excitation of the mode may go unnoticed by a front
seat occupant because of the proximity of the nodal surface, but it may be heard 
by a rear-seat occupant. The situation is just the opposite for the second mode 
illustrated m Fig. 6.3c. Because of the megular geometrical shape of the compart
ment, these modes could not be predicted by simple formulas like those presented 
in Table 6.2. However, the numerical approach provides a method to predict the 

,. 
I 

\ 
1. .8 

I 
I 

NUMERICAL METHODS FOR ACOUSTICAL ANALYSIS 

(a) Acoustic Finite Element Model 

\ 
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\ 

\ 
. 2 

' \ 
0 . 

\ 
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(b) First Resonant Mode at 73 Hz 

(c) Second Resonant Mode at 130 Hz 
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FIGURE 6.3 Acoustical firute-element analysis of automobile passenger compartment 
to determme the acoustical mode shapes and natural frequencies. The mode shapes become 
mcreasmgly more complex as the natural frequency increases and as the complexity of 
the enclosure geometry increases. 
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acoustical modes, which can then be used to predict the forced sound pressure 
response by the methods of the following sections. 

6.6 FORCED SOUND PRESSURE RESPONSE IN ENCLOSURE 

Often the sound pressure response in an enclosure for known sound sources 
is of mterest. The enclosure may be complicated m shape, and 1t may have 
walls that are both flexible and absorbent as well as multiple interior surfaces. 
If the undamped modes Wn(X, y, z) and natural frequencies fn = wn/2rr for n = 
0, 1, 2 .... are known, the forced acoustical response in such an enclosure can 
be directly expressed usmg the modal analysis technique as the normal-mode 
expansion, 11• 12 

(6.15) 
n 

where the Pn are time-varying coefficients that must be determined to satisfy the 
acoustical wave equauon, the boundary conditions, and the initial conditions. 

For flexible and absorbent boundaries described by the boundary conditions 
in Table 6.1, the modal coefficients Pn(t) are determined from 

.. , 2 pc2 
Pn + 28nPn + wnPn = -Fn(t) Nlm2 s-2 

Vn 

where Vn 1s given by Eq. (6.12) and Fn(t) is the modal force, 

(6.16) 

(6.17) 

Q is the volume velocity of interior noise sources, and w 1s the vibration velocity 
of the wall panels at the boundary surface S. The integrations are carried out over 
the enclosure volume V and the wall panel surface S, respectively. In Eq. (6.16), 
On is the modal damping constant or modal damping decrement, which as defined 
here is complex and given by 

- --"-dA 
pc2 j qi2 

2Vn A Z 
(6.18) 

where Z = R + iX is the complex wall impedance and the integration is ear
ned out over the nnpedance wall area A. Table 6.1 determines the particular 
interpretation of w and Zin Eqs. (6.17) and (6.18) for different boundanes. The 
undamped modes Wn are assumed to satisfy the ngid-wall boundary condition 
(8Wn/8n = 0.) on both the wall panel surface Sand the impedance boundary A. 

From Eq. (6.18), the real and imagmary parts of Sn can be expressed as [cf. 
Eq. (6.3)] 

(6.19) 



Idaho Power/1206 
Ellenbogen/91

160 SOUND IN SMALL ENCLOSURES 

where Zn is an average impedance for the nth mode and 

pc 

Zn 
where (6.20) 

Wben the wall impedance Z does not vary over the wall surface area A, Eq. (6.20) 

results in pc/Zn pc/Z, as expected. Recalling the real and rmagmary inter

pretation of the acoustical impedance m Eq. (6.19), we observe that 8~ relates to 
the wall resistivity ( ~ damping) and 8~ relates to the wall reactance ( ~ flexibil
ity). In the above formulation, we have assumed that "light damping" exists such 

that 18~ I « Wn and 18~ I « Wn. For more "heavily damped" enclosures that often 
occur in practice, the modal equations (6.16) are coupled through the boundary 

impedance and the wall flexibility, and they must be solved snnultaneously. A 

complete discussion of the procedure is given m references 12 and 13. 

Example 6.S. The acoustical modes \(In and natural frequencies Wn are given by 
the fimte-element analysis in Table 6.3. Determine the normal-mode expansion 
for the forced sound pressure response. 

Solution From the finite-element analysis, the acoustical modes are given as 
the M x N matrix 

1/fll 1/112 Vl'!n ifrlN 
1/r21 1/rzz 1/12n 1/12N 

{\ll1 \ll2 .. \lln • • • WN} = 
1/Jml 1/lmz 1/tmn o/mN 

(6.21) 

o/Ml VIM2 .. 1/fMn 1/JMN 

where each row m corresponds to the response at a particular grid point of 
the finite-element model and each column n corresponds to the response of a 

particular mode. In matrix form, the normal-mode expansion in Eq. (6.15) for 
the forced sound pressure response then becomes 

P1(t) 1/111 i/!12 1/rin 1/J1N P1 (t) 
pz(t) 1/121 1/122 V1'2n 1/lw P2(t) 

Pm(t) o/m! 1/lm2 '1/.lmn ¥FmN Pn(t) 
(6.22) 

PM(t) ¥FM1 1/fM2 .. 1/tMn ¥FMN PN(t) 

Each modal coefficient Pn(t) is determined from Eq. (6.16) with w
11 

known and 

Vn = {\(lnf[M]{\lln}, where superscript T mdicates the transpose and [M] 1s 
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developed m the finite-element analysis as m Table 6.3. The modal forcing m 
Eq. (6.16) is 

{Fn(t)} = [wf ({Q} - [S]{w}) (6.23) 

where {Q} and {w} are vectors of the grid point volume acceleration and wall 

panel acceleration and [SJ is a matrix of surface areas associated with each wall 
panel grid. Similarly, the damping constant in Eq. (6.16) is 

(6.24) 

where [A/Z] is a matrix of gnd point .impedance values weighted by the sur
face area Am associated with each grid point m. Most structural finite-element 
computer codes, when adapted for acoustical normal-mode analysis according 

to Table 6.3, also have capabilities for modal frequency response and modal 
transient response to give the forced sound pressure response in the form of 
Eq. (6.22). 

6.7 STEADY-STATE SOUND PRESSURE RESPONSE 

The steady-state sound pressure in an enclosure is often of interest where the 

noise emanates from a point source, as in Fig. 6. la. For a pomt source located at 

(xo, Yo, zo) and havmg a steady-state volume velocity Q cos(wt + </>), the mass 
flow rate from the source can be mathematically represented using the Dirac 

delta function as m(x, y, z, t) = pQo(x xo)8(y Yo)B(z - zo) cos(wt +¢).At 
a particular forcing frequency f w/2n, the sound pressure response in the 
enclosure can then be obtained from Eqs. (6.15)-(6.17) by usmg the frequency 

response function technique, 

where 

and 

p(x,y,z,t) LPn(x,y,z,w)cos(wt+0n) N/m2 

n 

- w~ + 2o~w 
2o~w 

N/m2 

rad 

(6.25) 

(6.26) 

(6.27) 

The amplitude of the modal sound pressure is IPnl• When Q 1, IPnl is the 
amplitude of the modal frequency response function. 

Equation (6.25) shows that the steady-state sound pressure at one point m the 
enclosure can be considered as the superposition of numerous components of the 
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same frequency w but with different amplitudes IPnl and phase angles 0n. If the 
source location (xo, y0, zo) or the observer location (x, y, z) in Eq. (6.26) 1s on 
the nodal surface of a particular mode n, then the IDID1mum participation of that 
mode will be observed in the response. It is also noteworthy that the solution 
is symmetric m the coordinates (xo, Yo, zo) of the sound source and the pomt of 
observation (x, y, z). If we put the sound source at (x, y, z), we observe at pomt 
(xo, Yo, zo) the same sound pressure as we did at (x, y, z) when the source was 
at (xo, y0 , z0). This 1s the famous reciprocity theorem (see Chapter 10) that can 
sometimes be applied with advantage to measurements in room acoustics. 

When only the uniform-pressure mode (wo = 0) is excited, Eqs. (6.25)-(6.27) 
reduce to p p 0 cos(wt + 0o), where 

N/m2 

(6.28) 

winch are eqmvalent to Eqs. (6.2). The uniform-pressure mode applies to the case 
of sound sources operating at very low frequencies, well below the first (n 1) 
resonance of the enclosure. This requirement is generally met if L < )../10, where 
L is the maximum linear dimension of the cavity and ).. = c / f 1s the wavelength 

---,,): 

of sound generated by the source operating at the forcing frequency f = cv /2x. 

Example 6.6. For the rectangular cavity of Example 6.4, detemnne the steady
state sound pressure response in the cavity for loudspeaker excitation when (a) 
the enclosure walls are rigid and there is no dampmg, (b) one wall is covered 
uniformly with absorption matenal of known impedance Z, and (c) the dampmg 
is expressed in terms of the critical damping ratio l:;n· Assume the loudspeaker 
acts as a simple monopole source. 

Solution 

(a) For an undamped (8: = 0) and rigid-wall (8~ 0) enclosure, we obtain, 
from Eqs. (6.25)-(6.27), 

p(x, y, z. t) 

x cos ( wt + q; - =i) N/m2 (6.29) 

where W;jk and fik = cvijkf2x are given m Eq. (6.14), V;jk is determmed 
from Eq. (6.12), and I, J, K are the number of modes we include to 
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obtain a converged solution. For a closed rectangular enclosure, 

where {
l forn 0 

811 = ½ for n::,:: 1 

163 

(6.30) 

with V LxLyLz. Note from (6.14) that for every mode of vibration 
the sound pressure is a ma"'l:imurn at the comers of the rectangular enclo
sure. Also, for every mode of vibration for which one of the indexes i, 
j, or k is odd, the sound pressure is zero at the center of the enclosure; 
hence at the geometrical center of the enclosure only one-eighth of the 
modes of vibrat10n produce a finite sound pressure. Extending this further, 
at the center of any one wall, the modes for which two of the indexes (i, 
j, k) are odd will have zero pressure, so that only one-fourth of them will 
participate. Finally, at the center of one edge of the enclosure, the modes 
for which one index is odd will have zero pressure, so that only one-half 
of them participate there. 

(b) Assume the uniform absorption material is on the z = 0 wall. Then, from 
Eqs. (6,19) and (6.20), 

pc c pc 
8':.k = Re-- = --- Re-

,1 2Vijk Z;jk 2Lz8k Z 
(6.31) 

Im pc __ c Impc 
8:.k = 

'1 2Vijk Zijk 2Lz8k Z 

where pc/Zijk =pc/Zand Aijk = S;s1Az with Az = LxLy. Substituting 
(6.31) into Eqs. (6.25)-(6.27), one can evaluate the series solution for 

the sound pressure when Z 1s known. 
(c) From the theory of vibration (Chapter 13), the cntical damping ratio l:;n 

1s related to the dampmg constant through 8n = 1:;,.cvn. In complex form, 
l:;11 = 1:;: + ii:;~, so that o: 1:;:w,, and o~ = l:;~w11 , winch can be substituted 
into Eqs. (6.25)-(6.27) to evaluate the sound pressure for given l:;n. 

Figure 6.4 shows the predicted versus measured sound pressure level in a 
rectangular enclosure for volume-velocity (loudspeaker) excitation. The response 
was predicted by usmg Eqs. (6.25)-(6.27) as developed in Example 6.6. 
Figure 6.4a 1s the response in the undamped, rigid-wall enclosure, where the 
resonance peaks resulting from the exc1tat10n · of the rigid-wall cavity modes 
are identified. Theoretically, the response at these resonances in an undamped 
enclosure should be mfinite. In practice, however, damping 1s present even in 
an enclosure with very rigid walls smce viscous and thermal losses occur in 
the air and at the boundaries. Modal dampmg provides a convenient method of 
accounting for these losses; and it is easily mcluded m the solution as described 
m Example 6.6(c). Since the losses are pnmarily resistive, a real value of modal 
damping 1s used. Figure 6.4b shows the sound pressure response when sound
absorptive matenal of known impedance covers the bottom wall of the enclosure. 
The predicted response is obtamed using the complex "dampmg" formulas given 
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FIGURE 6.4 Compansons of predicted versus measured of sound-pressure-level 
curves for a constant volume-velocity source in a rectangular enclosure of 
dimensions 0.61 x 0.51 x 0.41 m. The microphone was at (0.51 m, 0.10 m, 0.30 m) 
and the source was at (0.0 m, 0,10 m. 0.10 m). (a) Bare enclosure with 0.5% 
modal damping. (b) Acoustical foam 2.54 cm thick with measured rmpedance 
pc/Z = (0.12 + 0.47i)(f /800) for 0 f < 800 Hz covering the 0.61 x 0.51-m wall. 

in Eq. (6.31) and by using the modes based on the reduced height of the 
enclosure due to the absorption material thickness. The resonant responses of the 
IPo,o,ol, IP1,o,ol, and IPo,1,ol terms in the senes in Eq. (6.25) are also shown. The 
attenuation and frequency shift of the resonant peaks are evident by companng 
Figs. 6.4a and 6.4b, and these are due to the resistive and reactive nature of the 
absorption material. 

6.8 ENCLOSURE DRIVEN AT RESONANCE 

If a point source of volume velocity Q is dnven by a steady-state generator of 
frequency wand if that frequency equals a normal-mode frequency Wn, then the 
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modal sound pressure from Eq. (6.26) is 

(x w ) _ pc2QWn(x, Y, z)Wn(xo, Yo, zo) N/m2 
Pn .y,z, n - Vn[(28~)2+(28~)2]112 (6.32) 

From this we conclude that IPn I ➔ oo when both 8~ 0 and 8~ = 0, so that 
Ct>n is the resonance frequency when we have an enclosure with UHdamped and 
rigid walls. 

For an enclosure with reactive walls (8~ I= 0, o~ = 0), the frequency depen
dence m the denommator of Eq. (6.26) can be approximated by 

(6.33) 

where 

rad/s (6.34) 

Since now IPnl ➔ oo when w ➔ Wno, we see that the new resonance frequency 
of an enclosure with undamped, reactive walls 1s WnO• The resonance frequency 
shifts from the rigid-wall resonance value wn due to the reactance 8~ of the walls, 
and Wno can be either higher or lower than the rigid-wall frequency cvn, depending 
on whether o~ < 0 or o~ > 0, respectively. From Eq. (6.27), the phase angle 
between the modal pressure and the volume velocity source at resonance (i.e., 
when w = Wno) is either 0° or 180", and this provides a means of experimentally 
identifymg the resonance frequency Wno and the enclosure reactance o~. 

The enclosure dissipation o~ controls the amplitude of the resonant peak when 
Ct> wno since 

2 A 

(. ) 
pc QIJJn(x,y,z)Wn(Xo,Yo,zo) 

Pn x,y,Z,Wno =------------
2o~Vn 

N/m2 (6.35) 

The dissipation also shifts the resonance frequency an additional amount. The 
actual resonance frequency Wres at which IPn I becomes a maximum can be shown 
to be 

(6.36) 

The dissipative effect (8~) is always to reduce the resonance frequency, but this 
effect is of second order and generally less important than the reactive effect (8~), 
which 1s of first order, unless o~ is large. In general, therefore, to first order, the 
resonance frequency of an enclosure is Wres = Wno with Wno given by Eq. (6.34). 
The half-power bandwidth of the resonant peak is the width of the resonance 
curve at 3 dB below the peak power (6 dB below the peak pressure) and 1s 

~Ct>res = 28~ rad/s (6.37) 
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Tins provides a means of experimentally determining the enclosure dissipation 8~. 

Example 6.7. Detemune the resonance frequency of the first mode in Fig. 6.4b. 
The measured wall unpedance is pc/Z = (0.12 + 0.47i)(f /800). 

Solution For the (1, 0, 0) mode, we have li,o,o 284.8 Hz from (6.14). 
For this frequency, pc/Z = (0.12 + 0.47i)(284.8/800) = 0.043 + 0.167i. Not
ing that the thickness of the absorption material 1s 2.54 cm, we have 
0.41 - 0.0254 = 0.3846 m, and from Eq. (6.31), 

or 
347

•
3 

X 0.043 19.6 
l,O,O 2 X 0.3846 X 1 

347.3 
01,0,0 = 2 X 0.3846 X } X 0.167 = 76.2 

Substitutmg these mto Eq. (6.36) gives the resonance frequency 

fres= =fn 1 
2rr: 

284.8(1 0.085 0.00024)112 = 272.4 Hz 

Actually, the calculated frequency should be slightly greater than this because 
the impedance 1s frequency dependeft't and should be evaluated at !res· An itera
tive calculation gives !res 273 Hz, while the measured resonance frequency m 
Fig. 6.4b is 274 Hz. 

6.9 FLEXIBLE-WALL EFFECT ON SOUND PRESSURE 

A flexible wall may exhibit structural resonances and affect the sound pressure 
m two ways: (a) by acting as a noise source when exterior structural or pressure 
loads excite vibrations of the wall and (b) by actmg as a boundary impedance that 
can alter the cavity sound pressure. Both of these effects may occur simultane
ously in a room with flexible walls, m which case a coupled structural-acoustical 
analysis is required to predict the sound pressure response. We shall first con
sider each of the two effects of a flexible wall separately and then consider the 
coupled structural-acoustical response. 

Flexible Wall as Noise Source 

When the vibration velocity w(x, y, z, t) of a flexible wall is known, the boundary 
condition m Table 6.1, frame 2 or 4, can be applied to Eqs. (6.16) and (6.17). The 
forcing 1s through the eqmvalent modal volume-velocity of the wall vibration, 

(6.38) 
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where the vibrat10n velocity of the wall w = i1 cos(wt + <l>w) 1s assumed to have 
a known amplitude til(x, y, z) and phase ¢w(x, y. z). The steady-state sound 
pressure response is then obtamed as in Eqs. (6.26) and (6.27), 

N/m2 (6.39) 

(6.40) 

where 8~, 8~ relate to the layer of absorption material of acoustical nnpedance 
Za covenng the flexible wall. 

Figure 6.5a shows the calculation of the forced acoustical response in the 
automobile passenger compartment using the above method with measured panel 
acceleration amplitude and phase data to represent the wall vibrat10n and with 
measured wall rmpedance data to represent the absorption materials. The solution 
1s expressed m matrix form as in Eq. (6.22) with the acoustical modes obtamed 
from a finite-element analysis (Fig. 6.3). Figure 6.5a shows that a large spatial 
variation m sound pressure level occurs in the passenger compartment because 
of the modal nature of the acoustical response. Figure 6.5b shows the sound 
pressure computed separately for the vibration of each individual wall panel. 
The mdividual sound pressures can be combined, by considering their magmtude 
and phase, to obtain the resultant sound pressure, which is shown in Fig. 6.5b. 
This provides a method to identify the major noise sources and the extent to 
which they must be controlled to yield a specified nmse reduction. For example, 
Fig. 6.5b illustrates the large amplitude of the sound pressure due to the back
wmdow vibration. Also note that the elimination of the roof vibration would 
increase the noise at the driver's ear. 

Flexible Wall as Reactive Impedance 

Wall panel vibration can generally be expressed in the normal-mode expan
sion form 

(6.41) 
m 

where ¢m are the structural vibration mode shapes and Wm are the modal ampli
tudes. If we consider the coupling between the wall panel and the cavity, for the 
mth structural mode and the nth acoustical mode, the modal acoustical m1pedance 
of the wall can be expressed as 

(6.42) 



Idaho Power/1206 
Ellenbogen/95

168 SOUND IN SMALL ENCLOSURES 

Measured Vibration 

(a) 

90° 

270° 
(b) 

FIGURE 6.5 (a) Companson of measured versus predicted sound-pressure-level spatial 

vanat1on in automobile passenger compartment for 40-Hz structural excitation. (b) Polar 

amplitude-phase diagram mdicating panel contributions to resultant sound pressure at 

dnver's ear (1, back window; 2, rear floor; 3, roof; 4, windshield; 5, rear shelf; 6, front 
floor; 7, resultant). 
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where Mm, Cm, and Km are the modal mass, dampmg, and stiffness of the mth 
wall mode, and 

(6.43) 

where Smn is the structural-acoustical coupling. [Note that when Smn = 0, there 

is no coupling between the structural mode m and the acoustical mode n, and 

Eq. (6.42) does not apply. In practice, when Smn is sufficiently small, the coupling 
can be neglected to simplify the solution.] 

For an undamped enclosure, the structural-acoustical coupling modifies 
Eq. (6.26) to 

p,,(x, y, Z, cv) N/m2 (6.44) 

where Qm ,,/Km/Mm (rad/s) is the natural frequency of the mth wall mode 
and w~0 and n~0 are solutions of 

(6.45) 

where D = JKarr/Mm with Karr pc2 S;,,!Vn (Nim) being the stiffness of the 
nth acoustical mode relative to the mth structural mode. 

Equation (6.44) shows that the flexible wall mtroduces an additional resonance 

at w = Qm0 , which will appear as a resonance peak in the sound pressure response 

and corresponds to the wall resonance. It can be shown from Eq. (6.45) that, with 

wall modes at frequencies below the rigid-wall cavity resonance (Qm < w,,, the 

case of mass-controlled boundaries), the cavity resonance is raised (cv,,0 > cvn) 

and the wall resonance is lowered (r.lmo < Qm), With wall modes at frequencies 

above the rigid-wall cavity resonance (Qm > cv,,, the case of stiffness-controlled 

boundaries), the cavity resonance is lowered (cv110 < a>n) and the wall resonance 

is raised (!Jmo > Qm). In addition, the wall acts as a vibration absorber when 

w = nm, so that the modal sound pressure p11 = 0. However, the total sound 

pressure p may not be zero because of the participation of other acoustical modes. 

A Helmholtz resonator used as a vibration absorber as described in Chapter 8 

has impedance ZR and performs in a similar manner. 

Coupled Structural-A~oustical Response 

Above we have considered the coupling of one acoustical mode n with one 

structural mode m, which is the case when a single coupling coefficient Smn 

dominates for the mode pair (m, n). In practice, however, each acoustical mode 

n may couple with several structural modes, and the general case can be treated 
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by substituting Eq. (6.41) into the second integral of Eq. (6.17) to obtam, from 
Eq. (6.16), 

(6.46) 

where the summation IS earned out over all coupled structural modes m. Sim

ilarly, each structural mode m may in general couple with several acoustical 

modes, and the corresponding equation for the structural modal amplitude Wm (t) 

in Eq. (6.41) is 

m/s2 (6.47) 

where the summation 1s carried out over all coupled acoustical modes n. In this 

latter equation for the structure, is the modal damping constant, Qm is the 

natural frequency, Mm is the modal mass, and Rm(t) is the modal force. The 

coupling between the acoustical and structural systems makes 1t necessary to 

solve Eqs. (6.46) and (6.47) simultaneously for all coupled Pn and Wm, A com

plete derivation of the equations and discussion of the procedure can be found in 

reference 12, and its fimte-element implementation is described m references 14 
and 15. 

To illustrate a typical coupled structliral-acoustical response, Fig. 6.6 shows an 

application to a small metallic box used to isolate instruments from an external 

noise field (ef. Fig. 6. lb). The analysis of such enclosures to predict their noise 

attenuation 1s discussed m detail m Ch9-pter 11. The finite-element method can 

be used to model the box wall panels and the acoustical cavity (Figs. 6.6b, c) m 

order to compute the uncoupled structural and acoustical modes. Equations (6.46) 

and (6.47) are then solved for the coupled frequency response, where the exterior 

noise field in Fig. 6.6a is specified as an oscillatmg external pressure PE cos wt 

applied uniformly to the wall panels. The noise attenuation inside the enclosure 

is characterized by 1ts insertion loss, defined in Chapter 11 as 20 log10{pJ/fiE), 

where p I 1s the interior sound pressure. The predicted versus measured insertion 

loss IS shown m Fig. 6.6d. The structural-acoustical coupling effectis particularly 

evident in therms panel vibration shown in Fig. 6.6e, which compares the coupled 

versus the uncoupled (i.e., in vacuo) panel response and illustrates the significant 

effect that the acoustical cavity modes have on the structural vibration response. 

6.10 RANDOM SOUND PRESSURE RESPONSE 

For steady-state, deterministic sound source excitation, the sound pressure 

response can be obtained by the frequency response function technique 

of Eqs. (6.25)-(6.27). However, for sound source excitation that is 

nondeterministic, it is generally necessary to utilize a random-analysis technique 
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FIGURE 6.6 Structural-acoustical analysis to predict insertion loss of a 30 x 15 x 5-cm 

unlined aluminum box with 0.16-cm-thick walls: (a) box m uniform noise environment; 

(b) structural finite-element model of box wall panels; (c) acoustical finite-element model 

of box cavity; (d) predicted versus measured insertion loss at box center; (e) coupled versus 

uncoupled surface-averaged vibration of30 x 15-cm wall panel. [Measured data in (d) from 

Chapter 11]. 
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to obtam the sound pressure response. For example, irregular pressure fluctuations 
generated by turbulence can result in complicated sound sources that are 
more readily measured or defined as random excitations than as determmistic 
excitations. Also, interactions with rrregular surfaces such as roads, runways, 
and pathways are more readily represented as random loads than as determimstic 
loads. Under certain conditions (stationarity) the average frequency content of 
these excitations may be represented by a spectral density function (Chapter 3). 
Then by using the spectral density representation of the input and the frequency 
response function techmque to deternune the sound pressure output, conventional 
random-analysis theory may be utilized to obtain the sound pressure spectral 
density response. 

From random-analysis theory, nondeterministic stationary processes can be 
charactenzed by their auto- (power) spectral density function and their cross
spectral density function.16 The power spectral density (PSD) function of a 
physical variable such as sound pressure p(t) 1s defined as a real-magnitude 
funct10n Sp(w), where 

lim 
2 

\ ( e-,wt p(t) dt 1
2 

(N/ni.2)2 /Hz 
T-Hx; T lo (6.48) 

Similarly, the PSD function SQ(w) for a volume-velocity point source Q(t) is 

lim ~ 1· ( etwt Q(t) d/ (m3 /s)2 /Hz 
T-+oo T lo · (6.49) 

The PSD functions of the sound pressure response and sound source excitation 
are related via the frequency response function as 

S ( ) '°' 2( )S ( ) (N/m2)2/Hz P x,y,z,w L..,Pn x,y,z,w Q w (6.50) 
n 

where S/J(x, y, z. w) is the sound pressure PSD response and Pn(x, y, z, w) is the 
modal frequency response function m Eq. (6.26) for unit sound source excitation 
Q = l. Equat10n (6.50) is the random-response equivalent of (6.25) for the 
steady-state response. However, for random response, only the amplitude of the 
modal frequency response function is required and not the phase information in 
0n(w) m Eq. (6.27). 

Another useful result from random-analysis theory is that, if several sound 
sources Q1(t), Qz(t), .. , Qa(t), ... are statistically independent, then the cross
correlation between any parr of sources is zero, and the total sound pressure PSD 
response is equal to the sum of the PSD responses due to the individual sources. 
That is, 

a 

'°' '°' 2 
( )S ( ) (N/m2)2 /Hz L..,L..,Pan x,y,z,w Q" w (6.51) 

a n 
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Finally, when two sound sources Qa(t), Qb(t) are statistically correlated, the 
degree of correlation is related by a cross-spectral density function sQ.Q.(w) 
given by 

(6.52) 

where the astensk denotes complex conjugate. Unlike the PSD function, the 
cross-spectral density function is generally a complex number that includes both 
amplitude and phase informat10n. For correlated sound sources, the spectral den
sity of the sound pressure response 1s then a complex number given by 

Sp(X, y, Z, w) LL L L(Pam(X, y, z, w)ei0m(w))(Pbn(X, y, z, w)ei0.(cv))* 

a b m n 

(6.53) 

where the phase relationships 0m(w), 0,,(w) are from Eq. (6.27) with¢= 0. In 
the case where the sound sources are uncorrelated, Eq. (6.53) reduces to the 
previous real-magnitude sound pressure PSD functions m (6.50) and (6.51). 

Example 6.8. Determine the sound pressure PSD response in the very small 
enclosure in Fig . . 6.la with ngid walls when (a) there 1s a single sound source 
Qa m the enclosure with PSD amplitude SQ" = S(w); (b) there are two uncor
related interior sound sources Qa, Qb in the enclosure with PSD amplitudes 
SQ. S(w), SQb S(w); and (c) there are two interior sound sources with SQ" = 
S(w), SQb = S((l)) but perfectly correlated so that SQaQb S(w). 

Solution 

. (a) For a rigid-wall enclosure with a 
into Eq. (6.50) gives 

Sp(X, y, Z, w) 

sound source, substituting Eq. (6.4) 

(
pc2)

2 

cvV S(w) 

(b) For two uncorrelated sound sources in the enclosure, Eq. (6.51) gives 

(
pc2)

2 

2 cvV S(w) 

(c) For two correlated sound sources in the enclosure, Eq. (6.54) gives 

(
pc2)

2 

4 wV S(w) 



Idaho Power/1206 
Ellenbogen/98

174 SOUND IN SMALL ENCLOSURES 

Thus, for uncorrelated sound sources, doubling the number of the sound 
sources m the enclosure doubles the sound pressure PSD response (3 dB 
increase), as m (b). On the other hand, for perfectly correlated sound 
sources, doubling the number of the sound sources quadruples the sound 
pressure PSD response (6 dB mcrease), as in (c). 

The random-analysis formulas in Eqs. (6.50)-(6.53) are also applicable to 
structural analysis, by replacmg the acoustical frequency response functions and 
sound source excitations with the corresponding structural frequency response 
functions and structural excitations.16 Also, the coupled structural-acoustical 
analysis provided by Eqs. (6.46) and (6.47) can be applied to predict the sound 
pressure PSD response for random excitations.17 As an example, 6.7 illus
trates the predicted mterior sound pressure PSD response in an automobile passen
ger compartment for the vehicle traveling at constant speed V over a randomly 
rough road. In this example, random road excitation occurs at the tire patch 
(Fig. 6.7a) and the sound pressure response m the passenger compartment results 
from the transnutted vibration to the vehicle body panels. Equations (6.46) and 
(6.47) can be used to obtain the sound pressure frequency response functions by 
employing the vehicle finite-element models in Figs. 6.7b,c. Equation (6.51) is 
then used to predict the sound pressure PSD response by applying the road profile 
PSD function in 6.7d as excitation at each tire patch at the vehicle speed V, 
Figure 6. 7 e shows the predicted sound pressure PSD response in the passenger 
compartment versus the 95% confidence band based on the measured responses 
in nominally identical velncles. The relative participation of the sound sources 
and body panels to the sound pressure PSD response can also be identified by 
the methods in Chapter 3 and reference 17. 

6.11 TRANSIENT SOUND PRESSURE RESPONSE 

When the source of sound in a room 1s turned off, the sound dies out, or decays. 
at a rate that depends on the dissipation, or damping, in the room. The acoustical 
response that exists in the room can be found from the transient solution of 
Eq. (6.16), which is 

pc2 r 
VwnD Jo sm[WnD(t - -r)] dr N/m2 (6.54) 

where WnD = ✓al,; - (8~)2 + (8~)2 is the "damped" modal frequency of the 
acoustical response in the enclosure. Equation (6.54) 1s the particular solution 
that satisfies zero initial conditions. For general imtial conditions, the following 
free-vibration response must be added to the above equation: 

N/m2 (6.55) 
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FIGURE 6.7 Structural-acoustical analysis to predict sound pressure PSD response in 

vehicle traveling at constant speed V on randomly rough road: (a) interior road noise gen
eration; (b) structural finite-element model of vehicle; (c) acoustical finite-element model 
of passenger-trunk compartment; (d'J road profile power spectral density; predicted 
A-weighted sound pressure PSD response at front seat occupant ear location versus 95% 
confidence mterval. 

Equation (6.55) can be used to determine the decay of the modes after the sound 
source is turned off at t = 0, when the mitial conditions Pn (0) and Pn (0) are 
known. For light damping, each mode of vibration behaves independently of 
the others, and the total process of sound decay is the summation in Eq. (6.15) 
of the sound pressures associated with all of the mdiv1dual modes of vibration 
that fall within the frequency band of interest. The long-time sound decay may 
be different than the short-time sound decay because of the different damping 
factors and imtial conditions for the modes. 

The reverberation time T is defined as the time in seconds required for the 
level of sound to drop by 60 dB or for the pressure to drop to idoo of its initial 
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value (see Chapter 7). One can similarly define a modal reverberation time Tn 

as that for which the sound pressure decays in that mode by 60 dB or 
1
J
00 

of 

its initial value. Since the reverberation time is that associated with the decaymg 
part (-8:t) of the solution in Eq. (6.55), 

6.91 

8~ 

I3.82Vn 
s (6.56) 

where we have substituted for 8~ from Eq .. (6.19). With c 343 mis (20°C) 

and expressed in terms of the random-incidence absorpilon coefficient, an = 

8 Re(pc/Zn), with V in cubic meters and A in square meters, one obtains the 
modal reverberation time (n > 0) 

(6.57) 

which can be evaluated for a given Z by usmg the formulas m Eqs. ( 6.20) 

and (6.12). The uniform-pressure mode (n 0) must be treated separately. The 
general transient solution of Eq. (6.16) when n O reduces to 

Po(t) dr N/m2 (6.58) 

and the reverberation time for the decay of a uniform sound pressure is 

To 6.91/280 = 6.91V /cARe(pc/Z) so that, for Vin cubic meters and A in 
square meters, 

V 
To= 0.161 s 

aA 
(6.59) 

In this case, the formula for the reverberation time of a uniform sound pressure 

is identical to the formula of Sabine for the reverberation time of a diffuse 
sound field. 

If the pressure-time history is dominated by a smgle mode, then the rever

beration time is equal to the appropriate modal reverberation time. If the sound 

source is turned off at t = 0, the magmtude of the sound pressure associated 

with a particular mode at a response location (x, y, z) is given by Eq. (6.55). 

The decay of the response from its maximum amplitude [Pn(0) = O] can then be 
written as 

(6.60) 

where 0n = tan- 1(8~/WnD) 1s the modal phase. If we take therms time average 

of cos(wnt + 0n) and the rms spatial average of Wn (x, y, z) and we designate 

the resultant as Pn(t), then Eq. (6.60) indicates that on a plot of log]in versus 
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FIGURE 6.8 Sound pressure decay curves for rectangular enclosure of Fig. 6.6: (a) for 

the (1, 0, 0) mode of vibration; (b) for the (1, 0, 0) and (0, 1, 0) modes together; (c) for 

all modes up to 800 Hz. The graphs on the left show the course of the mstantaneous 

sound pressure at the nncrophone location, and those on the nght show the curve of the 

envelope of the left graphs and the nns pressure of (6.61) plotted on a log p-versus-t 
coordinate system. 

time, as m Fig. 6.8a, both the envelope of the sound pressure and the rms sound 

pressure decay linearly with time and have the constant reverberat10n time Tn. 

When many normal modes of vibration (each with its own amplitude, phase, 

resonance frequency, and damping constant) decay simultaneously, the total rms 
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(spatial and temporal) sound pressure 1s obtained from Eq. (6.15) as 

( ) ✓-2 -2 -2 NI 2 pt P1+P1+1+···+P1+N m (6.61) 

where I 1s the first mode m the frequency band considered and I + N is the 
last mode in the decay. In this case, the decay envelope is generally not linear 
as above, even when the modal reverberation times do not vary greatly from 
one mode to another so that all modes in the frequency band have a similar 
damping constant. The decay envelope is irregular, as in Figs. 6.8b,c, because the 
modes of vibrat10n have different frequencies and beat with each other during the 
decay. However, therms decay from Eq. (6.61) will be nearly linear if the modal 
reverberat10n times are similar (Fig. 6.8b) or if the long-time decay 1s governed 
by a least-damped mode, which may occur when the modal reverberation times 
or initial conditions differ (Fig. 6.8c). 

This brief descnption of sound decay m small rooms is applicable to rooms 
of any size and shape, and it can be extended to include the effects of struc
tural-acoustical coupling. The fact that sound fields in large enclosures mvolve 
too many modes for the calculations to be practical does not mean that there 
are not distinct normal modes of vibration, each with its own natural frequency 
and damping constant. Alternate and more practical methods for handling large 
enclosures involving large numbers of modes are discussed in the next chapter. 
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Acoustical problems experienced by room users mclude difficult verbal com

mumcation in classrooms and conference rooms, rmpaired student learning and 

teacher voice problems m classrooms, hearing loss m industnal workshops, and 

madequate speech privacy in open-plan offices. Room sound jields comprise 

both "signals" (useful sounds, such as speech) and detrimental "~oise" To mod

ify room sound fields and improve acoustical conditions, the acoustician must 

understand the relationship between the room user and activity, the sound sources, 

the room and its contents, and the characteristics of room sound fields. Models 

for predicting room sound fields are of primary importance. They allow the 

acoustical conditions to be optimized during design and permit sound control 

measures to be evaluated for cost effectiveness in new or existing rooms. In this 

chapter, we take an energy-based approach, ignoring phase, interference, and 

modal effects discussed in Chapter 6. This 1s justified, except perhaps at low 

frequencies, since we are interested m rooms which are large compared with the 

sound wavelength, which are of complex shape and may not be empty. Further, 

we are interested in wide-band (total A-weighted, octave- or tlurd-octave band) 

results. In this chapter, the sound field is quantified by the time-averaged, mean

square sound pressure p2 in (N/m2)2 or the associated sound pressure level LP m 

decibels (Lp = 10 log10[p2 
/ p~], Po= 2 x 10-5 N/m2). In the case of multiple 

sources or sound reflections, the total energy 1s the sum of the individual energy 

'b • 2 2 .L 10 1 (" lOLpi 110) contn ut10ns: Prot = Pi , p.tot og10 L.., ' . • 

Sound sources radiate energy over some frequency range and, at each frequency, 

with a certain mtensity. The rate of ennssion of energy is described by the sound 

power W in watts or the associated sound power level Lw in decibels (Lw = 
10 log10(W / Wo), Wo = 10-12 W), usually measured in octave- or third-octave 
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frequency bands. As discussed in Section 7 .8, the presence of surfaces near a 
source effectively increases its sound power output. Depending on its physical 
charactenstics and frequency, a source may radiate uniformly in all directions 
(omnidirectional source) or more or less m certain directions (directional source). 
Source directivity is quantified by the directivity factor Q, which is the ratio of 
the mean-square sound pressure radiated in the receiver direction to the average of 
that radiated mall directions (see also Chapter 4). Small sources with three similar 
maJor dimensions can often be modeled as compact sources. Most real sources 
(large machines, conveyors, building walls) are more complex than a compact 
source, bemg extended in space in one or more dimensions. Readers wishing to 
do further reading on more fundamental aspects of room acoustics should consult 
reference l. Throughout th1S chapter, references are provided for the benefit of 
readers who wish to do more m-depth reading on the topic under discussion. 

7.1 ROOM SOUND FIELDS AND CONTROLLING FACTORS 

Propagation of Sound 

Sound waves propagate away from a source, being reflected ( or scattered) by 
room boundaries, barners, and furrnshings. The resulting sound field at the 
receiver is composed of two parts. Sound which propagates directly from the 
source to the receiver is the direct sound. Its amplitude decreases with mcreasing 
distance from the source, as in a free field (discussed in Chapters 1 and 2). Sound 
which reaches the receiver after reflection from room surfaces or furnishings is 
the reverberant sound. Its amplitude decreases with increasing source distance at 
a rate which depends on the source geometry and on the acoustical properties of 
the room and its contents, as will be discussed below. To examine sound propa
gat10n m rooms, independent of the source sound power, to which it is directly 
related, we define the sound propagation function SPF(r) = Lp(r) - Lw in deci
bels as the variable charactenzing the effect of the room alone on the sound 
field. Sound pressure levels may then be obtained using Lp(r) = SPF(r) + Lw. 
Thus, from Eqs. (l.27)-(1.31), for a compact source with Q = 1 in a free field, 
SPF(r) = -20 log10 r - ll dB. In the case of multiple sources, the individual 
source contributions are obtamed from the source sound power levels and the 
room sound propagation funct10n values at the relevant source/receiver distances. 
The total sound pressure level at the receiver position is obtained by summmg 
the mdividual levels on a power (p2) basis. 

Sound Decay 

Shortly after a steady-state sound source begms to radiate, an equilibrium (or 
steady state) is established between the rate of energy absorption in the room and 
the rate of energy ermssion by the source. If the source then ceases to radiate, 
the energy m the room decreases with time at a rate deterrmned by the rate of 
energy absorption. This is the room sound decay. It is usually charactenzed by 
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the reverberation time T6o, which is the time m seconds required for the sound 
pressure level to decrease by 60 dB. Calculat10ns of T60 are based on the average 
rate of decay over some part of the decay curve-usually the -5- to -35-dB 
part. Also of interest, smce 1t quantifies perceived reverberance, is the early-decay 
time (EDT), based on the average rate of decay over the first 10 dB. 

Air Absorption 

Energy is absorbed contmuously as sound propagates m air. This process follows 
an exponential law, E(r) = Eoe-2mr, where the constant 2m m the exponent 1s 
called the energy air absorption exponent, expressed m nepers per meter (1 Np = 
8.69 dB), with e = 2.7173. Air absorption depends on air temperature, relative 
humidity, ambient pressure, and sound frequency. Table 7 .1 presents some typical 
values calculated using reference 2. 

Surface Absorption and Reflection 

The ability of a surface to absorb incident sound energy is charactenzed by the 
energy absorption coefficient a. This is the fract10n of the energy strikmg the 
surface that is not reflected, as discussed in more detail m Chapters 8 and 11. It is 
usually measured in octave- or third-octave bands. If E; is the energy incident on 
a surface with absorption coefficient a, the reflected energy is Er= E;(l - a). 
Ignonng transmission, acoustical energy not absorbed by a surface that it strikes 
is reflected. If the surface is flat, hard, and homogeneous, reflection is specular; 
that 1s, the angle of reflect10n is equal to the mcident angle. In practice, because 
of fimte absorber size, surface roughness, as well as physical or impedance dis
contm~1ties, the energy is scattered or diffused (reflected mto a range of angles). 
Such diffuse reflections usually result m a more rapid decay of sound and lower 
reverberat10n times in the room. 

TABLE 7.1 Energy Air Absorption Exponents (2m in Terms of 10-3 Np/m) 
Predicted Using Reference 2 Assuming Ambient Pressure of 101.3 kPa 

Relative Air Absorption Exponents at Selected Frequencies 
Temperature, Humidity, 
oc % 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz 
10 25 0.1 0.2 0.6 1.7 5.8 18.7 43.0 

50 0.1 0.2 0.5 1.0 2.8 9.8 33.6 
75 0.1 0.2 0.5 0.9 2.0 6.5 23.6 

20 25 0.1 0.3 0.6 1.2 3.5 12.4 41.6 
50 0.1 0.3 0.7 1.2 2.3 6.5 22.4 
75 0.1 0.2 0.6 1.3 2.2 5.0 15.8 

30 25 0.1 0.4 0.9 1.5 3.0 8.3 28.8 
50 0.1 0.2 0.8 1.7 3.0 5.8 16.4 
75 0.0 0.2 0.6 1.7 3.3 5.8 13.4 
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Furnishings 

Many rooms are not empty, contaimng furnishings (the various obstacles, such as 

desks in a classroom or machines in a workshop, also called fittings). Often fur
nishings occupy the lower region of a room and there are fewer objects at higher 

elevations. Of course, the density and honzontal distribution of room furmshings 

may vary considerably. Acoustical energy propagating in furnished reg10ns is 

scattered as well as partially absorbed, significantly modifying the sound field. 

In particular, it increases the rate of sound decay, reducmg reverberation times. 

It also causes a redistribution of steady-state sound energy toward sources, due 
to back scattering, resulting m higher sound pressure levels near sources and a 

higher rate of decrease of levels with distance from sources. 

7.2 DIFFUSE-FIELD THEORY 

By far the best known theoretical models for predictmg room sound fields are 

based on diffuse-field theory. Diffuse-field theory is widely applied because of 

its simplicity. Often forgotten 1s the fact that it may be of limited applicability 

because of its restrictive assumption of a diffuse field. The sound field in a room 
is diffuse if 1t has the following attributes: 

1. At any position in the room, ~nergy 1s incident from all directions with 
equal mtensities (and random phase, though we are ignonng phase in this 
chapter). 

2. The reverberant sound does not vary with receiver position. 

These conditions are approximated only m specially designed acoustical test 
rooms called reverberation chambers, discussed in Section 7.8. 

Average Diffuse-Field Surface Absorption Coefficient 

Diffuse-field theory uses the average rate of random-incidence surface sound 
absorption averaged over all of the roorn surfaces. Thus, we define the average 
diffuse-field surface absorption coefficient as 

(7.1) 

where S; and ad are the surface area and diffuse-field absorpt10n coefficient of 
the ith surface. If ad is to be useful, 1t is necessary that no part of the room be 

strongly absorbing, since rn this case a diffuse sound field cannot exist. Absorbing 

objects such as seats, tables, and people must be included when calculating ad, 

despite the fact that such objects have ill-defined surface areas. In such cases it 

is common practice to assign an absorption A; in square meters to each object, 

where A;= adSi, with Si the surface area. The absorptrnns of all objects are 
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summed, and the total absorption is included in the calculation of ad, with no 
modification made to the total area. In other words, the total area I; S, in Eq. (7.1) 

1s taken to be that of the room boundaries, excluding objects and people. In the 

case of closely spaced absorbers, such as auditorium seats or suspended ceiling 

baffles, cautrnn is necessary, since the total absorption may depend on the total 

area covered and may not be the sum of the absorptions of the individual objects. 

Also, the absorption coefficients of small patches of absorbing material (e.g., as 

measured in a reverberation room) are higher than those of a large area of the 

material (e.g., covering all of a room surface), due to the effects of diffraction 

at the material's edges. In the former case, the absorption coefficients of highly 
absorptive materials can exceed 1.0 (see also Section 7.7). 

Sabine and Eyring Approaches 

Several diffuse-field approaches exist; two are considered here. Both are 

expressed by the following equations, where Eq. (7.3) is applicable only for 
a compact source: 

55.3V 
T60 = (sound decay) (7.2) 

cA 

Lp(r) Lw + 10 log10 (_g_2 + ~) (steady-state conditions) (7.3) 
4nr R 

where T60 = reverberation time, s 
Lw = source sound power level, dB re 10-12 W 
LP = sound pressure level, dB re 2 x 10-5 N/m2 

c = speed of sound in air, ~344 mis at standard temperature and 
pressure (STP), mis 

R room constant,= A/(1 - ad), m2 

A = total room absorption,= -S ln(l - ad)+ 4m V (Eyring) 
""'ads+ 4mV (Sabme), m2 

r = source/receiver distance, m 
Q = directivity factor 

2m = energy air absorption coefficient, Np/m 
V = room volume, m3 

ad average diffuse-field surface absorption coefficient 
S total room (surface and barner) surface area, 

The Eynng approach is applicable to rooms with arbitrary average surface 

sound absorption coefficient. It should be used, for example, to determine absorp

tion coefficients of room surfaces from measured reverberation times. If, however, 

the average surface absorption coefficient is sufficiently low (say, ad < 0.30), 1t is 

accurate to use the Sabme approach; that is, Eqs. (7 .2) and (7.3) with - ln(l - ad) 

replaced by ad. Thus, the Sabine approach can be used when determming the 
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sound absorption coefficients of materials m reverberat10n rooms. Of course, the 
approach applied in a particular sound field prediction must be consistent with 
that used to obtam the sound absorption coefficient data used in the prediction. 
Refer to reference 1 for further discussion of the relative ments of the Sabme, 
Eyring, and other diffuse-field theones. 

Diffuse-field theory predicts the following characteristics of the sound field: 

l. Sound Decay/Reverberation Time. After a sound source ceases to radiate, 
the mean-square pressure at the receiver decays exponentially with time. 
The corresponding sound pressure level decreases linearly with time. To a 
first approximation, the reverberation time is directly proportional to V / S 

and inversely proportional to ad. 

2. Steady State. The total field is the sum of direct and reverberant components 
described, respectively, by the first and second terms m parentheses of 
Eq. (7.3). The direct field, which dominates near the source, 1s mdependent 
of the room's properties. Its sound pressure level decreases at 6 dB/dd 
(dd distance doubling). The reverberant field, which dominates far from 
the source, does not vary with source/receiver distance. Its sound pressure 
level is, to a first approximation (when both ad and mare small), inversely 
proportional to aa and S. The sound propagation function is as shown in 

Fig. 7.1. 

Note that diffuse-field theory acco@ts for only some of the relevant room acous
tical parameters and for some of these man approximate manner. In particular, 
room geometry and source directivity are modeled only approximately. Neither the 
distribution of the surface absorption nor the presence of barners or furmshings is 
modeled. This and the related fact that the theory is based on restrictive hypothe
ses senously limit its applicability. To give one concrete example, the constant 
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FIGURE 7.1 Sound propagation function curves predicted by diffuse-field theory for 
various values of the room constant R in m2 
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sound pressure level at sufficiently large distances from sources that is predicted 
by diffuse-field theory 1s only (approximately) found in practice in small rooms 
with low surface absorption (e.g., reverberation rooms, discussed in Sect10n 7.8). 
Noise levels due to a smgle source m most rooms-especially large or absorptive 
ones-decrease monotonically with distance from the source (see, e.g., Fig. 7.4b 
below). Reference 3 discusses the applicability of diffuse-field theory more fully. 

Diffuse-field theory, when applicable, can be used to estimate the reductions 
of reverberation time and noise level that occur when absorptlve material is 

added to a room. Let Ab and Aa be the total room absorptions before and after 
treatment; Aa = Ab + llA, where llA is the increase m room absorption. If Ab 

and tiA are known, values of Ab and Aa can be used directly in Eqs. (7.2) 
and (7.3). Alternatively, if T60,b before treatment is known, T60,a after treatment 
can be determined from Eq. (7.2) as follows: smce T6o,t> 55.3V/(cAb), then 
Ab= 55.3V /(cT6o,t>). Now, T6o,a = 55.3 V /(cAa) = 55.3V /[c(Ab + llA)], and 
thus 

55.3V 

c {[55.3V/(cT60.b)] + llA} 
(7.4) 

The steady-state sound pressure level Lp,a after treatment can be calculated from 
that before treatment, Lp,o, as follows: 

(7.5) 

At positions near sources, where the direct field dominates, the reduction in sound 
pressure level 1s small. At large distances from all sources, where the reverberant 
field dominates, the reduction approaches that of the reverberant sound pressure 
level alone. This, to a first approximation (when both ad and m are small), is 
given by 10 log10(Aa/ Ab). Doubling the room absorption reduces the sound 
pressure level of the reverberant field by 3 dB. Similarly, using Eq. (7.2), the 
reverberation time after treatment 1s T6o,a T60,b(Ab/ Aa). Doubling the sound 
absorption halves the reverberation time. 

As an example, consider a room with dimensions 10 m x 5 m x 2.4 m 
(volume V 120 m3, surface area S = 172 m2) and all concrete surfaces 
with ab 0.05. Thus, ignonng air absorption and using the Sabine approach, 
we have Ab= abs= 0.05 x 172 = 8.6 m2 and T6o,b 55.3V /(cAb) = 55.3 x 
120/(344 x 8.6) 2.2 s. A suspended acoustical ceiling with ac = 0.9 and 
surface area of 50 m2 1s installed to improve the acoustical environment. 
After treatment, Aa = 8.6 + (0.9 - 0.05) x 50 51.1 m2, so T6o,a = 2.2 x 
8.6/51.1 = 0.4 s. 

7.3 OTHER PREDICTION APPROACHES 

When diffuse-field theory cannot be applied, alternative approaches can be used 
to predict the steady-state sound pressure level, sound decay, and reverbera
tion times in a room. These models apply only to compact sources. Extended 
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sources must be approximated by an array of compact sources and the prediction 
model applied to each source. Two mam approaches are available to accom
plish this obJectlve: computer algorithms {the method of image sources, ray or 
beam tracing, radiosity, hybnd models, etc.) and empirical models. The different 
approaches make assumptions which define and limit their applicabilities and 
accuracies. Furthermore, they take the vanous room acoustical parameters into 
account to a greater or lesser extent. To take advantage of the strengths of tl:ie dif
ferent approaches and avoid their weaknesses, hybnd models combmmg several 
approaches into one model have been developed. Empirical prediction models 
are usually limited m application to specific building types. 

Method of Image Sources 

The metl:iod of 1mage sources is based on the assumption that reflecttons from 
surfaces, assumed specular, can be replaced by fue direct sound contributions of 
image sources. Figure 7.2 shows the simple example of a partial two-dimensional 
array of image rooms and sources. The simplest implementation of the method 
of 1mage sources applies to empty, rectangular-parallelepiped rooms wifu no 
barriers.4 In this case, the image sources corresponding to the infinite number 
of reflections are located on a three-dimensional grid. The total mean-square 
pressure is the sum of the contributions of all of fue image sources, allowing 
for spherical divergence and energy losses due to absorption by the air and at 
each surface encountered by the ray·from fue image source. For decaymg sound, 
fue sound pressure at time t after the cessation of sound generation is calculated 
by summing over all image sources located at distances greater than ct from 
the receiver, where c 1s the speed of sound. The method of image sources can 
be extended to empty rooms of arbitrary shape bounded by planes; however, 
calculation times are greatly increased and become impracticable. The method 
of image sources can also account for the presence of furnishings, under fue 
assumption fuat they are isotropically distributed m random fashion throughout 

......................................... r .......... . 

1- i ~ 
........................... 

1-

FIGURE 7.2 Image space of an empty two-dimensional room, showmg the source(•) 
and receiver ( • ), the image sources ( * ), the image surface planes ( ......... ), the direct 
sound (- -), and the propagation paths of sound from three of the unage sources (--). 
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the room.5 In this case, the furmshings, as well as the sources, are IlllITored in the 
room surfaces. The steady-state and decaying sound fields are formed as before. 
However, the contribution of each image source 1s modified due to scattenng 
and absorption by tl:ie furmshings; absorption at surfaces is also increased due to 
scattenng. 

Ray and Beam Tracing 

Ray-tracing techniques6 can be used to predict sound fields in rooms of arbitrary 
shape with arbitrary surface absorption distributions, different surface reflection 
properties, and variable furn1shmg density. Source directivity can also be mod
eled. A computer program srmulates the emiss10n of a large number of rays ( or 
beams) from each source m either random or deterministic fash10n. Each ray is 
followed as It propagates in the room, being reflected and scattered by surfaces, 
barriers, and furmshings until it reaches a receiver position. The energy of a 
ray is attenuated according to sphencal divergence as well as surface, furnishing, 
and arr absorphon. In pnnciple, any surface reflection law (specular, diffuse, etc.) 
can be modeled. Ondet and Barbry7 proposed an algorithm for accountmg for 
quasi-arbitrary furnishing distributions m a ray-tracmg model. Figure 7.3, taken 
from reference 8, illustrates the potential of ray-tracmg techniques. It shows the 
contour map of the predicted reductions of total A-weighted noise levels over the 
floor of a furnished workshop containmg eight machinery sources, which result 
from the mtroduction of an acoustical bamer around a noise-sensitive assembly 
bench and a partial ceiling absorption treatment suspended over the region of 
the sources. Of course, fue program must be run for each frequency band (i.e., 

Extent of suspendect Assembly bench Acoustical 
ceiling absorption barrier 

Measurement 
grid 

FIGURE 7.3 Floor layout of a furnished workshop (dimens10ns 46.0 x 15.0 x 7.2 m) 
showing a contour map of the predicted reductio~s of total A-weighted noise levels which 
result from the introduction of an acoustical barner around a n01se-sens1t1ve assembly 
bench and of an absorptive treatment suspended below the ceiling over the region of the 
eight machinery sources (the shaded, L-shaped, enclosed area). The map was produced 
from noise levels predicted before and after treatment at positions on an 1magmary 2 x 2-m 
gnd, 1.5 m above the floor, as shown. Also shown are the noise sources (e.g., S4*) and 
the contour lines and tl:ieir values (e.g., 5). 
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octave- or third-octave bands) to account for the frequency-dependent nature of 
the sound absorption coefficient of the room surfaces and that of the barrier 
insertIOn loss. This kmd of detailed analysis is not possible usmg diffuse-field 
theory. It would only be possible to est11Uate noise reductions from the mcrease 
in absorption. These reductions could then be corrected as a function of the prox
imity of the receiver to the acoustical treatment and of the estimated insertion 
loss of the bamer. 

Empirical Models 

Empirical models are developed from expenmental data. They usually focus 
on a particular category of room-models for offices, classrooms, and industnal 
workshops are discussed below. Measurements are made, in a number of rooms of 
some category, of the acoustical quantities to be predicted. Emprrical algonthms 
or equations which predict the experimental results from appropnate predictor 
parameters describing the rooms are developed. This can, for example, involve 
multivariable regress10n modeling, whereby statistical modeling software is used 
to find the minimum set of mutually statistically independent predictors, each 
of which is highly correlated with the data to be predicted, that most accurately 
predicts the measured data. For further information on multivariable regression 
modeling, consult reference 9. 

Auralization 

Auralization 1s the process of rendering audible sounds "played" m a virtual room 
for which the acoustical response has been predicted. It allows subjective evalu
ation of the room. If done accurately, auralization allows full three-dimensional 
sound perception, with source externalization (i.e., the sound is perceived to be 
outside the head), spatial localization, and spatiousness. Auralization mvolves 
predicting the combined response of a virtual room and a virtual listener in 1t. 

The listener response is quantified by head-related transfer functions (HRTFs) 
quantifying how the acoustical response of the human external auditory system 
vanes with frequency and angle. The room response 1s predicted usmg models, 
such as ray tracing, which predict the individual sound path contributions amvmg 
at the receiver; since lillpulse responses involving phase effects are required, the 
room's phase response must also be considered. The result is the bmaural nnpulse 
response (comprising the impulse responses at the left and right eardrums) of the 
room-listener combination. This is convolved with a sound signal for replay to a 
real listener. Readers interested in further details of this technique should consult 
reference 10. 

7 .4 DOMESTIC ROOMS AND CLOSED OFFICES 

Schultz11 investigated the prediction of sound pressure levels in domesttc rooms 
and closed offices. He measured the variation of sound pressure level with dis
tance from a source in a variety of small rooms, observing that levels never 
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become constant at larger distances as predicted by diffuse-field theory, In fact; he 
found that the curves always had a slope of about -3 dB/dd, though the absolute 
levels of the curves varied considerably. He further found that existing models 
developed for predicting sound propagation in, for example, workshops and cor
ridors could not predict his experimental results. Schultz therefore proposed the 
followmg empirical formula: 

Lp(r) = Lw - 10 log10 r - 5 log10 V - 3 log10 f + 12 dB (7.6) 

where r 1s the source-receiver distance in meters, V is the room volume in 
cubic meters, and f is the frequency in hertz. Note that this formula does not 
explicitly contain a room absorption term. Such behavior contrasts markedly 
with that predicted by diffuse-field theories and 1s an excellent example of their 
limitations. 

7.5 CLASSROOMS 

Relevance and Characteristics 

Classrooms are acoustically critical spaces in which verbal communication is cru
cial for teaching and leammg. Acoustically, conference rooms, gymnasiums, and 
other rooms for speech have much in common with classrooms. Many classrooms 
are built with little or no attention paid to the acoustical design. Studies have 
shown that nonoptimal acoustical conditions m classrooms result in impaired 
verbal communication between teachers and students, impaired student language 
development and learning, and teacher voice and other problems.12,13 The prob
lems are particularly acute for "acoustically challenged" listeners, mcluding young 
and hearing-impaired people and those using a second language. 

Classrooms vary from small semmar rooms for a few occupants to school 
classrooms for several tens of children to larger umversity lecture rooms and 
auditoria accommodating hundreds of listeners. Smaller classrooms are usually 
of rectangular shape. Larger lecture rooms can have, for example, fan plan shape, 
inclined seatmg, and nonflat ceiling profiles. In smaller classrooms, talkers and 
listeners can be anywhere m the classroom, and souree-receiver distances can 
vary from less than a meter to several meters. In lecture rooms, the talker is usu
ally at one end of the room, with the listeners spread out in front; source-receiver 
distances can vary from several meters to several tens of meters. For hygiene 
reasons, classrooms may have hard, nonabsorptive surfaces, though carpets and 
wall and ceiling absorption are not uncommon. Lecture and conference rooms can 
have nonabsorptive or padded, sound-absorptive seating. Of course, the occupants 
themselves contribute significant absorption to the classroom. This and the fact 
that classroom occupancy can vary considerably must be considered in the acous
tical design. A detailed discussion of the physical and acoustical characteristics 
of (university) classrooms is found m reference 14. Of particular interest is the 
rate at which speech and n01se levels decrease with distance from their sources, 
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which 1s small in small, nonabsorptive classrooms. It increases with classroom 
size and absorption and can be large m large, absorptive (e.g., occupied) class
rooms. One consequence of this is that speech levels m large classrooms may 
decrease by 10 or more decibels from the front to the back of the seating area. 

Speech Intelligibility 

In classrooms, as in other rooms for speech, quality and ease of verbal communi
cation are prime concerns (see also Section 7.7). The quality can be quantified in 
human terms by speech mtelligibility, the percentage of words correctly identified 
by the listener. Here, in general, we consider the effect of the room on the accurate 
transmission of speech signals from a talker to a listener and not, for example, the 
effects of mdividual talker and listener charactenstics. Verbal communication 1s 
considered to be affected by two main factors-the classroom reverberation and 
the speech-s1gnal-to-background-n01se-level difference (often called the signal
to-noise rat10). The effect of reverberation can be quantified by the early-to-late 
energy ratio C50 (which is highly correlated with early decay time and reverbera
t10n time in many cases). This frequency-dependent ratio is usually measured m 
octave bands. The signal-to-noise level difference depends on the levels of speech 
and the levels of noise at the listener position. Total A-weighted or octave- or 
thIId-octave-band eqmvalent continuous levels are often considered. If the voice 
levels remam constant, the speech ~telligibility decreases with increased rever
beration and increases with increased s1gnal-to-n01se level difference. A number 
of physical metrics exist which combine these two quantities into a smgle speech 
intelligibility measure; these include the useful-to-detrimental energy ratio U50 , 

articulation mdex AI (discussed in Section 7.7), speech transmission index STI, 
and speech intelligibility index SIi. 

Numerous studies have found that many classrooms have nonoptimal acous
tical conditions, with excessive n01se levels and reverberation. A review of pub
lished data and of the many complex issues associated with speech mtelligibility 
m classrooms is contained in reference 15. The classroom speech sources are the 
teachers' and the students' voices. Classroom noise sources include mechanical 
services (e.g., ventilation outlets), classroom equipment (projectors, computers), 
and the teachers' or students' voices when another person 1s generating the signal 
to be heard. Noise breaking into the classroom from outside can be significant 
when the classroom is located near transportation (such as highways and airports) 
or in cases when children are active in nearby corndors or play areas. Finally, 
classroom activity itself generates significant noise, including impact noise from 
furniture, toys, and so on. Data on the typical sound pressure levels generated 
by human talkers and classroom noise sources are available. 16 It is likely that a 
number of complex factors, including room acoustics, affect what these levels 
are at listener positions in a given classroom at a given trme. 

It 1s generally considered that, for excellent speech intelligibility, background 
noise levels should not exceed about 40 dBA for acoustically unchallenged lis
teners and 30 dBA for acoustically challenged listeners. The question of what is 
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the optimal reverberation for speech mtelligibility is a complex one. One body of 
opinion considers that reverberation should always be minimized. However, this 
is based on the results of speech intelligibility tests that were done under condi
tions that did not account for the acoustical behavior of classrooms. Investigations 
mvolvmg the useful-to-detrimental energy ratio speech intelligibility metric and 
realistic room acoustical modeling show that some reverberation can be benefi
cial (since 1t increases reverberant speech levels). The results indicate that the 
reverberation should be optimized as a function of the classroom volume and 
background n01se. Optimal reverberation times vary from low values in small, 
quiet classrooms to over 1 s in large, noisy ones. For a full discussion of this 
issue, refer to reference 17. In <!»Y case, reverberation should be mimmized in 
classrooms with high signal-to-n01se level differences (e.g., resulting from voice 
amplification). Moreover, it 1s likely that less reverberation can be tolerated by 
acoustically challenged listeners. It has been shown that speech mtelligibility is 
not very sensitive to variations in reverberation, and it has been suggested that a 
classroom reverberation time of about 0.5 s 1s usually appropriate. 18 

Standards and guidelines exist to help design professionals achieve high acous
tical quality in classrooms and other educational spaces. They specify the acous
tical conditions to be achieved in new and renovated rooms. They discuss rever
beration times and background noise levels to be achieved m the unoccupied 
room. They also provide advice on how to achieve the design targets. Two recent 
examples of such standards are ANSI S12.60-2002 in the United States19 and 
Building Bulletin 93 in the United Kingdom.20 

Predicting Classroom Acoustics 

Predicting acoustical quality m a classroom involves predicting room reverber
ation and steady-state sound pressure levels generated by the speech and noise 
sources, mcluding student activity. Prediction should take into account the absorp
tion contributed by the room occupants and funushings (e.g., absorptive seating). 
This involves an appropriate prediction model and accurate mput data. In the case 
of small, untreated classrooms, 1t is likely that diffuse-field theory is reasonably 
accurate. For treated and larger classrooms, comprehensive techniques such as ray 
tracmg can be used. Empincal models are also available and inherently mcorpo
rate realistic data. Based on measurements of reverberation times and steady-state 
levels generated by a speech source in a wide variety of typical university class
rooms and on published information, empirical models for predictmg octave-band 
reverberation times and total A-weighted speech levels have been developed.21 

Approximate values of T6o,u in the unoccupied classroom can be determrned 
using (7.2), with the average surface absorption coefficient calculated as the 
sum of contributions (presented m Table 7.2) to the room average value, which 
are associated with the sound-absorbing features present in the classroom. An 
alternative empirical formula for predictmg the 1-kHz octave-band T60,u 1s 

T6o,u 0.874 + 0.0021(L W) + 0.303refl + 0.412basic 

- 0.384absorb - 0.804upseat (7.7) 
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TABLE 7.2 Typical Octave-Band Contributions of Classroom Sound-Absorptive 
Features to Room-Average Surface Absorption Coefficient 

Surface Feature 125 Hz 250Hz 500 Hz 1000 Hz 2000Hz 4000 Hz 8000 Hz 

Basic 0.12 0.10 0.10 0.09 0.10 0.09 0.10 
Carpeted floor 0.00 0.00 0.02 0.04 O.Q7 0.09 0.17 
Wall/ceiling 0.01 0.04 0.08 0.10 0.10 0.10 0.10 

absorption 
Upholstered 0.20 0.20 0.16 0.12 0.09 0.07 0.05 

seats 

TABLE 7.3 Octave-Band Values of Average 
Absorption per Person 

Band, Hz 125 250 500 1000 2000 4000 8000 
Ap, m2 0.25 0.45 0.67 0.81 0.82 0.83 1.14 

where the parameters are defined followmg Eq. (7.10). The absorption of the 
classroom occupants can be included using the data in Table 7.3, and the num
ber of occupants can be used to estimate the associated increase in classroom 
absorption. For an average talker speaking between a normal and a raised v01ce 
(total A-weighted sound power leveL:':7~ dBA), total A-weighted speech levels 
in the unoccupied classroom can be predicted from 

SLAu(r) (7.8) 

with 

Iu = 65.8 - 0.0105(L W) + L52fwdist - l.41absorb - 4.32upseat (7.9) 

and 
s,, -1.21 0.088 L + 1.14bas1c 

where T6o.u = 1-k:Hz octave-band reverberation time, s 
SLAu total A-weighted speech level, dBA 

lu = intercept of total A-weighted sound propagation curve, 
dBA 

su slope of total A-weighted sound propagation curve, 
dBA/dd 

r = source-receiver distance, m 
L average classroom length, m 

W average classroom width, m 
fwdist = distance from source to nearest wall, m 

refl = 1 if classroom contains beneficial reflectors, = 0 if not 

(7.10) 

CLASSROOMS 

absorb = factor quantifying extent of sound-absorptive wall or 
ceiling treatment 

absorb = 1 corresponds to full-coverage wall or ceiling treatment; 
m other cases, values should be scaled proportionately 

upseat O for nonabsorptive seating; = 1 for padded, 
sound-absorptive seating 

basic = 1 if all classroom surfaces and seats are not sound 
absorptive; 0 otherwise 
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As an example, consider a large classroom with average dimensions of 
L = 20 m long, W = 10 m wide, and 6 m high (volume V = 1200 m3, surface 
area S = 760 m2

). The distance from the typical lecturrng position to the nearest 
(front) wall is fwdist = 2.5 m. The classroom has a profiled ceiling directing 
sound to the back (i.e., beneficial reflectors, re:fl = 1). Consider the cases where 
NP is 50 or 200 occupants. Before treatment, the classroom has no sound
absorptive surfaces (absorb 0, basic= 1) and nonabsorptlve seating (upseat = 
0). Thus, the average surface absorption coefficient is that corresponding to 
the "basic" configuration in Table 7.2 (a 0.09). Equation (7.2) gives the 
corresponding T60_u's. Assuming air absorption exponents for a temperature 
of 20°C and a relative humidity of 50% (m 0.0012 Np/rn; see Table 7.1) 
and using the Eyring approach, the total absorption in the unoccupied room 
at 1 kHz is Au= -S ln(l a) +4mV -760 ln(l 0.09) +4 x 0.0012 x 
1200 = 77,4 m2 From Eq. (7.2) the I-kHz T6o,u = 55.3V/(cAu) = 55.3 x 
1200/(344 x 77.4) 2.49 s. With 50 occupants, the total room absorption 

A 0 Au+ Npt1p = 77.4 + 50 X 0.81 117.9 m2, and T6o,o = 55.3V /(cA 0 ) 

55.3 x 1200/(344 x. 117.9) 1.64 s. Similarly, with 200 occupants T6o,o 

0.81 s. Here, T60 is excessive "-'1th low occupancy and decreases sharply with the 
number of occupants. To control the reverberation, the classroom 1s .treated 'Yith 
full-coverage wall absorption (absorb 1) and padded, sound-absorptive seating 
(upseat l); thus, basic 0. The average surface absorption coefficients are 
now the sum of the values for basic, wallfceiling absorption, and upholstered 
seats given m Table 7.2 (e.g., 0.09 + 0.10 + 0.12 0.31 at 1 kHz). The 1-k:Hz 
T6o's m the classroom when unoccupied and with 50 or 200 occupants are 0.67, 
0.63, and 0.52 s. The treatment significantly reduces T60-m the unoccupied 
classroom by as much as 200 occupants do-and decreases the variation of T6o 
with the number of occupants. 

As for speech levels, consider listeners seated at the front and back of the 
classroom at distances of 3 and 12 m from the talker. Before treatment, from 
Eq. (7.9), lu.b 65.8 0.0105LW + 1.52fwdist 1.4labsorb 4.32upseat = 
65,8 - 0.0105 x 20 x 10 + 1.52 x 2.5 1.41 x 0 4.32 x 0 = 67.5 dBA and, 
from Eq. (7.10), Su,/J = -1.21- 0.088L + l.14basic = -1.21 - 0.088 x 20 + 
1.14 x 1 = -1.83 dBA/dd. Using Eq. (7.8), the speech level at any posit10n 
is SLAu,b(r) = 67.5 - L83 log10 (r)/log10(2); thus, at 3 and 12 m speech levels 
are 64.6 and 61.0 dBA. Levels in the occupied classroom can be calculated 
using Eq. (7.5). Assuming Q = 2 to the front of a talker, at the front and 
back of the classroom speech levels are 63.1 and 59.2 dB with 50 occupants 
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and 60.9 and 56.2 dBA with 200 occupants. After treatment, lu.a = 65.8 
0.0105 X 20 X 10 + 1.52 X 2.5 - 1.41 X 0 - 4.32 X 1 63.2 dBA and Su,a 
-1.21 - 0.088 x 20 + 1.14 x O = -3.0 dBA/dd, giving speech levels of 57.1 
and 51.1 dBA unoccupied at the front and back seats; occupants decrease levels 
by no more than 1 dB. Acoustical treatment causes speech levels at the front 
and back of the unoccupied classroom to decrease by 7.5 and 9.9 dBA for 50 
occupants and with 200 occupants by 4.5 and 6.1 dB. These results must be 
interpreted with care, as they do not account for certam relevant nonacoustical 
factors. For example, they assume that the talker's vocal output is invariant, as 
would be the case for a loudspeaker. In fact, research suggests that a talker's vocal 
output varies with the prevailing classroom acoustical conditions; a preliminary 
empirical model for predicting this phenomenon 1s presented in reference 16. 

Noise levels generated by classroom noise sources (e.g., projectors or ven
tilation outlets) can be estimated from their output power levels and receiver 
distances usmg the above empirical model after adjusting for the difference 
between the actual and the assumed output power levels. Student activity noise 
should also be considered; a preliminary empirical model for predicting this is 
presented in reference 16. Then signal-to-noise level differences can be deter
mmed. Classroom early-decay times and signal-to-noise level differences can 
then be used to determme values of speech intelligibility metrics. 

Controlling Classroom Sound ,) 

Controlling and optirmzing the acoustical conditions in a classroom or other 
rooms for speech involve three fundamental considerations: 

1. Promoting High Speech Levels. Av01d excessive classroom cubic volume 
due, for example, to high and vaulted ceilings. Use room geometries which direct 
sound to the back of the room. In large lecture rooms, this can include angled 
reflectors around teaching areas and profiled ceilings. Keep at least the central 
part of the ceiling sound reflective to promote the reflection of speech sounds to 
the back of the classroom. Use approximately square floor plans to avoid long 
and wide rooms. Amplification by a speech reinforcement system or a sound 
field enhancement system may be an option; their design is beyond the scope of 
this chapter; see reference 22. One important issue to consider at the classroom 
design stage is that the optimal acoustical conditions for unaided speech may not 
be the same as with a speech reinforcement system. 

2. Controlling Background Noise. Avoid open-plan design. Control the noise 
and vibration of mechamcal services (see Chapter 16). Locating ventilation out
lets toward the front of lecture rooms where speech levels are highest helps 
optimize signal-to-n01se level differences throughout the room. Avoid high termi
nal velocities of supply arr terrmnal devices and place air-volume control devices 
at distances of 0.5 m or more upstream to minimize n01se generated by turbu
lent flow. Choose quiet equipment for use m the classroom. Impact noise due to 
student activity can be reduced by the use of carpets and cushiornng materials 
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(split temus balls on desk, table, and chair legs are widely used). The partitions 
bounding the classroom must provide adequate sound 1solat1on (see Chapter 10); 
m cntical cases, this might require the use of nonopenable windows. 

3. Optimizing Reverberation. Apply appropriate sound-absorptive materials 
to the room surfaces. Avoid applying sound absorption to the central part of the 
ceiling, which provides useful reflect10ns between talkers and listeners. Using 
sound-absorptive seatmg allows the ceiling to be left reflective and reduces the 
sensitivity of the classroom's acoustical conditions to the number of occupants. 

7.6 INDUSTRIAL WORKSHOPS 

Relevance and Characteristics 

Industrial workshops often have senous acoustical problems due to excessive 
noise and reverberation. Most jurisdictions have regulations aimed at limiting 
the risk of hearing damage by lirmtmg the noise exposure of industnal work
ers. Excessive reverberation can also lead to poor verbal commumcation and a 
reduced ability to identify warning signals, and thus danger, as well as to stress 
and fatigue. 

Industrial buildings come m every shape and size. However, many are rectan
gular m floorplan (with widely varying dimension ratios and floorplan sizes), with 
flat or nonflat (e.g., pitched or sawtooth) roofs. The floors of most workshops are 
made of concrete. The walls are often of brick or blockwork, sometimes of metal 
cladding. Workshop roofs are usually of suspended-panel construction, consisting 
of metal or other panels supported by metal trusswork or portal frames. A com
mon modern construction is the steel deck, consisting of, for example, profiled 
metal as the internal surface, a vapor barrier, several centimeters of thermal msu
lation, tar paper, and gravel ballast as the external surface, agam supported by 
metal trusswork. Acoustical steel decks exist; the inner metal layer is perforated, 
and its profiles are filled with sound-absorptive matenal, providing high sound 
absorption over a broad range of frequencies. Acoustical decks can support loads 
almost as great as normal decks, cost only about 10% more, and should always 
be considered at the design stage. The average surface absorption coefficients of 
untreated industnal buildings are 0.08-0.16 m the 125- and 250-Hz octave bands, 
varymg with construction, and 0.06-0.08 m the 500-4000-Hz octave bands. 

Figures 7.4a and b show the reverberation times and I -kHz sound propaga
tion function curves measured in an empty, untreated workshop with average 
dimens10ns of 45 m x 42.5 m and height of 4 m and a double-panel roof.23 It 
is often the case that the sound propagation function-Lp(r) Lw as defined 
in Eq. (7.3)-at most source-receiver distances and the reverberation time are 
found to be highest at midfrequencies. The values of both quantities decrease at 
low and high frequencies due to increased panel and air absorption. 

The effects of workshop furnishings are also illustrated in Figs. 7.4a and b, 
showing the reverberation times and sound propagation funct10n curves after 
first 25 and then an additlonal 25 panting machines were introduced. These 
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FIGURE 7.4 Measured (a) thrrd-octave-band reverberation times and (b) 1-kRz sound 
propagation curves in an industrial workshop when empty (x-) and containmg 25 
(• • • • ·•) and 50 (e·····0) metal machmes; (--) free-field sound. 

metal machines had average dimensions of 3 m x 3 m and height of 2 m. Intro
duction of the furnishings significantly decreased reverberation times and sound 
propagat10n function values. According to diffuse-field theory, the decreases of 
reverberation time for this particular workshop correspond to the introduction of 
as much as 900 m2 of acoustical absorption. 23 In fact, they are related to mcreased 
diffusion, not increased absorption. T,!}e percentage changes of reverberation time 
and the magnitudes of the changes of the sound propagation function with increas
mg furmshing density vary little with frequency. These results are supported by 
smrilar measurements in other workshops. They again illustrate the lilllltations of 
diffuse-field theory, which cannot accurately predict the effects of complex room 
geometry or furnishings. 

Workshop Noise Prediction 

Models developed for predicting noise levels and reverberat10n times m mdustnal 
workshops fall into two categories--comprehensive models, based on approaches 
such as ray tracing and the method of image sources, and simplified, based on 
simple theoretical or empirical approaches. Comprehensive models have been 
evaluated experimentally, concluding that·the rav-tracmg model of Ondet and 
Barbry7 was most inherently accurate.24 Ray tra~ing can account for complex 
room shape, barriers, and nonisotropic absorption and furnishing distributions. 
Simplified models have also been evaluated expenmentally, concluding that a 
model developed by Kuttruff was inherently accurate in furmshed workshops.26 

Kuttruff26 developed a simplified model for long and wide furnished work
shops based on radioslty theory; the numerous funnshmgs on the floor and the 
ceiling were modeled as diffusely reflecting surfaces. According to this model, 
ma workshop of height h and with average absorption coefficient a, the sound 
pressure level Lp(r) generated by an omnidirectional compact source of sound 
power level Lw at a distance r is given by 
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1 + 1 a [ ( 1 + ~: )-u 
+ ,8(1: a) (,82 + ~: )-1.5]} (7.11) 

where ,B R:J 1.5a-0•306 Despite the assumption of mfimte length and width, the 
model performed well m comparison with measurements made in workshops of 
a wide range of lengths and widths.25 One disadvantage of the model is that it 
does not include a parameter that can be varied to account for variations m the 
number of furrushings. However, as can be seen from Fig. 7.4b, the variations 
are small at the smaller source-receiver distances that dominate noise levels in 
many practical cases. An alternative is emp1ncal models for predictmg workshop 
nmse levels and riverberation tirnes.27 

When dealing with multiple sources in workshops, the effect of noise con
trol measures may be determined to a first approximation by considering what 
happens at a distance corresponding to the average source-receiver distance. 
Changes m total noise levels due to noise control measures are approximated by 
changes in the sound propagation function at th1S distance. For machine·operator 
positions, the average source-receiver distance 1s small-typically 1-2 m. For 
a room with a more or less square floorplan and with sound sources unifonnly 
distributed over the floor, the average source-receiver distance is about one-half 
the average horizontal dimension. 

As an example, let us use the Kuttruff model to calculate the 1-k:Hz noise 
level m the workshop illustrated m Fig. 7.3 (but without the acoustical screen and 
partial suspended ceiling shown) before and after mtroduction of full-coverage 
suspended ceiling absorption. Consider a position midway along the assembly 
bench and 1.5 m above the floor. The workshop dimens10ns are length 48.0 m, 
width 16.0 m, and height 7.2 m. Assume that the average Illldfrequency absorp
tion coefficients of the workshop surfaces are 0.07 (untreated) and 0.4 (treated). 
The workshop contains nine noise sources located as shown m Fig. 7.3, With 
1-k:Hz sound power levels and source-receiver distances as shown in Table 7.4. 
Table 7.4 shows the individual nmse-level contributions of the sources before and 
after treatment. Total levels are detennined by energy-based addition of the indi
vidual source contributions. The result is 82.4 dB before treatment and 78.7 dB 
after treatment. Introduction of the ceiling treatment is predicted to reduce the 
1-kHz noise level at the assembly bench by 3.7 dB (confinning that the treatment 
illustrated.in Fig. 7.3 1s highly cost-effective). 

Accurate prediction relies on an inherently accurate model and accurate input 
data. Workshop surface absorption coefficients were discussed above. Many 
workshop prediction models also include a parameter describmg the workshop 
furnishing density. It is not known how to detennine this quantity accurately. 
In theory, it can be estimated as the total surface area of the furnishmgs (or, 
more practically. ofimagmary boxes that would fit around the individual obJects) 
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TABLE 7.4 Details of Calculation of I-kHz Noise Levels in Workshop before and 
after Acoustical Treatment Using Kuttrnff Simplified Prediction Modela 

Before After 
Source Number Lw, dB Distance, r (m) Lp,a(r), dB Lp,b(r), dB 
1 94 13.5 70.7 65.3 
2 101 9.8 79.1 74.8 
3 92 7.6 71.1 67.5 
4 94 3.9 75.6 73.5 
5 86 9.5 64.2 60.0 
6 90 7.6 69.1 65.5 
7 91 8.7 69.6 65.6 
8 89 8.5 67.6 63.8 
9 93 15.5 69.0 63.2 
Total n01se level 82.4 78.7 

aReference 26. 

divided by 4 times the volume of the furmshed region. 24 However, there is some 
evidence that this procedure underestimates the correct value. 8 Research has 
shown that average workshop furnishing densities may attam 0.2 m-1 or higher, 
those of a workshop's furmshed regions 0.5 m-1 or higher.28 In any case, no 
simplified model will ever predict noise levels m workshops of complex shape 
or furnishing distributions or that contain, for example, barriers with high accu
racy. In such cases, ray tracing may be the only viable option. Finally, a problem 
shared by all prediction models is the accurate estimat10n of the sound power 
levels of the noise sources. This problem is discussed m Chapter 4. 

Workshop Noise Control 

To achieve the reduction of workshop noise levels (as required by modem occu
pat10nal noise regulat10ns) m a cost-effective manner, the applicat10n of noise 
control principles should be mcorporated into new designs and renovation in the 
followmg order of prionty: 

1. Control at Source. Reduce the sound power outputs of the equipment by 
design or by retrofit acoustical treatment. 

2. Control of Direct Field. Isolate receiver posit10ns from noisy sources by 
mcreasing the distance between them, by the use of source enclosures (see 
Chapter 12), and by surrounding the receiver by a cabin or screen. Barriers and 
screens are often not practical or cost-effective alternatives m workshops. Often 
separation can be achieved by appropnate planning of the workshop layout, tak
ing full advantage of the building geometry, natural barriers such as stockpiles, 
and furnishings at the design stage. 

3. Control of Reverberant Field. Apply sound-absorptive materials to the room 
surfaces. Such treatments should be accorded lower priority smce they tend to be 
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expensive and not very effective near noise sources, such as at operator posit10ns. 
In practice, reductions of 0-6 dBA are possible. The best surfaces to treat are 
those closest to n01se sources and/or receiver positions. In low-height industnal 
workshops, this usually implies the ceiling. Consider an acoustical steel deck at 
the design stage or acoustical treatments consisting of sound-absorptive materials 
applied to or suspended from the ceiling-for example, acoustical baffles (rect
angular pieces of absorptive matenal) hung in appropriate patterns at appropnate 
densities. A particularly cost-effective treatment consists of suspending sound 
absorbers directly above noise sources. Difficulties may arise due to interference 
with overhead cranes and lighting and spnnkler systems and with respect to fire 
regulat10ns and hygiene reqmrements. The treatment of walls may be warranted 
in more regularly shaped enclosures and where noise sources are located close 
to walls when it is important to absorb the strong wall reflections. Note that in 
workshops of any shape surface absorption, even when it has little effect on the 
total noise levels, may significantly reduce reverberation, reducmg the perceived 
"noismess" of the work environment and improving verbal commumcat10n. 

Readers interested in the low-n01se design of mdustrial workshops should be 
aware of relevant ISO standards available to help in the task. ISO 1168829•30 

provides advice on the design of low-n01se machinery and eqmpment. Part 1 
discusses plannmg, and Part 2 discusses the principles of low-noise design. ISO 
1425731 defines criteria for evaluating the acoustical quality of workshops with 
respect to noise control and describes how to perform the measurements to eval
uate an existmg workshop. 

7.7 OPEN-PLAN OFFICES 

Open-plan offices are one of the most common modem work environments._ In 
these large spaces, many seated workers are separated by low barriers that provide 
partial visual and acoustical separation between workstations. The barriers may be 
free-standing but today are usually in the form of integrated furniture or cubicles. 
The ceiling and the carpeted floor form two large, extended sound-absorbing 
planes; their horizontal dirnens10ns are much greater than the height of the ceiling. 
The space between these surfaces is filled with office furniture and barriers that 
are usually sound absorbing. Diffuse-field theory certainly does not apply in 
such a space; the sound pressure level decreases contmuously with distance from 
sources (an example is shown m reference 3). The pnncipal problem in an open
plan office is not propagation to large distances but the provision of privacy 
between neighbonng workstat10ns. The important sound paths are, therefore, the 
short-range ones. Sound from one work position reflects from extended surfaces 
(ceiling, walls, and wmdows) and diffracts over or around the edges of barriers, as 
illustrated m Fig. 7.5. These sound paths must be controlled to provide acoustical 
pnvacy for workers. 

Open-plan offices can provide a reasonable degree of acoustical privacy if they 
are carefully designed as a complete system and if adjacent work functions are 
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FIGURE 7.5 Possible sound paths between workstations m an open-plan office cross 
section. Reflection from the ceiling is reduced by using htghly absorptive ceiling matenals, 
transnussion through the bamer by selecting a sufficiently heavy panel with adequate 
sound transnussion loss, and diffraction over the bamer by mcreasing the bamer height. 

compatible and not too close together. If any aspect of the system is neglected, 
then adequate acoustical privacy will not be achieved. Obtammg adequate acous
tical privacy is first a question of attenuating unwanted speech sounds from 
adjacent work spaces, because speech sounds are much more distracting than 
most other types of noises. It is usually also necessary to include masking sound 
to render mtruding speech sounds less intelligible while not bemg a source of 
annoyance. Special protection should,l;,e provided agamst n01sy devices such as 
prmters and copiers-for example, by locating them ma shielded area, Confer
ence rooms with full-height partitions, providing good sound msu1ation, should be 
available for activities which requrre low background noise levels and particularly 
high privacy. 

Open-Plan Office Barriers 

Barners (also called screens, partial-height partitions, workstation panels, or 
office dividers) provide sound attenuation and visual pnvacy between worksta
tions for seated persons. They are the basic component of systems furniture 
(usually forming cubicles) that combines the functions of a bamer and support
ing amenities such as storage compartments, lightmg, power, commumcations, 
and work surfaces into a single unit. A barrier should attenuate sound that passes 
through 1t so that the transmitted sound 1s negligible. 

Sound diffracts over the top of the bamer to reach the next workstation. For 
an rnfinitely wide barrier between a source and a receiver position, the insertion 
loss IL relative to the level at the receiver in the absence of the barner can be 
approximated by32 

IL= 13.9 + 7 log10 N + l.4(log10 N)2 dB for N c:: 0.001 (7.12) 

where the Fresnel number N = 2f (A+ B d)/c, d 1s the straight-line distance 
from the source to the receiver in meters, A is the. distance from the source to 
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the top of barrier in meters, B is the distance from the top of the bamer to the 
receiver m meters, and c 1s the sound speed (Fig. 7.5 shows A, B, and d). The 
greater the angle that sound has to bend to reach the receiver position on the 
other side of the barrier (0 m Fig. 7.5), the greater is the insertion loss of the 
bamer. Thus, higher barriers are more effective than lower ones, and bamers 
placed close to the talker or listener are more effective than those eqmdistant 
from both. 

The effects of diffraction around and transmission through a barrier can be 
cornbmed to determine the total rnsertion loss of a barrier. Sound transmitted 
through the screen should be negligible relative to the sound diffracted around 1t, 
especially at those frequencies important for speech mtelligibility. Specifymg that, 
at 1000 Hz, the normal-incidence sound transnuss1on loss should be 6 dB greater 
than the theoretical msertion loss due to diffraction is a satisfactory critenon. This 
cntenon .. leads to the requirement that the minimum mass per unit area of the 
barrier, Ps m kilograms per square meter, should be Ps :::= 2.7(A + B - d). For 
an isolated screen, the total effect of the barner can be calculated by applying 
Eq. (7.12) to each in tum and then summing the acoustical energies. 

Maximum barrier dimens10ns are usually limited by physical convemence, 
possible interference with airflow, and preservation of the open look. Recom
mended rnimmum dimensions are height 1.7 m and width 1.8 m. Of course, a 
complete cubicle is eqmvalent to a long barner, for which there is negligible 
propagation around the ends. If the attenuation of a high barrier is desired but 
visual openness must be mamtained, a plate of glass or transparent plastic panel 
can be fitted to the top of a low bamer to increase its "acoustical height." The 
gap between the bottom edge ofthe barner and the floor should be small; other
wise sound can reflect under the barrier to the opposite side. This is not critical, 
because sound followmg this path tends to be diffused or absorbed by furmture 
and carpets; a gap of up to 100 mm can be left when the floor is carpeted. 

Measures for Rating Acoustical Privacy 

Acoustical pnvacy is usually referred to as speech privacy because 1t 1s speech 
sounds that are usually the most disturbmg (see also Section 7.5). Speech privacy 
1s essentially the opposite of speech intelligibility. That 1s, the lower the mtelligi
bility of the speech, the greater the speech privacy. Speech privacy (and speech 
intelligibility) is related to the level of the intruding speech sounds relative to 
the less meaningful ambient noise. Hence, speech privacy is related to measures 
involvmg the signal-to-noi.se level difference, where speech 1s the signal and the 
general ambient noise is the noise component. 

Articulation index (Al) is a frequency-weighted signal-to-noise level differ
ence measure which indicates the expected speech intelligibility in particular 
condit10ns. The signal-to-n01se level differences in each frequency band are 
weighted according to their relative importance to the mtelligibility of speech. 
These weighted signal-to-noise level differences are summed to obtain the AI 
value, between O and 1. An AI of 1 is intended to indicate conditions in which 
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near-perfect intelligibility is expected. An Al close to O is expected to indicate 
conditions of near-perfect speech pnvacy. The AI has been widely used as a mea
sure of speech privacy; Al::: 0.15 1s considered to provide normal or acceptable 
speech privacy in open-plan office situations. The Al has now been replaced by 
the SIi. It 1s similar to the Al but has slightly larger values, so the cnterion 
for acceptable speech pnvacy becomes SIi::: 0.20. Both have been described in 
ANSI standards.3334 

Figure 7 .6 illustrates the suitability of this criterion. In tlns figure, median 
speech intelligibility scores are plotted versus SIi for situations simulating cone 
ditions in open-plan offices. It is seen that SIi 0.2 represents tlie point below 
which pnvacy increases rapidly with decreasing SIi. One can think of it as the 
point at which improvements to tlie acoustical design start, to 1mprove speech 
privacy. In practice, 1t is also a practically achievable goal if all aspects of tlie 
acoustical design are carefully considered. 

Acoustical Design of Complete Workstations 

Sound propagation between workstations m an open-plan office witli modular 
workstations (cubicles) involves many different sound paths, not just propagation 
over a simple screen as described above. There are reflections from the ceiling 
and the other panels of the workstation as well as from nearby walls. These 
consist of not only simple first-order reflections but also patlis with multiple 
reflections, such as tliose mvolving tlie-floor and the ceiling or tlie vertical surfaces 
of the workstation. The problem of sound propagation between workstations 
has been addressed using tlie metliod of image sources (see Section 7.3) and 
implemented as a computer algontlim. Diffraction over the screen was modeled 
using Maekawa's results described in Eq. (7.12). The metliod of image sources 
assumes tliat all reflections are specular, so tlie angle of incidence equals the 
angle of reflection. However, tlie model includes an empirical correction to tlie 
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FIGURE 7.6 Variation of median speech mtelligibility score with SII for situatlons 
simulating a range of conditions in open-plan offices.35 
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absorption coefficients of ceiling materials ( obtamed from standard reverberation 
room tests) to account for the limited range of angles of mcidence for sound 
propagation between workstations, compared to that in a diffuse reverberant test 
room. The model has been validated with respect to a wide range of measurement 
conditions and is used here to illustrate tlie effects of various design parameters. 
See references 36-39 for details of tlie model. 

Speech and Noise Levels 

Two factors that have very large effects on speech pnvacy are the speech levels of 
the talkers in the open offices and the general ambient noise levels. These cannot 
be ignored when strivmg for acceptable speech pnvacy. Fortunately, people do 
not usually talk with normal vocal effort in open-plan offices. Measurements of 
talkers in open-plan offices have found mean vmce levels close to those described 
as casual vocal effort. Usmg normal voice levels to calculate expected speech 
privacy greatly exaggerates tlie lack of speech privacy. The mtermediate office 
speech level (IOSL) shown in Fig. 7.7 1s recommended as the speech source level 
for calculating speech privacy in open-plan offices. It was obtamed by averaging 
tlie mean speech levels measured m open-plan offices and the casual voice data 
and then adding 3 dB, corresponding to one standard deviation above the average 
talker level. The IOSL spectrum is therefore representative of louder talkers in 
open-office situations and corresponds to a speech source level at a distance 
of 1 m in a free field of 53.1 dBA. References 40-42 provide more details of 
speech levels. 

One important aspect of achieving speech pnvacy 1s to encourage the use 
of lower voice levels as a form of open-plan office etiquette. Extended discus
sions should not be held in open-office areas but should be moved to closed 
meeting rooms. 
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FIGURE 7.7 The IOSL spectrum and noise-masking spectra for open-office design 
calculations: ( --) IOSL, (- • - • -· -·) optimum masking; (- - - ) maximum masking. 
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It 1s difficult to obtain acceptable speech privacy if the general ambient noise 
level 1s low. On the other hand, if ambient n01se levels are high, they can become 
annoying and cause people to talk louder. There is a narrow range of ambient 
noise levels that are expected to be acceptable and that can also partially mask 
intruding speech sounds from adjacent workstations. (The masking of speech by 
noise 1s a well-researched field, and ANSI S3.534 mcludes many references on 
this topic.) For this reason, electronic sound-masking systems are often mcluded 
m successful open-office designs. They can be designed to provide nearly ideal 
noise levels to mask speech sounds and enhance privacy without being unduly 
disturbing. The masking noise should be adjusted to sound like natural ventila
tion system noise and to be evenly distributed throughout the office. Figure 7.7 
mcludes an example of a noise-masking spectrum that was Judged to be at an 
optimal level, corresponding to 45 dBA. It has been found that the maximum 
acceptable level for masking sound 1s approxnnately 48 dBA. Hence, the max
imum masking spectrum m Fig. 7.7 represents an example of such a maXImum 
noise-masking spectrum. These two noise spectra are indicative of the narrow 
range of masking noises that provides acceptable· speech pnvacy. Spatial varia
tions of masking noise should be less than 3 dBA. 

Conventional sound-masking systems have included those with centrally 
located electronics and others with distributed units. Distributed systems, with 
many small mdependent units, have the advantage of avoiding correlated 
sources, which can lead to annoying spatial variations in the masking sound. 
Manufacturers of both types claim'"vanous practical advantages. Although 
propagation mto the ceiling void may aid the homogeneity of the masking sound 
in the office below, the masking sound will be modified by propagation through 
the ceiling tiles, and translnission through lighting fixtures can lead to localized 
areas of lugher sound levels below. More recently, sound-masking systems with 
loudspeakers mounted in the ceiling tiles and on the panels of workstations have 
been mtroduced to provide better control over the resulting masking sound. The 
installation of noise-masking systems is best left to experienced professionals. 

Important Design Parameters 

In the design of an open-plan office, it is first assumed that the transID1ssion 
loss of the workstation panels is sufficient to attenuate, to an ins1gnificant level, 
the sound propagatmg directly through the panels. The requirement for surface 
density given by Eq. (7.12) usually leads to a ininimum value corresponding to 
STC 20 (STC is the sound transmission class, obtained from a standard sound 
translnission loss test43 ; see also Chapter 10). After this, the two most important 
parameters are the sound absorpt:Ion of the ceiling and the height of the separating 
barriers or panels. If these are not adequate, 1t will not be possible to achieve 
acceptable speech pnvacy. 

The shaded area of Fig. 7.8 indicates combmat10ns of ceiling absorption and 
panel height that can provide SII s 0.20 if the other details considered below are 
also acceptable. Ceiling absorption is described in terms of the sound absorption 

OPEN-Pl.AN OFFICES 207 

1.8 

E 1.7 
:l:: 
O> 

·a3 1.6 .c 
Q) 
C 
C1l 1.5 a.. 

1.4 

1.3 ·_.__:::,,,__~..,_~....J._~-'--_,_:::::,.,..,~--1.~-=:::t 

0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 

Ceiling SAA 

FIGURE 7.8 Shaded area shows combmations of workstation panel height and ceiling 
absorption that lead to acceptable speech privacy corresponding to Sil:::: 0.20.44 Contours 
m unshaded part mdicate degrees of unacceptable speech privacy. SAA is the average of 
the absorption coefficients m the thlrd-octave bands from 250 Hz to 2.5 Hz. 

average (SAA), which is the average of the absorption coefficients in the third
octave frequency bands from 250 Hz to 2.5 kHz. It replaces the older noise 
reduct:Ion coefficient (NRC) and has very snnilar values. Values of SAA greater 
than 1.0 are mcluded in Fig. 7 .8 because such values can result from the standard 
test procedure, due to the effects of edge diffraction (as mentioned in Section 7.2). 
It is seen that the sound absorption of the ceiling should correspond to SAA :::: 
0. 90 and the separating panels should be ?.'.: 1. 7 m high. Since the results in Fig. 7. 8 
were calculated with other details set to nearly ideal values, combinations of 
ceiling absorption and screen height outside of the shaded area make 1t impossible 
to achieve acceptable speech privacy. 

A third key design parameter is the size of the workstation plan. The results m 
Fig. 7.8 are for a workstation with dimensions of 3 m x 3 m. If the workstation 
length and width each decrease by l m, then the resulting SII mcreases by 0.05. 
That is, for a 2 m x 2 m workstation plan, meet:Ing the SII s 0.20 criterion would 
reqmre very high screens and the most absorptive ceiling materials. 

Other Design Parameters 

The sound-absorptive properties of the workstation panels and the floor have 
smaller effects on speech pnvacy. The height of the ceiling and the presence of 
lighting fixtures in the ceiling can also mfluence speech pnvacy. 

The results shown in Fig. 7.8 were calculated for workstation panels with 
SAA= 0.9. If this were reduced to 0.75, the corresponding SU values would 
decrease by 0.01. If the panel absorption were decreased to 0.6, SII values would 
decrease by 0.02. These seem to be small degradations in the overall perfor
mance, but one must always remember that most designs will at best be on 
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the edge of just providing acceptable speech pnvacy; even these small improve
ments may help to meet the SIT s 0.20 criterion. Of course, if the panels were not 
highly absorptive (i.e., SAA < 0.60), there would be a more significant increase 
in the resulting SII values. For example, if the workstat10n panels were non
absorptive in ru1 otherwise ideal workstation design, SIi would increase from 
0.2 to 0.3. 

Varying floor absorption and varymg ceiling height generally have very small 
effects on the resulting SU values. In most cases, varying these parameters 
changes SII by no more than about 0.01. On the other hand, lighting fixtures 
in the ceiling can degrade the speech privacy of the open-office design. The 
effect of a lightmg fixture depends on the type of lighting umt and its location. 
Lights with a flat plastic or glass surface produce the strongest unwanted reflec
tions and are most troublesome when located over the separating panel between 
two workstatmns. They will change SIT values most when installed in a highly 
absorptive ceiling. Evaluation of the effects of several types and locations of 
lighting fixtures has shown that, for a ceiling with SAA= 0.90, Sil values could 
increase by up to 0.08. Open-grill lighting fixtures have smaller effects but still 
reduce the effectiveness of a highly absorptive ceiling. 

PracticaUssues and Other Problems 

Sound propagating in the honzontal plane can bypass barriers by reflection from 
vertical surfaces and hence reduce the"sound attenuation between work positions. 
To mininrize these effects, surfaces such as walls, office barriers, square columns, 
backs of cabinets, and systems furniture, as well as bookcases, should be covered 
with sound-absorptive material having SAA values of 0.7 or higher. A thickness 
of 2.5 cm or more of glass fiber with a porous fabnc cover will satisfy this 
requirement. The application of carpets directly to hard surfaces is not an effective 
solution, since typical carpets have low sound absorption coefficients. Round 
columns with diameters of 0.5 m or less may be left uncovered. A simple way 
to avoid wall reflections is to avoid gaps between the wall and barners. To 
prevent reflections from therr surfaces, office barriers should be covered with 
sound-absorptive material on both faces. 

Where workstations are adjacent to windows, there are often large gaps 
between the workstation panels and the window. To provide adequate acoustical 
privacy between these workstations, this gap must be filled with addit10ns to the 
workstation panels. This problem cannot easily be solved using drapes, which 
would need to be heavy and closed; furthermore, most slatted blinds do not 
reduce reflections. Usmg the area next to the windows as a corridor is another 
solution to this problem. 

Standard procedures exist for the evaluation of the degree of speech privacy 
in an existmg office, in a mock-up of a proposed office,45 or for the evalua
tion of open-plan no1se-maskmg systems.46 It 1s very lllportant to evaluate the 
speech and n01se in the office to completely determine the existing degree of 
speech privacy. 
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7.8 REVERBERATION ROOMS 

Reverberation rooms are designed and equipped to give a close approximation 
to a diffuse sound field. Measurements m these rooms are used to characterize 
the sound-absorptive properties of materials, the sound power of sources, and 
the sound transmission through building elements, among other thmgs, under 
standard diffuse-field conditions according to various standards.43•47- 52 A typical 
reverberation room has a volume of about 200 m3 ; some are constructed with 
nonparallel walls. The walls and surfaces of the room are made highly reflective 
so that reverberation times are high and the region dominated by the direct field 
of a source is as small as possible. 

At low frequencies, the frequency response to wide-band nmse shows peaks 
corresponding to individual room modes. As frequency increases, the spacmg 
between modes becomes less, the modes begm to overlap, and the individual 
modes are less obvious. At some transition frequency the room response for 
bands of n01se becomes approximately constant, the properties of the sound field 
become more uniform, and the room response may be described in statistical 
terms. This transition pomt is usually defined by the Schroeder frequency53 fs 
2000(T6o/ V)112 hertz. For a V 250 m3 room with T6o 5 s, fs = 282 Hz. 

To make the response of the room more uniform at low frequencies, it is usu
ally adVIsable to add low-frequency sound-absorbing elements. Even in rooms 
of approximately 200 m3 volume, correctly chosen dimensions, and the recom
mended amount of sound absorption, the spatial vanations of pressure and the 
sound decay rate are often too large to satisfy the precision requirements of 
standards. It is therefore common to add fixed panels suspended at random posi
tions and onentations throughout the room to perturb the room modes and to 
create more diffuse conditions. In many cases rotating diffusers are also used for 
this purpose. 

Fixed diffusers are most important in rectangularly shaped rooms used for 
sound absorption measurements. They may not be necessary in rooms that are suf
ficiently nonrectangular in shape. They help to create a more diffuse sound field 
during the measurement of sound decays by ensurmg that, throughout the sound 
decay, a portion of the decaying sound energy is redirected toward the sound
absorbing sample. When commissioning a new reverberat10n room for sound 
absorption measurements, it is necessary to systematically increase the number 
of diffusers until measured absorption coefficients just reach maximum values 
due to the increasingly diffuse conditions m the chamber. Of course, adding too 
many diffusers can limit the number of valid positions for microphones, which 
must always be located more than a half wavelength (at the lowest frequency of 
interest) from reflecting surfaces such as walls and diffusing panels. 

Rotating diffusers are particularly useful in reverberation rooms used for mea
suring the sound power levels of devices with strong tonal components. These 
types of sound sources lead to large spatial vanations m sound levels that can be 
effectively reduced using a rotating diffuser. By contmuously changmg the geom
etry of the room, they shift the modal patterns and hence average out some of the 
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spatial vanations of the sound levels. Making the rotating diffuser m the form of 
panels of revolution can reduce the required drive power and aerodynamic noise. 

In addition to such measures, it 1s still necessary to sample the room volume 
m order to measure mean-squared sound pressures and decay rates accurately. To 
provide statistically independent samples of the sound field, microphone positions 
must be more than one-half wavelength apart ( at the lowest frequency of interest) 
as well as be located more than one-half wavelength away from reflecting objects 
to avoid nomepresentat1ve measures of the room average sound level. 

It has been shown that close to one, two, or three mfirnte reflecting planes 
the sound pressure and energy mcrease. The mean-squared pressure p2 can be 
expressed as 

where k 2rr/A(A = wavelength) 
p2 = mean-square pressure normalized to urnty in absence of 

images or far from reflecting surfaces 

(7.13) 

rn distances from images of measurement pomt to measurement 
point 

Nun = number of unages: 1 for measurement near a plane surface, 
3 near an edge, and 7 near a corner 

~.; 

Closer than A/2 to highly reflecting surfaces, soun<;i pressure increases signifi
cantly because of these positive mterference effects. To account for the increase 
in sound energy close to surfaces, an adjustment term (1 + SAl8V) 1s included 
in the calculation of the sound power W from the space-averaged mean-square 
sound pressure. Thus, the relationship used to determine the sound power W of 
a source from the space-averaged mean-square sound pressure p2 that it creates 
in the room is54 

55.3 2V 
W = ; (1 + SA/8V) 

4pc T6o 
N•m/s (7.14) 

where p = density of air, kg/m2 

c speed of sound m air, mis 
V room volume, m3 

T6o = reverberation tlille, s 

It is assumed that sampling of the sound field m the room 1s confined to the 
central regions away from room surfaces. The Sabine formula, Eq. (7.2), relating 
reverberation time to room absorption is assumed to hold and is the basis for 
determinations of sound absorption in reverberation rooms.47•48 

The plannmg and qualification of reverberation rooms are complex and best 
done by experienced professional acoustic1ans. 

REFERENCES 211 

7.9 ANECHOIC AND HEMI-ANECHOIC CHAMBERS 

An anechoic chamber is a room with all of its mterior surfaces highly absorptive 
such that a source m the room radiates in essentially free-field conditions. The 
resulting sound field has only a direct component. Hemi-anechoic chambers have 
a hard floor with all other mterior surfaces highly sound absorptive. They are used 
for measuring the sound power level and radiat10n pattern of eqmpment (such 
as road vehicles, appliances, etc.) that are operated over a hard surface. The 
acoustical performance of an anechoic or hemi-anechmc room can be evaluated 
by detefilllning how closely conditions m the room approximate those m a free 
field. This is usually done by measunng the variat10n of sound levels with distance 
from an approximately omrndirect10nal source; it should ideally be -6 dB per 
doubling of distance; see Eq. (7.3) and Fig. 7.1. 

Tests are made m an anechoic room when It is necessary to accurately measure 
the unperturbed sound radiated by a source-for example, when measuring its 
radiation pattern (directiVIty) or sound power. The surfaces of anechoic chambers 
are made highly absorptive by linmg them with deep, sound-absorptive matenals. 
The lining typically consists of wedges of mmeral wool or glass fiber.55 All 
anechoic chambers are more anechoic at high than at low frequencies. The lowest 
frequency at which an anechoic chamber can be used depends primarily on the 
chamber volume and the depth of the wedges. This cutoff frequency, at which 
the wedges absorb 99% of the incident sound energy, 1s usually achievable with a 
wedge depth (including any air space between the base of the wedge and the hard 
wall) of approxlillately one-quarter wavelength. A large chamber with 1-m-deep 
wedges may be effective down to 80-100 Hz. To provide a walking surface to 
facilitate settmg up expenments man anechoic chamber, an open-metal-floor grid 
that 1s removed after the setup or a permanent wire-mesh floor can be provided. 
The perimeter frame of such a wire-mesh floor and to a lesser extent the wire 
mesh itself may degrade the high-frequency performance of the chamber. 
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8.1 INTRODUCTION 

One of the most frequent problems faced by noise control engineers 1s how 

to design sound absorbers that provide the desirable sound absorption coeffi

cient as a function of frequency m a manner that mmirruzes the size and cost, 

does not mtroduce any envrronmental hazards, and stands up to hostile environ

ments such as hlgh temperatures, high-speed turbulent flow, or contamm.ation. 

The designer of sound absorbers must know how to choose the proper sound

absorbing material, the geometry of the absorber, and the protective facmg. The 

theory of sound-absorbmg matenals and sound absorbers has progressed consid

erably during the last 10 years. Much of this progress 1s documented m K. U. 

lngard's Notes on Sound Absorption Technology1 and in F P Mechel's Schall 

Absorber (SoundAbsorbers)2 and the separately sold computer program on CD

ROM.3 lngard's book 1s a paperback edition of modest length and price and 

comes with a CD-ROM that allows the reader to make easy numerical predic

tions from almost all of the equations used in the book. The underlying physical 

processes are explamed with great clarity and the mathematical treatment is kept 

simple. Derivations and difficult explanation are presented in appendices. The 

books cover all aspects of sound absorption in great detail. To denve full benefit, 

1t helps if the reader has a reasonably strong mathematical background. How

ever, even those with no such background will find the figures, which give the 
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8.1 INTRODUCTION 

One of the most frequent problems faced by noise control engmeers is how 
to design sound absorbers that provide the desirable sound absorpt10n coeffi
cient as a function of frequency in a manner that minimizes the size and cost, 
does not introduce any envrronrnental hazards, and stands up to hostile environ
ments such as high temperatures, high-speed turbulent flow, or contamination. 
The designer of sound absorbers must know how to choose the proper sound
absorbing matenal, the geometry of the absorber, and the protective facmg. The 
theory of sound-absorbing materials and sound absorbers has progressed consid
erably dunng the last 10 years. Much of this progress is documented in K. U. 
Ingard's Notes on Sound Absorption Technology1 and in F P. Mechel's Schall 
Absorber (Sound Absorbers)2 and the separately sold computer program on CD
ROM.3 Ingard's book 1s a paperback edition of modest length and price and 
comes with a CD-ROM that allows the reader to make easy numerical predic
tions from almost all of the equations used in the book. The underlymg physical 
processes are explained with great clarity and the mathematical treatment is kept 
simple. Derivat10ns and difficult explanation are presented in appendices. The 
books cover all aspects of sound absorpt10n in great detail. To derive full benefit, 
it helps if the reader has a reasonably strong mathematical background. How
ever, even those with no such background will find the figures, which give the 

*The authors acknowledge the contribut10ns of Dr. Fridolin P. Mechel to the severdl parts of tins 
chapter retained from the 1992 edition. 
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difficult mathematical results m graphical form, useful and practical. Mechel' s 
book consists of three hard-covered volumes totaling 2866 pages. The associated 
computer program 1s available in MAC and Window versions but is expensive. 
The classical book of H. Kutruff, Room Acoustlcs,4 deals predonnnantly with the 
room acoustics aspects of sound absorption and should be studied by acousticians 
designing buildings for the performing arts. Beranek's recently updated classic 
book Acoustic Measurements5 describes the methods and expenmental hardware 
for measuring all acoustical descriptors of sound-absorbing matenals and sound 
absorbers. The reader with senous interest in sound absorption technology 1s 

advised to study all of these texts. 

How Sound Is Absorbed 

Sound 1s the organized superposition of particle motion on the random thermal 
motion of the molecules. The speed of the organized particle motion in arr 1s 
typically six orders of magmtude smaller than that of the thermal motion. AU 
sound absorbers facilitate the conversion of the energy earned by the organized 
particle motion mto random motion. All forces, other than those that compress 
and accelerate the fluid, caused by the oscillatory particle flow in the presence of 
solid material result in loss of acoustical energy. The most important contribution 
to the conversion is associated with the drag forces caused by friction between 
the interface of a rigid or flexible wall or the skeleton of the porous or fibrous 
sound absorber material and the fluid in the thin acoustical boundary layer. For 
porous and fibrous sound-absorbmg~inatenals the acoustical flow speed 1s low 
and the flow remains lammar, and the drag force is proportional to the acoustical 
particle velocity. At high velocities, which occur at the mouth of resonators, the 
flow separates, turbulence is created, and the frictiOn force becomes proportional 
to the square of the velocity. Other loss mechanisms, discussed m more detail 
elsewhere, 1,2 include the isothermal compression of arr at low frequencies, direct 
conversion of acoustical energy into heat owmg to a time lag between compres
sion, and heat flow that takes place in closed cell foams. In the case of plate 
and foil (very thin plate) absorbers the acoustical energy is converted into heat 
m the vibratmg flexible plate and radiated as sound from the rear of the plate or 
1s ti.·ansmitted m the form of vibration energy into connected structures. 

A sound absorber can absorb only that part of the mcident sound energy not 
reflected at its surface. Consequently, it is important to keep the reflection at the 
surface as low as possible. Essentially, the part of the incident acoustical energy 
that enters the absorber should be dissipated before it returns to the surface 
after traversmg the absorber and reflecting from a rigid backmg. Otherwise, the 
absorber gives back acoustical energy to the fluid on the receiver side that is in 
addition to the initial reflection. This requires a sufficient thickness. The challenge 
m sound absorber design 1s to keep the absorber thickness to a minimum. 

Sound Absorption Coefficients 

The acoustical performance of flat sound absorbers is characterized by therr sound 
absorption coefficient a, defined as the ratio of the sound power, Wnr, that is not 
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reflected (i.e., dissipated in the absorber, transmitted through the absorber mto a 
room to its rear, or conducted, in the form of vibration energy, to a connected 
structure) and the sound power incident on the face of the absorber, W1nc: 

(8.1) 

For convemence in analyses, the absorption coefficient is defined in terms of 
sound pressure reflection factor R of the absorber interface, namely 

a = l IRl2 (8.2) 

The vertical lines bracketing R mdicate the absolute value. The reflection factor 
R 1s usually a function of the angle of sound incidence, the frequency, the 
material, and the geometry of the absorber. The absorber is charactenzed by its 
wall impedance (otherwise known as surface impedance) Zw, defined as 

Z -!!_Nc/3 w - sm (8.3) 
Vn 

where p is the sound pressure and Vn 1s the normal component of the particle 
velocity, both evaluated at the interface. A substantial part of this chapter concerns 
the prediction of the wall impedance offered by a large variety of sound absorbers. 
The sound absorption coefficient as defined in Eqs. (8.1) and (8.2) is further 
differentiated according to the angular composition of the incident sound field, 
such as normal incidence, oblique incidence, and random incidence, and whether 
the absorber is locally reacting (sound cannot propagate in 1t parallel to the 
interface) or non-locally reacting (where sound can propagate m it parallel to 
the interface). At normal incidence there is no difference between locally and 
non-locally reacting materials. 

Measurement of Normal-Incidence Sound Absorption Coefficient 
«a. The normal incidence sound absorption coefficient a0 can be measured in 
an impedance tube according to the Amencan Society for Testing and Materials 
(ASTM) standard C384-98 as ao = 41;/(l; + 1)2, where l; = P-x!Pmm is the 
ratio of the maximum and llllllimum standing-wave sound pressure pattern in the 
tube upstream of the sample. Normal-incidence sound absorption coefficients, 
measured in an impedance tube, never exceed unity. 

Measurement of Random-Incidence Sound Absorption Coefficient 
«R(rev) in Reverberation Room. The random-mc1dence sound absorption 
coefficient aR(rev), which is also referred to as the Sabine absorption coefficient, 
can be measured directly in a reverberation room according to ASTM C423-02. 
It is defined as aR(rev) (55.3 V / S)[(l/ Ts) (1/ To)], where V is the volume 
of the reverberation chamber m m3, S = 6.7 m2 is the standardized surface area 
of the test sample, and Ts and To are the reverberation times in seconds (see 
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Chapter 7) measured w1th and without the sample, respectively. It is important 
to distingmsh between the two random-incidence sound absorption coefficients 
aR(rev) and aR. The coefficient aR(rev), measured m the reverberation room, can 
yield values wmch exceed unity (measured values up to L2, as can be seen.in 
Fig. 8.10). Such values obviously violate the theoretical definition of a given in 
Eq. (8.36) implying that the panel absorbs more energy than 1s incident on 1t. This 
fact that measured values of aR(rev) > 1 results from the fimte size of the test 
sample, which means that there is diffraction at the edges of the sample. In design 
calculations, 1t is customary to replace all values of aR(rev) > 1 with umty. The 
random-mcidence sound absorption coefficient aR is computed from the wall 
nnpedance and never yields absorption coefficients that exceed unity. Based on 
the analyses of aR(rev) measured according ASTM C423-02 for a large vanety of 
thicknesses and flow resistivity of Owens Cormng series 700 fiberglass boards, 
Godfrey6 has proposed an empirical prediction scheme to relate aR(rev) of a 
standard size (6.7 m2) sample to aR predicted theoretically from the computed 
wall lllpedance of the samples as 

where a~(rev) is the empmcally predicted Sabme absorption coefficient of a 
standard size sample and f 1s the frequency in hertz. Tms formula provides rea
sonably accurate predictions for low4}ow resistiVIties (in the range of 9000 N 
m/s4 = 0.56poco/in. to 17,000 N m/s4 = 1.1 poco/in.) and small layer thick
nesses from 1 to 3 in. (2.5-7.5 cm). For flow resistivities greater than 32,000 N 
m/s4 2 pocolin. and layer thicknesses ?:.76 mm= 3 in., the analytical method7 

yields the best prediction. 

8.2 SOUND ABSORPTION BY NON-SOUND ABSORBERS 

Although inefficiently, all ngid and flexible structures absorb sound. If efficient 
sound absorbers are present m the room, the contribution of these marginal sound 
absorbers may be neglected. However, if they represent the only sound-absorbmg 
mechanism (such as ism the case of reverberation rooms without low-frequency 
absorbers), they, and at high frequencies the air absorption, account for the total 
sound absorption and set an upper limit for the maxrmum achievable reverberation 
time and for the buildup of reverberant sound pressure m these special rooms. 

Sound Absorption of Rigid Nonporous Wall 

The general assumption that a ng1d, nonporous wall, however massive, gives rise 
to total reflection of the mc1dent sound 1s not valid. In the immediate vicinity 
of the interface there are two phenomena that cause small but finite dissipation 
of sound energy. The first 1s that the wall-parallel component of the particle 
velocity of the incident sound results in shear forces in the acoustical boundary 
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layer. The acoustical boundary layer 1s identical to that which would develop at 
the interface between a stationary fluid and a plane, rigid wall oscillating with the 
frequency and velocity amplitude of the wall-parallel component of the sound
induced particle motion. The second component of the unavoidable dissipation 
results from the large thermal capacity of the wall, which makes it impossible 
to fully recover the heat energy in the rarefaction phase that was built up ill the 
compression phase. According to reference 4, for randomly incident sound, the 
combined effect of these two dissipation processes results m a lower limit of the 
sound absorption coefficient of 

(8.4) 

where f is the frequency m hertz. For frequencies of 1 and 10 kHz, Eq. (8.4) 
yields values of amiin of 0.006 and 0.018, respectively. 

Sound Absorption of Flexible Nonporous Wall 

Building partitions such as walls, windows, and doors absorb low-frequency 
sound. The sound power lost, wLoss, when the incident sound interacts with a 
nonporous, flexible, homogeneous, and isotropic single partition that has another 
room or the outdoors on the receiver side is made up of three components: 

WLoss WForcedTrans + WResTrans + WResDiss N, m/s (8.5) 

where wForcedTrans 1s the sound power transmitted by the forced bending waves 
(i.e., mass law portion radiated from the receiver side by the forced bending 
waves), wResTrans is the sound power transmitted by the free resonant bending 
waves, and wResDiss is the sound power dissipated in the partition by the free 
resonant bending waves. The first two terms m Eq. (8.5) can be expressed m 
the form of sound transllllss1on loss, TL, of the partition and the third term as 
a function of the space-time mean-square value of the sound-mduced resonant 
vibration velocity {v2 ) of the plate, yielding 

wLoss wmc 10-TL/IO + (v2)pg0Yf/S N m/s (8.6) 

where 7/ is the composite loss factor of the plate accounting for energy loss 
through dissipation in the plate as well as for that lost through structural coupling 
to neighboring structures at the plate boundaries and S is the surface area of the 
plate ill square meters. The sound absorption coefficient is defined as 

a= (8.7) 

where wmc is the sound power incident on the source side of the partition. As 
shown in Chapter 10, for random incidence, where the sound energy has equal 
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probability of angle of mc1dence, the mcident sound power is 

wmc = S (·(p
2
)) N mis 

4poco 
(8.8) 

where S is the surface area of the partition (one side) m square meters, {p2) 

(N2/m4) is the mean-square space-time average sound pressure in the source 
room, p0 is the density of air in kilograms per cubic meter, and c0 1s the speed of 
sound of the gas at design temperature in meters per second. Using the results of 
the analyses m Chapter 10, for the power dissipated in the partition by the free 
bending waves, one obtams the followmg approximate formula for the random
incidence sound absorption coefficient eland of a single, flexible, homogeneous, 
isotropic, nonporous partition: 

(8.9) 

where TLranct = random-incidence sound transmission loss of panel (measured or 
predicted according to Chapter 10) 

w angular frequency, = 2n f 
f frequency, Hz 

O'ract = radiation efficiency of free bending waves (see Chapter 10) 
PM = density of plate matenal, kg/rn3 

h = plate thickness, m 
cL = speed sound m plate matenal, m mis 

The second term on the right side of (8.9) 1s strictly valid only if the ratio 
of the power loss through dissipation and sound radiation by the free bending 
waves exceeds unity, (hpM0TJc/ PoCoO'ract) > 1, which is almost always the case 
because O'ract strongly decreases with decreasmg frequency below the coincidence 
frequency of the plate. In Eq. (8.9) the first term represents the loss of energy 
by the transmission of sound into the receiver space as defined m Chapter 10. 
The second term represents the combmed contribution of the dissipation of the 
free resonant bending waves m the plate and energy loss in the form of vibration 
energy transID1ss10n to neighboring structures at the boundaries. It is interesting 
to note that this second term does not depend of the composite loss factor T/c of 
the plate (the TL of the plate of course depends on T/c in the frequency range at 
and above the cnt1cal frequency where the free bending waves control the sound 
radiation). The physical reason for this IS that in the case of a small loss factor 
the plate vibrates more vigorously and the combination of the increased vibration 
and decreased loss factor results in the same dissipation as happens in the case 
of a larger loss factor and less vigorous vibration response. 

While the first term in Eq. (8.9) is valid for any type of partition (including, 
e.g., double walls and inhomogeneous and non isotropic plates), the second term 
is valid only for single, homogeneous, 1sotrop1c, platelike partitions. In case of 

Tl 
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double walls or double windows the first term will exhibit a peak at the double
wall resonance frequency where the TL has a sharp mmimurn. In the case of 
double partitions made of two isotropic, homogeneous plates with air space in 
between, the second term in Eq. (8.9) can be crudely approximated by entering 
the parameters of the source-side plate mto the second term. 

8.3 SOUND ABSORBERS USING THIN LAYERS 

For the purposes of this chapter, we call those constructions "sound absorbers" 
which have been designed on purpose to yield high sound absorption in a narrow 
or wide frequency band. The rest of this chapter deals with the design of such 
absorbers. We start with those absorber configurations which can be described 
by a few directly measurable parameters, such as a thm, flow-resistive layer in 
front of an arr space backed by a rigid wall that can be fully characterized by its 
flow resistance and mass per unit surface area, and will proceed to configurations 
utilizing thick porous layers and to tuned absorbers. 

Thin, Flow-Resistive Layer in Front of Rigid Wall 

A sound absorber that consists of a thin, flow-resistive material in front of a rigid 
wall with an arr space in between, such as shown in Fig. 8.1, is the configuration 
for winch it is the easiest to predict acoustical performance. Accordingly, it is 
logical to treat it first. The flow-resistive layer ID1ght be ng1d or flexible. 

The sketch on the left in Fig. 8.1 depicts a configuration where the air space 
between the rigid porous layer and the ng1d wall is partitioned in a honeycomb 
pattern to prohibit propagation of sound parallel to the plane of the porous layer. 
This absorber configuration is called locally reacting because the sound field in 
the absorber depends ouly on the sound pressure on the mterface at the location 
of the particular honeycomb cell. The sound m the absorber can propagate only 
perpendicular to the plane of the mterface. The sketch on the right in Fig. 8.1 has 
no partitioning of the arr space and the sound can propagate within the absorber 
parallel to the plane of the interface. The sound pressure at any particular location 
in the air space depends on the sound pressure on all the locations on the sound
exposed face of the absorber. This configuration is,called a non-locally reacting 
sound absorber. 

Rigid Porous Layer 

A thin, rigid, flow-resistive layer can be fully characterized by a smgle parameter, 
namely Its flow resistance Rf or its normalized impedance z' = Rt /(Poco), where 
Po 1s the density and co is the speed of sound of the fluid. The normalized 
impedance of the partitioned arr space IS z" = j cot(kt), where k 2n /A is the 
wavenumber, ).,, 1s the wavelength of the sound, and t is the depth of the air space. 
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FIGURE 8.1 Thm porous sound-absorbing layer m front of an arr space backed by a 
rigid wall. Left; Partitioned, locally reacting air space. Right: Not partitioned, non-locally 
reacting air space. 

The normalized wall lillpedance for normal incidence, 0 = 0, is then given by 

Zwo = i + ;z'' Rf+ j cot(kt) 
pc 

(8.10) 

The impedance of the arr space 1s zero when cot(kt) = 0, which is the case at 
those frequencies where the depth of the arr space is an odd number of quar
ter wavelengths. The maxlillum value of the normal-incidence sound absorption 
coefficient is 

ao,max 
(1 + z')2 

(8.11) 

indicatmg that total absorption occurs for z1 = 1. According to reference 4, the 
normal-mcidence sound absorption coefficient 1s given by 

(8.12) 

Ingard1 has computed the sound absorption coefficient of a ngid, flow-resistive 
layer m front of a locally reactmg (partitioned) and non-locally reacting 
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(unpartitioned) air space backed by a rigid wall for both normal and random 
incidence, as shown in Fig. 8.2. 

Figure· 8.2 shows that for a locally reacting air space the maximum normal
incidence sound absorption coefficient occurs at those frequencies where the 
depth of the arr space corresponds to an odd multiple of quarter wavelengths 
[t = (n + 1))../4, where n = 0, 1, 2, .... ]. The physical reason for this is that the 
sound pressure in the partitioned air space just behind the porous layer is zero 
at these frequencies (the sound that 1s fully reflected from the hard wall is 180° 
out of phase with the incident sound). Consequently, the sound pressure gradient 
across the porous layer, f:,p, reaches Its maximum value that 1s numerically equal 
to the sound pressure on the mcident side of the layer, namely 6.p = Pinc(l + R), 

where Pinc 1s the amplitude of the incident sound and R is the reflection factor: 

R 
Rf - Poco 

Rt+ Poco 

This pressure gradient produces a particle velocity v = L\p /Rf through the 
porous layer and the sound power dissipated per umt surface area of the absorber, 

Wdiss V L',.p 

In the case of R J = PoCo, R O and wmss = (Pinc)2 / (poco) = W10C, indicatmg 
that all of the mc1dent sound energy 1s dissipated in the porous layer. For val
ues of Rf =I= poco, the sound absorption coefficient still 1s a maximum but less 
than unity. The more Rf differs from poco, the smaller is the sound absorption 
coefficient. 

The rnaxlffia of the random-incidence sound absorption coefficient for a par
titioned air space occur at the same frequencies as those at normal incidence. 
However, there 1s no value of Rf that would yield total absorption. 

Another significant feature to be noted from Fig. 8.2 is that for a partitioned, 
locally reacting air space curves for both the normal and random-incidence sound 
absorption coefficients versus frequency have notches (zero absorption) at fre
quencies that correspond to an even multiple of half wavelengths. This occurs 
because at the corresponding frequencies the sound reflected from the hard wall 
combines at the rear of the porous layer with the mcident sound in such a 
manner that there is no sound pressure gradient across the porous layer and 
consequently no sound is absorbed at these frequencies. This does not affect the 
random-incidence sound absorption coefficient obtamed for the not partitioned 
(non-locally reacting) air space, as shown in the curves marked c. The advantage 
of not having.notches in curves of the random-incidence sound absorption coef
ficient versus frequency must be "paid for" by havmg substantially lower sound 
absorption at low frequencies. The most important observation from Fig. 8.2 is 
that it is not possible to achieve a high sound absorption coefficient with a rigid 
porous layer in front of an air space backed by a rigid wall unless the thickness 
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FIGURE 8.2 Sound absorption coefficient of a smgle, rigid, flow-resistive layer in front 

of an air space of thlckness t backed by a hard wall as a function of the normalized 

frequency in the form of air space thickness-wavelength raho t(A tf!c0 with the nor

malized flow resistance of the layer, Rf/ PQCo, as the parameter: a, normal incidence; 

b, random-mcidence, locally reacting arr space; c, random-incidence, non-locally reacting 

air space. (After Ref. 1.) 
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of the air space exceeds one-eighth of the wavelength •. For example, an air space 

thickness of 0.4 m (17 in.) or more is necessary to achieve a high degree of 
sound absorption at 100 Hz. 

As we will discuss below, substantial low-frequency sound absorption can be 

achieved with an arr space thickness of less than one-eighth of the wavelength 
if the porous layer is not ng1d. 

Limp Porous Layer 

It is little known that sound absorbers usmg a limp, flow-resistive layer can 

provide high sound absorption at much lower frequencies than those with a 

ngid layer. However, caution should be exercised m designing such absorbers 

for applicauons where the sound pressure is very high. The limp, flow-resistive 

layer (e.g., heavy glass fiber cloth or stainless steel wire mesh) should be able 

to withstand the stresses owing to the high-amplitude sound-induced motion 

without fatigue. If the porous sound-absorbing layer is limp instead of being 

ngid, the mass per umt area of the layer and the stiffness per unit area of the air 

space between the layer and the hard wall result m a resonant system. Near the 

resonanc;e frequency the limp porous layer will exhibit large-amplitude motion. 

Approximately, the resonance frequency fres is given by1 

+ ~ _!:_ (Kpo(co)2)1/2 Hz 
Jres 2rc tm" (8.13) 

where K = I .4 is the adiabatic compression coefficient, t is the thickness of the 

air space in meters, and m11 is the mass per umt area of the limp porous layer m 

kilograms per square meter. The analytical model to predict the sound absorption 

coefficient of sound absorbers utilizing a limp porous screen 1s documented in 

reference 1. The computer program on the CD included in reference 1 allows 

prediction of the normal- and random-mcidence sound absorption coefficient of 

such absorbers with locally reacting and non-locally reactmg rur space. The 

data m Figs. 8.3-8.5 were computed this way and show the sound absorption 

coefficient as a function of the normalized frequency, fn = t /1 = t f / c0, with the 

normalized flow resistance of the limp porous layer (Rf/ Poco) as a parameter 

for various ratios of the mass of the limp layer and the mass of air in the air 
space behind, MR= m 11 /tp0. 

Figure 8.3 shows that the first maximum of the nonnal-mcidence sound absorp

tion coefficient occurs close to the mass-spring resonance frequency given by 

Eq. (8.13). The higher is the mass ratio MR= m 11 
/ p0t, the lower is the frequency 

of the peak sound absorption. For MR 16 the frequency of the peak occurs at 

a frequency that corresponds to a normalized frequencyfn 0.03. This 1s more 

than a factor of 8 lower than the peak at fn = 0.25 one would obtain with a 

rigid porous layer. Also note that the first peak of the normal-mcidence sound 

absorption coefficient is ,umty (100% absorption) if the mass ratio equals the nor

malized flow resistance (i.e., when MR= Rf/ p0c0 ). To achieve a relatively high 
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FIGURE 8.3 Normal-incidence absorption coefficient of a smgle, limp, flow-resistive 
layer in front of an air space of thickness t backed by a ngid wall as a function of the 

normalized frequency m the form of the thickness-wavelength ratio t /J... = tf /co with the 
normalized flow resistance of the layer, RI/ PoCo, as the parameter for mass ratios MR. 
(After Ref. 1.) 
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FIGURE 8.4 Random-incidence absorption coefficient of a single, limp, flow-resistive 
layer m front of a partitioned (locally reacting) air space of thickness t backed by a ng1d 

wall as a functlon of the normalized frequency m the form of the thickness-wavelength 

ratio t/A = tf /c0 with the normalized flow resistance of the layer, RI/ Poco, as the param
eter for mass ratios MR. (After Ref. 1.) 
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FIGURE 8.5 Random-incidence absorption coefficient of a smgle, limp, flow-resistive 
layer in front of a not-part1t1oned (non-locally reacting) air space of thickness t backed 
by a rigid wall as a function of the normalized frequency in the form of the thick
ness-wavelength ratio t/A = tf/co with the normalized flow resistance of the layer, 
Rtf Poco, as the parameter for mass ratios MR. (After Ref. I.) 
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low-frequency absorption m a wide frequency band, a normalized flow resistance 
Rf/ PoCo of between 2 and 3 seems to be a good choice. 

Figure 8.4 shows the random-incidence sound absorpnon coefficient as a func
tion of the normalized frequency computed for a locally reacting (partitioned) air 
space. Sufficient distance must be provided between the limp porous layer and the 
honeycomb configuration used to partition the air space to prevent the limp layer 
from h1ttmg the honeycomb layer at the largest expected displacement amplitude. 
Curves of the absorptlon coefficient versus the normalized frequency have similar 
shape as those in Fig. 8.3 for normal incidence, except that no combination of the 
design parameters results in total absorption. To obtain substantial low-frequency 
sound absorption, the mass ratio MR ~ 2 seems to be a good choice. 

Figure 8.5 shows the random-incidence sound absorption coefficients for a 
non-locally reacting (unpartitioned) air space. Note the very different behavior 
from that observed for the partitioned air space m Figs. 8.2 an 8.3. The first, 
and undesirable, difference is that no combinations of parameters y1eld random
incidence sound absorption coefficients much above Cl!rnnct 0.8. The second, and 
desirable, attribute of the nonpartitioned arr space 1s that there are no notches m 
the frequency response where the absorption coefficient would go to zero, as was 
the case for the partitioned air space. 

Multiple Limp Porous Layers 

As documented in reference 1, very high sound absorption at low frequencies 
can be achieved over nearly four octaves by placing a large number (up to 
16) of limp, porous layers of low-flow resistance in front of a rigid wall. The 
computer program supplied with reference 1 allows the predict10n of the normal
and random-incidence sound absorption coefficients of such absorbers and the 
optimization of performance by ma! and error varying the flow resistance, mass 
per unit area, and number and position of the layers. 

8.4 POROUS BULK SOUND-ABSORBING MATERIALS 
AND ABSORBERS 

Porous bulk sound-absorbmg materials are utilized m almost all areas of n01se 
control engineering. This section deals with the following aspects: 

1. description of the key physical attributes and parameters that cause a porous 
material to absorb sound, 

2. description of the acoustical performance of porous sound absorbers used 
to perform specific nmse control functions, 

3. compilation of acoustical parameters that allow the quantitative design of 
sound-absorbing configurations on the bases of material and geometric 
parameters, and 
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4. expenmental methods for measuring the acoustical parameters of porous 
sound-absorbmg materials and the acoustical performance of porous sound 
absorbers. 

Porous matenals used for sound absorption may be fibrous, cellular, or granu
lar. Fibrous materials may be in the form of mats, boards, or preformed elements 
manufactured of glass, mineral, or organic fibers (natural or man made) and 
include felts and felted textiles. Applications of fibrous materials in silencers 
require some form of protective covenng. The most common covenng consists 
of perforated metal with a fiberglass cloth behmd. Sometimes metal screens are 
mserted between the perforated metal and fiberglass cloth. Cellular materials 
include polymer foams of varymg degrees of ngidity and porous metals. For 
special applications increasing use is bemg made of porous metals (e.g., alu
minum foams) as sound absorbers. During manufacture, before solidification, 
metal foams have closed cells, that 1s, without mterconnections. At this stage 
such materials are poor sound absorbers. However, as liquid-metal foams solid
ify, thermal stresses occur. The solidified foams usually have cracked cell walls, 
which significantly increases sound absorption. In addition, by slightly rolling 
thin sheets of foam from, say, a thickness of 10 to 9 mm, further mechanical 
cracking occurs, and the interconnections between adjacent cells widen. This 
mcreases sound absorption even more. The result is an absorption coefficient 
versus frequency that has a maximum between 1 and 5 kHz and a peak value 
of up to 95%. By placing an air gap Between metal foam and a rigid wall, one 
can shift the frequency curve to lower frequencies. In comparison with other 
materials, glass wool, for example, which gives high absorption over a wide fre
quency range, metal foams are not very good sound absorbers. However, the high 
weight-specific stiffness, good crash-energy absorption ability, and fire resistance 
of porous metals make them suitable for sound absorption panels m the aircraft 
and automotive mdustnes. 

Granular materials can be regarded as an alternative to fibrous and foam 
absorbers in many mdoor and outdoor applications. 8 Sound-absorbing granular 
matenals combme good mechanical strength and very low manufacturing costs. 
Granular materials may be unconsolidated (loose) or consolidated through use of 
some form of binder on the particles as in wood-chip panels, porous concrete, 
and perv10us road surfaces. As well as man-made granular materials, there are 
many naturally occumng granular materials, including sands, gravel, soils, and 
snow. The acoustical properties of such materials are important for outdoor sound 
propagation. 

A common feature of porous sound-absorbing materials 1s that the pores are 
mterconnected and have typical dimens10ns below 1 mm, that 1s, much less than 
the wavelengths of the sounds of interest in noise control. 

Porous materials must be considered to be elastic if they are in the form of 
flexible sheets. However, in many cases, the stiffness of the solid frame of the 
matenal is much greater than that of air so that the material may be treated as 
if 1t were rigid over a wide range of frequencies. This means that such materials 
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can be treated as lossy, homogeneous media. This chapter will be confined to 
porous materials that may be treated as rigid framed. 

How Rigid Porous Materials Absorb Sound 

When excited by an incident sound wave, the air molecules in the pores of a 
porous material are made to oscillate. The proxirmty of the surrounding solid 
means that the oscillations result in frictional losses. An nnportant factor that 
determmes the relative contribution of frictional losses is the size (width) of the 
pores relative to the thickness of the viscous boundary layer. At low frequencies 
the viscous boundary layer thickness might be comparable with the pore width 
and the viscous loss 1s high. At high frequencies the viscous boundary layer 
thickness may be significantly less than the pore size and the viscous loss is 
small. At such high frequencies the oscillating flow is "pluglike." However, the 
presence of the solid causes changes in the flow direction and expansions and 
contractions of the flow through megular pores, resulting in loss of momentum 
in the direction of wave propagation. This mechanism is relatively important at 
higher frequencies. In the larger pores and at lower frequencies heat conduction 
also plays a part in energy loss. During the passage of a sound wave, the air in the 
pores undergoes periodic compression and decompression and an accompanying 
change of temperature. If the solid part of the material is relatively heat conduct
ing, then the large surface-to-volume ratio means that dunng each half-period of 
oscillation there is heat exchange and the compressions are essentially isother
mal. At high frequencies the compression process is adiabatic. In the frequency 
range between isothermal and adiabatic compression the heat exchange process 
results m further loss of sound energy. In a fibrous material this loss 1s especially 
high if the sound propagates parallel to the plane of the fibers and may account 
for up to 40% of sound attenuation (energy lost per meter of propagation). The 
losses from forced mechanical oscillations of the skeleton of a porous material 
are generally so low that it is reasonable to neglect them. 

Physical Characteristics of Porous Materials and Their Measurement 

Porosity. The gravimetric measurement of porosity requires the weighing of 
a known volume of dry matenal. Since m mexpens1ve fibrous materials, such 
as mineral wool, the large droplets ( or shot with diameter over 100 µm) may 
constitute up to 30% of the weight, their contribution to the acoustical porosity 
should be disregarded. Shot can be separated from fiber by a centrifuge process. 
The dry weight can be used together with the sample volume to calculate the 
bulk density PB· Subsequently an assumed solid density 1s used to calculate the 
porosity h from 

h 1- PA 
PB 

(8.14) 

For glass fi~er and mineral wool products the density of the fiber matenal is p B = 
2450 kg/m~ For silica sand, the density of the mineral grains is 2650 kg!m3, A 
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gravimetric method wlnch may be used with some consolidated granular materi

als is to saturate the sample with water and deduce the porosity from the relative 

weights of the saturated and unsaturated samples. Mercury has been used as the 

pore-filling fluid m some applications (e.g., soils), but for many matenals the 

mtroduction of liquids affects the pores. Following a proposal of Cremer and 

Hubert,9 Champoux et al. 10 have developed a dry method of porosity detemu

nat10n wlnch is based on the measurements of the change m pressure within a 

sample contamer subJect to a small known change in volume. The lid of the 

container is a plunger, which is driven by a precise micrometer. The pressure 

inside the chamber is monitored by a sensitive pressure transducer and an air 

reservoir connected to the container through a valve serves to isolate the sys

tem from fluctuations in atmospheric pressure. The system has been estimated 

to deliver values of porosity accurate to within 2%. An important feature of the 

method from the pomt of view of acoustical properties is that it measures the 

porosity of connected air-filled pores. However, the gravimetric methods do not 

differentiate between sealed pores and connected pores. Recently a new method 

for detennining porosity based on a simple measurement of displaced air volume 

has been proposed.11 This has the advantage that 1t does not require compensation 

for temperature, as does the method of Champoux et al. 10 

An alternative method wlnch may be used with some consolidated matenals 

is to saturate the sample with water and deduce the porosity from the relative 

weights of the saturated and unsaturated samples. 
An acoustical (ultrasonic) impulse IDethod for measunng porosity using the 

impulse reflected at the first interface of a slab of air-saturated porous material 

has been proposed and has been shown to give good results for plastic foams12- 14 

and random bead pack.mg. 15 

The porosity of a stack of spherical particles depends on the form of the pack

mg, ranging from 0.26 for the densest paclang (face-centered-cubic) to 0.426 for 

simple-cubic packing.16 A random packmg of spheres has a porosity of 0.356.17 

An approximate value that may be assumed for the porosity of a granular matenal 
is 0.4. 

Typical ranges of values of porosity are listed in Table 8.1. 

Tortuosity. The tortuos1ty of a porous solid 1s a measure of the irregularity 

of the fluid-filled paths through the solid matnx. At very high frequencies, it is 

responsible for the difference between the speed of sound in arr and the speed 

of sound through a rigid porous material. Tortuosity is related to the formation 

factor used to describe the electrical conductivity of a porous solid saturated 

with a conducting flmd. Indeed, tortuos1ty can be measured usmg an electrical 

conduction technique m wlnch the electrical resistivity of such a saturated porous 

sample is compared to the resistivity of the saturating flutd alone. Thus 

F 
T= 

h 
(8.15) 
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TABLE 8.1 Measured and Calculated Values of Porosity and Tortnosity 

Material 

Lead shot, 3.8 mm 
particle size 

Gravel, 10.5 mm gram 
Slze 

Gravel, 5-10 mm gram 
size 

Glass beads, 0.68 mmb 

Coustone0 

Foam YBlOa 
Porous concrete 

Clay granulate, Laterlite, 
1-3 mm grain size 

Olivme sand 
Aluminum foam 

Polyurethane foam 
(Recticel Wetter, 
Belgium) 

Sample wla 
Sample w2a 

°From Ref. 20. 
"From Ref. 26. 
cFrom Ref. 11. 
"From Ref. 27. 

Porosity, Method of 
h Determination 

0.385 Measured by 
we1gh:mg 

0.45 Measured by 
weighmg 

0.4 Measured by 
weighing 

0.375 Unspecified 

0.4 Unspecified 
0.61 Unspecified 
0.312 Measured 

0.52 

0.444 Measured 
0.93 Measured by 

we1ghmg 

0.98 Measured 
0.97 Measured 

where F 1s the formation factor defined by 

Tortuos1ty, 
T 

1.6 

1.799 
1.55 

1.46 

1.742 
1.833 
1.664 
1.918 
1.8 

1.25 

1.626 
1.1 

1.07 

1.06 
1.12 

Method of 
Deternnnatlon 

Estimated as a l/</F5 

(fits acoustic data) 
Cell model predictions" 
Deduced by fitting surface 

admittance data 
Deduced by fitting surface 

admittance data 
Measuredc 
Cell model predictions0 

Measuredc 
Measuredc 
Deduced by fittJ.ng surface 

admittance data 
Deduced by fitting surface 

adrmttance data 
(assummg porosity of 
0.52) 

Cell model predictions" 
illtrasomc measurements 

(laser-generated pulses) 
Deduced by fitting surface 

admittance data 

Measured 
Measured 

(8.16) 

where er f and crs are the electrical conductivities of the fluid and the fluid

saturated sample, respectively. These in turn are defined by 

GL 
er= --

A 
(8.17) 
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where L is the length of the sample, A 1s the area of the end of the sample, and 
G is the rauo of the resulting current to the voltage applied across the sample. 

To measure the formation factor, first a cylindncal sample of the material 
1s saturated with a conducung flmd (brine solution is convenient). Saturation 
is achieved by drawing the flmd through the sample after forming a vacuum 
above it. Agitation of the sample is also required if the pore sizes are small. 
A voltage is applied across the saturated sample placed between two similarly 
shaped electrodes at a known separation. The conductivity of the fluid is measured 
at similar voltages within a separate fluid-tight unit. The use of separate current 
and voltage probes assures a good contact between the end of the sample and 
the electrodes, elimmates problems associated with voltage drop at the current 
electrodes, and allows the simultaneous measurement of the electrical res1stiv1t1es 
of the fluid and the saturated porous material. 

The tortuosity of a random stacking of glass spheres is given by l/,Jh,. 18 This 
has been verified for a range of porosities from 0.33 to 0.38 and is a special case 
of the relationship 

T = h-n' 

where n1 depends on gram shape and has the value 0.5 for spheres. 19 
An alternative derivation for stacked identical spheres20 gives 

T 

(8.18) 

(8.19) 

The equivalent formula for the tortuos1ty of a system of identical parallel 
fibers is 

T 
1 
h 

(8.20) 

This means that the tortuos1ty of a typical fibrous matenal used in noise control 
1s a little larger than 1 since the porosity is close to (but never greater than) 1. 
In a ngid porous matenal, tortuos1ty is one of the properties that contribute to 
the "structure factor" used in classical descriptions and is related to the "added 
mass" that is used in the theory of propagation of sound in porous and elas
tic materials.21 The structure factor, introduced in classical texts, 1s intended 
to include frequency-dependent thermal effects (complex bulk modulus) and 
frequency-dependent effects due to fiber motion. This means 1t can only be deter
mmed by acoustical means. For characterizing the acoustical properties of a bulk 
porous material, tortuosity is preferred over the structure factor since it has clear 
physical meanmg and can be deduced by nonacoustical means m many cases. 

At the highest frequencies, the speed of sound mside the rigid porous matenal 
is equal to the speed of sound in arr divided by the square root of tortuosity. Since 
it is pnmarily responsible for the acoustical properties of porous materials at 
high audible or ultrasonic frequencies, tortuos1ty can be deduced from ultrasonic 
measurements.22 

Some representative values of tortuosity are listed in Table 8.1. 
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Flow Resistance and Flow Resistivity. The most important parameter m 
determining the acoustical behavior of thin porous materials is the airflow resis
tance R1. For bulk-, blanket-, or board-type porous materials the flow resistivity 
(specific flow resistance per unit thickness) R1 = Rtf !::,.x, where !::,.xis the thick
ness of the layer, is the key acoustical parameter. The flow resistivity is a measure 
of the resistance per unit thickness inside the material expenenced when a steady 
flow of air moves through the test sample. Flow resistance Rf represents the 
ratio of the applied pressure gradient to the induced volume flow rate and has 
units of pressure divided by velocity. If a matenal has a high flow resistivity 
(high flow resistance per unit thickness), it means that it is difficult for air to 
flow through the surface. In disciplines other than noise control engmeering (e.g., 
geophysics), it is more common to refer to air permeability (k), which 1s related 
to the mverse of flow resistivity (k = ri/ R1, where ri is the dynamic coefficient 
of air viscosity). Since flow resistivity is related to the mverse of permeability, 
high flow resist1vity implies low permeability. Typically, low permeability results 
from very low surface porosity. 

Flow resistance is measured as 

TS t::,.p 

V 
N. s m-3 or Pa• s · 

From this the flow resistivity is obtained as 

(mks rayls) 

or Pa• s m-2 (mks rayls/m) 

(8.21) 

(8.22) 

where t,.p is the static pressure differential across a homogeneous layer of thick
ness L':,.x, v is the velocity of the steady flow through the material, Vis the volume 
of arr passing through the test sample during the time period T, and S is face 
area (one side) of the sample. 

Since R1 generally depends on the velocity v, It 1s customary to measure 1t 

at a number of different flow rates and extrapolate measured Rt versus v to 
Rt (v = 0.05 emfs) because below this particle velocity the flow resistance of 
most fibrous materials does not depend any more on the velocity. The fact that, 
in general, flow resistivity depends on particle velocity becomes important when 
considenng the behavior of porous absorbers at high sound levels. 

The measurement of the flow resistance and flow resistivity of porous building 
materials has been standardized on a compressed-air apparatus.23 A similar appa
ratus may be used to determine the flow resistivity of soils or granular materials 
(Fig. 8.6). In this measurement the pressure gradient across the sample in a fixed 
sample holder is morutored together with various (low) flow rates. Compressed 
air 1s passed through a series of regulating valves and a very narrow opening into 
chamber E. This creates an area of low pressure unmediately in front of the three 
tubes connected to the rest of the system. Arr is drawn from the environment 
through the sample as a result of the pressure differential. The rate of airflow 
through the system is controlled by three flowmeters, giving a total measurement 
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Micromanometer 
0-1000 mm 

Micromanometer 
0-1 mm 

Static pressure Airflow 

___,.. Sample l I I 
holder i l ~ 

Exhaust 

• Compressed air supply 

:FIGURE 8.6 Concept sketch of a compressed-air apparatus for laboratory measurement 
of flow resistance. 

range between 8.7 and 0.1 Umin. Typically the flow rate must be kept below 
3 L/min to avoid structural damage tOi the sample. 

A comparative method24 makes use of a calibrated known resistance (a 
laminar-flow element) placed in series with the test sample. Variable-capacitance 
pressure transducers are used to measure pressure differences across both the 
test sample and the calibrated resistance. For steady, nonpulsatmg flow, the 
ratio of flow resistances equals the ratio of measured pressure differences. The 
airflow may also be controlled electronically. A umque method of measuring 
flow resistance by Ingard1 does not require any flow-moving device, flow-rate 
meter, or static pressure differential sensor, Just a stop watch. In this test setup 
the airflow ( after the piston reaches its termmal velocity) is forced trough the 
sample, located· at the open bottom end of the tube, at a constant rate driven 
by the static pressure differential 6..p = Mg/S, determined by the weight, Mg, 
of a tightly sliding piston in the sample holder tube and by the cross-sectional 
area S of the piston. The factor g = 9.81 m/s2 is the accelerat10n due to gravity. 
The flow resistance of the sample is then inversely proportional to the time 
required for the piston to travel a specific distance L. The flow resistance of 
the sample is determined as Rt C[Mg cos(<l>)/LA2] where A is the free 
surface area of the sample and <I> 1s the angle of tube axis with the vertical For 
vertical tube onentation <P 0. The small leakage flow between the piston and 
the tube wall, which is of consequence only if the sample has a very high flow 
resistance, 1s accounted for by the correction factor 

C = _l _+_T_L_o/_T_i_ 
I TL/ Tciosed 
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where TLO and are respectively the piston travel times with the sample 
removed and when the end of the tube 1s arr tightly closed. The variation of 
the flow rate through the sample (needed to extrapolate the flow resistance to 
5 x 10-4 mis) can be accomplished by either changing the tube axis angle <l> or 
increasing the mass of the piston. 

Empirical Prediction of Flow Resistivity. According to pnvate commuruca
tions with Richard Godfrey6 of Owens Corning Corporation, the flow resistivity 
of fibrous sound-absorbmg matenals can be approximately predicted by a slightly 
modified version of Eq. 10.4 of the 1971 edition of this book. The modified 
equation is 

3450 [(SpGrGlass) ]1.
53 

N m/s4 
R1 ~ S G F'b Pbulk p r 1 er 

(8.23) 

where d is the average fiber diameter in micrometers (10-6 m), SpGrGlass and 
SpGrFiber are the specific gravities of glass and that of the actual fiber material, 
and Pbulk is the bulk density (with shot contribution deducted) of the fibrous 
material in kilograms per cubic meter. Note that 1 µ,m = 4 x 10-5 in. and that 
Ptmlk"" PMh, where PM is the density of the fiber material and h 1s the poros
ity. It has been found that flow resistivity values measured according to the 
American Society of Mechanical Engineers (ASME) Standard E 522 for the 
entire glass fiber-based product line of different bulk densities and fiber diameters 
are successfully predictable by (8.23) with a correlat10n coefficient of 0.93. 
Equat10n (8.23) also can be used for predicting the flow resistivity of polymer
based fibrous sound-absorbing matenals. For the same bulk density, the polymer 
fibers have approximately 2.5 tnnes as much surface area and flow resistivity as 
glass fibers. 

Theoretical Prediction of Flow Resistivity. For almost all granular or fibrous 
sound-absorbmg matenals, the flow resistivity cannot be predicted analytically 
on the basis of the geometry of the skeleton. It must be measured. For a few ide
alized absorber matenals, such as materials made of identical spheres or parallel 
identical fibers, it is possible to make such a predict10n. Since the prediction for
mulas identify important parameters that might be used to scale flow resistivity 
data measured for a specific material composition to other compositions m cases 
where direct measurement of the flow resistivity is not feasible, it is instructive 
to consider at least one idealized case where theoretical predict10n 1s possible. 

For stacked identical spheres with radius r it can be shown that20 

1/ 91)(1 h) 5(1 0) 
Ri = k = 2r2h2 5 - 901/ 3 + 50 - 0 2 

(8.24) 

where h 1s the porosity and 

3 
0 = --(1 h) ~ 0.675(1 h) 

.fin 
(8.25) 
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The equivalent formula for the flow resistivity of a system of identical parallel 
fibers of radius r is25 

(8.26). 

where r ~ 0.577. This formula overestimates the flow resistivity of fibrous mate
rials as a consequence of shot content, random fiber onentation, and distribution 
of fiber diameters in a real material. 

Analytical Characterization of Porous Granular or Fibrous Sound
Absorbing Materials. For certarn idealized nucrostructures such as parallel, 
identical cylindrical or slitlike pores, it is possible to make straightforward ana
lytical predictions of the acoustical properties.1•19•21 Although analytical charac
terization of porous granular or fibrous sound-absorbing materials with arbitrary 
rnicrostructures is possible, it is a relatively complex procedure.27- 31 Moreover, 
at present, many of the required parameters are not routinely available to prac
ticing nmse control engineers. Consequently, the analysis is not reviewed m this 
chapter. For a comprehensive introduction to recent analytical treatments, the 
reader should consult reference 21. Semiempnical formulas for the acoustical 
properties of fibrous matenals have been derived based on such a sophisticated 
analytical treatment.32 It should be noted, also, that empirical formulas have been 
derived that predict the acoustical pr~erties of granular media from knowledge 
only of porosity, grain density, and mean gram size.33 

Acoustical Properties of Porous Materials. The acoustical properties of 
porous sound-absorbing matenals are characterized by their complex propagation 
constant ka and complex characteristic impedance Zea, which are defined by 

p(x, t) = pe-ikaxe1"'1 Nlm2 

(p(x, t)}y = Zca(Vx(X, t))y N/m2 

(8.27) 

(8.28) 

where p represents the amplitude at x O and (· •) represents an average per
pendicular to the propagation direction (x) over an area that is small compared 
with the wavelength but large compared with the size of pores. The propa,gation 
constant 

includes the attenuat10n constant a, which may be obtained by using a probe tube 
microphone to measure the decrease of the sound pressure level (in nepers per 
meter) of a plane sound wave propagating in a very thick layer of matenal. The 
phase constant f3 is obtained by measuring the change of phase with distance. It 1s 
equal to the angular frequency divided by the frequency-dependent sound speed 
within the matenal. The complex characteristic unpedance Zea = Rea j Xca is 
obtained by measuring the surface impedance of a thick layer (sufficiently thick 
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that reflection from the end is not detectable) of the absorber material placed m 
an impedance tube. 

An alternative to use of a thick sample with a practically "infinite length" 1s to 
use a sample of known finite length and to measure the transfer function between 
two nucrophones located in an impedance tube with the loudspeaker source at 
one end and the sample at the other (closed) end.34 A broadband input signal such 
as white noise or a sine sweep can be used. By means of a frequency analysis, 
output signals from the rmcrophones are used to calculate the transfer function, 
which 1s converted to the surface impedance of a sample. The characteristic 
impedance and propagation constant of a sample can be obtained as long as two 
distinct sets of surface impedance are measured. This can be realized by usmg 
either two samples of different thicknesses35 or a single sample backed with two 
different lengths of air cavities.36 For the former, the two-thickness method, it is 
converuent if the length of the second sample is double that of the first. In the 
two-cavity method, the difference in the lengths of the air cavities needs to be 
tuned to fit the frequency range of interest together with the tube diameter and 
the microphone spacing. 

Empirical Predictions from Regression Analyses of Measured Data 

There are two families of parameters that determine the sound absorption 
coefficient. The characterization would be simplest if both k and Zc could be 
expressed in terms of a single parameter. Figure 8.7a shows the measured37 

normal-incidence sound absorption coefficient ao of different Rockwool materials 
of practically infinite thickness (between 0.5 • and 1 m, depending on the bulk 
density of the absorber material) as a function of frequency with bulk density 
of the material as parameter. Figure 8.7a clearly indicates that the bulk density 
is not the parameter that would collapse the measured data points into a single 
curve. 

In 1970, Delany and Bazley38 used many measurements on fibrous matenals 
to deduce semiernp1rical formulas based on the dimensioned parameter (f / R 1). 
Equations (8.29a) and (8.29b) are valid only if the frequency f 1s entered m hertz 
(s-1) and the flow resistivity R1 in mks rayls per meter (N s m-4). Although 
they have been used widely and successfully, Delany and Bazley's formulas 
give rise to unphysical results at low frequencies. In particular, the real part of 
the surface impedance of a ngid-backed layer goes negative. Miki's model39 

represents a modification of these formulas based on Delany-Bazley' s data and 
an electrical analogy for the acoustical properties of porous matenals. Miki's 
formulas are as follows: 

k 
kan = -

ko ( )

-0.618 ( )-0.618 
1 + 0.109 p;; - j0.160 p;; (8.29a) 

Zen Zc = 1 + 0.070 (Po/ )-0.632 - j0.107 (Po/ )-0.632 

Zo R1 R1 
(8.29b) 
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FIGURE 8.7 Normal-mc1dence sound absorption coefficients of different rock wool 

materials of practically mfinite thickness (0.5-1 m) measured in an impedance tube plotted 

as a function of (a) frequency with bulk density PA as parameter and (b) nondimensional 

frequency parameter Po// R1 = Poco/(R111.). 

Figure 8.7b shows the same data pomts as Fig. 8.7a but now as a function of the 

dimensionless variable E Pol/ R1 on the horizontal scale, where Po 1s the den

sity of arr, f is the frequency, and R1 is the flow resistivity of the bulk matenal 

at the density at which ao was measured. Clearly E =Pol/ R1 = poco/AR1 1s the 

smgle parameter that collapses all measured data. According to Fig. 8. 7 b, even for 

a layer of practically mfimte thickness, very high sound absorption is obtainable 

only in the frequency range where (A/4)R1 < Poc0. To fulfill this requirement at 

low frequencies, where A is large, requires the use of a sound-absorbing mate

rial of low flow resistivity. The nonnalized, dimens10nless frequency variable 
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E Pol I R1 is useful in describing not only the sound-absorbing capability of 

the serm-mfinite layer of fibrous material but also the propagation constant and 

characteristic impedance of the bulk material. 
It is useful to present the propagation constant and characteristic impedance 

m a dimensionless manner as 

k a -jb 
kan = ko = an jbn (8.30a) 

ko 

Zc 
R-jX (8.30b) Zen=-

Zo 

where ko = w / co is the wavenumber m air and Zo p0co is the charactenstic 

impedance of the gas filling the voids between the fibers for plane waves. 

Figures 8.8 and 8.9 show plots of the real and imaginary parts of the normal

ized propagation constant kan and that of the normalized charactenstic llllpedance 

Zen for a large vanety of mineral wool sound-absorbing matenals plotted as a 

function of the normalized frequency parameter, indicating that indeed the nor

malized frequency parameter E = Poff R1 is a universal descriptor of fibrous 

porous sound-absorbing materials. The data presented in Figs. 8.8 and 8.9 and 

similar curves for glass fiber materials were obtained by careful measurements of 

the acoustical and material characteristics (a, b, R, X, and R1) of over 70 different 
types of materials.38 

The solid lines in Figs. 8.8 and 8.9 result from the regress10n analyses of the 
data and have the form 

kan = !._ = (1 + a" E-a") - ja1 E-o!' 
ko 

Zen= Zc = (1 + b'E-13') - jb"E-e" 
Zo 

(8.31a) 

(8.3 lb) 

The regress10n parameters a', a", b', b", a', a", /3', and /3" m Eqs. (8.31) are com

piled in Table 8.2 There are different regression parameters for the normalized 

frequency regions below and above E 0.025. It was found that measured 

fibrous materials could be divided into two categories: (1) rmneral wool and 
basalt wool and (2) glass fiber. 

Polyester Fiber Materials 

Polyester fiber materials are used increasingly to replace glass and mineral fiber 

matenals m s1tuat1ons where there is concern to keep the air completely free 

of fibers suspected to have an adverse influence on health. An example mate

rial consists of a mix of two kinds of fibers: (1) polyethylenterephtalate and 

(2) a core of polyethylenterephtalate and a lining of copolyester. The raw mix 

is treated at 150°C to melt the external limng of the "bicomponent" fibers and 

hence form a skeleton of thermally bound fibers. The fiber diameters are between 
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FIGURE 8.8 Measured normalized propagation constant kan = k/ko =an+ ibn for 

mineral wool as a function of normalized frequency parameter E Po!/ R1: 

regression line: Eq. (8.31a) and Table 8.2; (- - - -) prediction for cylindncal pores. 

TABLE 8.2 Regression Coefficients (or Predicting Propagation Constant and 

Characteristic Impedance of Fibrous Sound-Absorbing Materials 

Matenal E Region b' /3' b11 /3" a" ci' a' !Y.1 

Mineral and E:::: 0.025 0.081 0.699 0.191 0.556 0.136 0.641 0.322 0.502 
basalt wool E > 0.025 0.0563 0.725 0.127 0.655 0.103 0.716 0.179 0.663 

Glass fiber E:::: 0.025 0.0668 0.707 0.196 0.549 0.135 0.646 0.396 0.458 
E > 0.025 0.0235 0.887 0.0875 0:770 0.102 0.705 0.179 0.674 

POROUS BULK SOUND-ABSORBING MATERIALS AND ABSORBERS 

lf----+----s---;-4-i-_,.;,ui.~--+-+-1--+---+-l 
i • , -+ --- :--··I . 

, I ' 
i-· I --

--1·---·-
I 

.-...:i_ 
...-l-

11--+--.;_+-+--+----+-4~~+--+---i-1 

I 

~ ' 

,k••--r--r: •I• 

! I : : 
: ~ 

-···-·•·1· ····-···"·····'·--,-+- ·····----i---➔•··----··l •--- ""T---+--

1 I I I • "· _i 

! I ! I ,1• 
I I ' I' 

0.1 '---..;___-'-'---'-~-'-------'--~-'--"----"-" 
.001 .01 0.1 0.5 

243 

FIGURE 8.9 Measured normalized charactenstic impedance Zen= Zc/Zo R + iX 

for mineral wool as a function of normalized frequency parameter E Po f / R1. ( __ ) 

regression line: Eq. (8.29b); (- - - -) prediction for cylindrical pores. 

17.9 and 47.8 µm (mean 33 µm) and have a mean length of 55 mm. Based on 

measurements of 38 samples, the flow resistivity has been found to obey the 
relationship40 

(8.32) 

where Dis the mean diameter in micrometers and PA the bulk density in kg/m3 
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TABLE 8.3 Regression Coefficients for Predicting Propagation Constant and 
Characteristic Impedance of Polyester Fiber Materials 

Matenal b1 /31 b" /3 11 a' a' d 1 a 11 

Polyester fiber 0.159 0.571 0.121 0.530 0.Q78 0.623 0.074 0.660 

Regression coefficients for predicting acoustical properties of polyester fiber 
matenals are given in Table 8.3.38 

Plastic Foams 

Since concerns about fire hazard and release of toxic combust10n products can 
be overcome largely by suitable treatments, plastic foams are used rncreasingly 
for n01se control applications. A large variety of plastic foams are available 
with several different types of physical structure. Polyurethane foams, based on 
polyester or polyether polyols, are used most commonly. These foams can be 
fully or partially reticulated, that is, with all membranes or with varying pro
portions of membranes between cells removed. Formulas (8.31) with similar 
regress10n coefficients to those for fibrous materials are applicable to plastic 
foams.41 .42 However, unlike with fibrous materials, it has not been found nec
essary to distinguish between E-regions. The relevant regression coefficients are 
listed in Table 8.4. 

The first row of Table 8.4 also sh0ws the comparable values obtained from 
the empirical formulas of Delany and Bazley (ref. 38). Although these formulas 

TABLE 8.4 Regression Coefficients for Predicting Propagation Constant and 
Characteristic Impedance of Plastic Foams 

Matenal b' /3 1 b11 /3" a" a" 

Mineral and glass 
fiber 

0.0571 0.754 0.087 0.732 0.0978 0.700 0.189 0.595 

Fully reticulated 0.0953 0.491 0.0986 0.665 0.174 0.372 0.167 0.636 
polyurethane foam, 
60 :5 R1 :5 6229 
(Cummings/Beadle) 

Mixed plastic 0.209 0.548 0.105 0.607 0.188 0.554 0.163 0.592 
foams,42 2900::: 
R1 :5 24300 

Fully reticulated 0.114 0.369 0.0985 0.758 0.136 0.491 0.168 0.795 
polyurethane foam, 
380 R1 :5 3200a 

Partly reticulated 0.279 0.385 0.0881 0.799 0.267 0.461 0.158 0.700 
polyurethane foam, 
R1 = 10, lO(Y' 

aFrom ref. 43. 
"From ref. 44. 
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have been superseded by those due to Mechel (ref. 37) and Miki (ref. 39), they 
serve to indicate that the coefficient values for plastic foams are significantly 
different and that the Delany and Bazley relationships would not generally give 
satisfactory predictions for the bulk properties of plastic foams. 

Effects of Temperature 

In sound absorbers or silencers designed to operate at high temperatures, it is 
important to know the acoustical characteristics of the fibrous porous sound
absorbmg materials at design temperature. Fortunately, 1t 1s not necessary to 
measure the propagation constant k and charactenstic impedance Zc at design 
temperature T because the values of these acoustical characteristics measured 
at room temperature, To, can be scaled. The dimensionless frequency variable 
E p0 f/ R1 must be evaluated at design temperature. Consider that the influence 
of temperature on p and T/ is 

p(T) 

r,(T) 

To 
p(To)7 

( 
T )o.5 

r,(To) To 

(8.33) 

(8.34) 

where T and To are the design temperature and room temperature, respectively, 
measured on an absolute scale (i.e., Kelvin and Rankine; K °C + 273). Con
sidenng that p p0(T/To)- 1 and c = co(T /To) 112 , the acoustical characteristics 
at design temperature T (in Kelvin) are determined as follows: 

( 
T )-1;2 

b(T) = b[E(T)] w -
co To 

( 
T )-112 

Zc(T) = Zcn[E(T)](pco) To 

(8.35a) 

(8.35b) 

where b[E(T)] and Zcn[E(T)] are the normalized attenuation constant and 
normalized characteristic 1mpedance according to Eqs. (8.30) computed for 
E = E(T) determmed from Eqs. (8.34) and (8.35). When fibrous sound
absorbing materials are first used in high-temperature applications, the material 
undergoes changes. For mats and boards the binder bums off. This decreases 
the bulk density to a negligible amount. The burning off of the bmder does 
not appreciably change the flow resistivity. After the first high-temperature 
exposure the glass or mineral fibers thicken. Their virgm diameter dv increases 
to the burned-off diameter d8oF = dv + 0.5. This increase is approxunately 
0.5 µm. This increase m fiber diameter and corresponding decrease in flow 
resistivity can be accounted for by correcting flow resistivity measured at room 
temperature by multiplymg 1t by the factor (1 + 0.5/dv )-2 when calculating 
EBoF(To) = f Pol R1 (1 + 0.5 / dv )-2

. 
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Example 8.1. Compute the real and 1magmary parts of the normalized pmpa
gation constant and characteristic impedance of a very (practically infinite) thick 
layer of glass fiber at a frequency of 100 Hz at 20°C and for 500°C and deter
mine a,v usmg the regress10n parameter values in Table 8.2. The flow resistivity 
of the fibrous matenal at 20°C 1s R1(To) 16,000 N • s/m4 and Po 1.2 kg/m3 

Solution 

To 273 + 20 = 293 K T = 273 + 500 773 K 

Pof 100 
E(To) Ri = 1.2 x 

16
,000 = 0.0075, which is <0.025 

E(T) = E(To) (~)-1.65 

0.0075 G~!)-1.65 

= 1.5 x 10-3 

which 1s <0.025 

The regression parameters from Table 8.2 are 

a'= 0.396 

b' = 0.0668 b" = 0.196 

a'= 0.458 

{3 1 0.707 

cl'= 0.646 

{3 11 0.549 

According to Eqs. (8.35), we obta1n the following: 

Parameter At 20°C At 500°C 

b a1E-"'
1 

3.72 7.78 
a = I + a" E-a" a 4.18 10.0 
R 1 +b'E-fl' R 3.12 7.62 
X b"E-fl" 2.88 6.9 

The normal-mc1dence sound absorption coefficient according to Eq. (8.36) is 

z1 

a = 4 an 

yielding 

N z'2 + 2z1 + 1 + z"2 
an an an 

{ 
0.49 

aN = 0.25 
for 20°c 
for 500"C 

8.5 SOUND ABSORPTION BY LARGE FLAT ABSORBERS 

Vv'ben considering sound absorption, the portion of a sound wave incident on the 
absorber that is absorbed 1s a quantity of mterest. This 1s easiest to define when 
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the surface of the absorber is flat and sufficiently large that sound waves scattered 
at the edges of the absorber can be neglected. For a plane incident sound wave, 
it is possible to assign a sound energy absorption coefficient a for each point on 
the absorber surface given by 

a = absorbed energy 1 _ I R2 I 
incident energy 

(8.36) 

where R 1s the reflection factor, which 1s defined as the ratio of the reflected and 
incident sound pressures at the0 interface. A high sound absorption coefficient 
(a ➔ 1) requires that IRI 0. Note that IRI = 0.1 corresponds to a 0.99. In 
this chapter we shall deal only with infinitely large, flat, homogeneous absorbers. 
Edge effects manifest themselves in mcreased sound absorption with mcreas-

perinleter-surface area ratio of the absorber.45 Edge effects are mvolved 
also when numerical values greater than 1 are obtained for random-incidence 
absorption coefficients measured in reverberation rooms. 

Plane Sound Waves at Normal Incidence 

For plane waves of sound incident perpendicularly to an absorber it 1s suffi
cient to know the complex normal specific surface impedance Z 1 = Z~ j z; 
of the absorber, which 1s the ratio of sound pressure to the normal component 
of the particle velocity at the interface (see Chapter 1). The reflection factor and 
absorpt10n coefficient are related by ' 

R a 
(Z' + Zo)2 + z? (8.37) 

where Zo = poco is the characteristic impedance of air for plane waves and Po 
is the density and co the speed of sound m air. 

For sound absorbers consisting of highly porous layers with perforated or cloth 
facings of smaller porosity, a modified air-side surface unpedance must be used 
in Eq. (8.37). This 1s obtained by taking the arr-side volume velocity averaged 
over the face area of the absorber. If an absorber with surface impedance Z, 1s 

covered by a perforated facing with porosity h, then Z1 = Z,/ h. 
If IRI ➔ 0, Eq. (8.37) mdicates that Z1 ➔ Zo. This means that the ideal 

absorber should have a surface impedance similar to that of unbounded air. 
For a thick (effectively semi-infinite) layer, this requires that the characteristic 
impedance of porous sound-absorbing materials, Zc, should be only slightly 
above that for air, Z0, and so 1t.1s unperative to keep the porosity high. For fibrous 
sound-absorbmg materials, the porosity should be in the range of 0.95-0.99 and 
for perforated facings the porosity should be above 0.25. 

This is illustrated in Fig. 8.10, which shows random-incidence absorption 
coefficients a-R(rev) for various configurations with a glass fiber fabric or per
forated plate covering measured m a reverberation room. Note the relatively 
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FIGURE 8.10 Random-incidence sound absorption coefficients of 200-mm-thick 
exhaust silencer pillows (basalt fiber core, density 125 kg/m3) as a function of 

frequency measure.d . in a reverber~t~p~ room: (1) hlgh-porosity fabnc covering, 
equivalent flow resistivity 12 kPa s m--; (2) perforated sheet (32% open area) over 

high-porosity fabnc covering; (3) perforated sheet (17% open area) over high-porosity 

covering; (4) high-porosity fabric covenng and fiberglass facmg over basalt fiber core; 
(5) low-porosity fabnc covering, equivalent flow resistivity 43 kN m s-4: (6) perforated 

sheet (32% open area) and fiberglass facing over basalt fiber core; (7) perforated sheet 

(17% open area), low-porosity fabnc covering and fiberglass facing. (Courtesy of John 
Bowman, Lancaster Glass Fiber, Ltd.) 

poor results for the configurations of low-percentage open-area perforated-plate 
(17%), low-porosity, high-flow-resistivity fabnc covenng (43,000 mks rayls/m = 
100 Poco per meter 2.4 Poco per mch). Further note that the measured values 
of <XR(rev) exceed unity. The reasons for this behavior have been discussed in 
the mtroductory part of this chapter. 

Normal Incidence on a Porous Layer in Front of a Rigid Wall 

A rigid wall represents a nearly [see Eq. (8.4)] perfect acoustical reflector. It 1s an 
acoustically hard surface. When a porous layer is placed on such an acoustically 
hard backing, the surface impedance is controlled by the combmation of the 
incident and (multiple) reflected sound waves in the layer, yielding 

Z1 = Zea coth(jkad) = -jZea cot(k0 d) N s/m3 (8.38a) 

where d is the layer thickness and Zea 1s the charactenstic impedance. 
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Equation (8.38a) may be expressed as 

~ sinh(bd) cosh(bd) - J sin(ad) cos(ad) 
Zea 2 

N - s/m3 

cosh (bd) cos2 (ad) 
(8.38b) 

The impedance given by Eqs. (8.38) exhibits the following behavior: 

(a) When d « ¼ [Aa = 21(/a is the wavelength m the absorbmg matenal, 
and a .is defined m Eq. (8.3Oa)], which 1s the case when the layer is thin or 
the frequency is low, the magmtude of coth(jkand) 1s always large and the 
lack of impedance matching between Z 1 and Zo leads to a small sound 
absorpt10n coefficient. Tlns is the reason there is no "sound-absorbing 
paint" and that rugs absorb sound only modestly. 

(b) When d is sufficiently large compared with the wavelength inside the mate
rial and the attenuation constant 1s not too small, the acoustical behavior 
of the layer approximates that of an "infinitely thick" layer. In this case 
coth(Jkand) ➔ 1 and the surface impedance 1s the same as the character
istic impedance. 

( c) When coth (j kan d) is minimum, the surface impedance of the hard-backed 
layer is mmimum and the absorption coefficient takes its maximum value. 
Consideration of the expanded form in Eq. (8.38b) indicates that, for 
bd > 0, which is the only situation of mterest, the real part 1s never zero. 
So the normalized surface impedance is mirumum approximately when 
the imaginary part is zero. In fact, this condition gives a slight undei:es
timate of the frequency of maximum absorption, whereas cos(ad) = 0, 
corresponding to d ¼ ),a, gives an overestimate. 

In general the absorption coefficient is maximum at a frequency that is some
what less than the frequency at which the layer 1s a quarter-wavelength thick. 
Doubling the layer thickness halves the frequency of maximum absorption. 

For practical purposes a layer of thickness d can be considered "infinitely 
thick" if bd > 2. For such conditions Z1 = Zea• The higher the flow resistiv
ity of the porous matenal, the more exceeds 2 0 . Even m the extreme case 
of practically infinite layer thickness (which at low frequencies and low flow 
resistivity becomes very large), the sound absorpt10n coefficient will be small. 
As frequency increases, the general tendency is Zea ➔ Z0/ h, and for highly 
porous absorbers where h ::':J 1, the good impedance matching results in a high 
absorption coefficient. 

Sound-Absorbing Layer Separated from a Rigid Wall by an Air 
Space. The sound-absorbing configuration depicted in Fig. 8.11 is frequently 
used in practical applications (e.g., hung acoustical ceilings). The impedance of 
a layer of air of thickness t in front of a rigid wall is 

cot(kot) N • s/m3 (8.39) 
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FIGURE 8.11 Combmation of a bulk-reacting absorber layer with (a) an air gap such 
that sound can only travel perpendicular to the bard wall and (b) an arr gap such that 
sound can travel parallel to the bard wall. 

where kO = w / c0 = 2n }.0/ cO IS the acoustical wavenumber for air. The mtemal 
reflection coefficient at the back of the layer is RB = (Z2 - Zea)/(Z2 + Zea) 
and the surface impedance at the front of the layer is 

( 
Z2 + j Zea tan(kad)) N s/m3 Z1 = Ze ----"----,.,.-, ----
Zea + j Z2 tan(kad) 

(8.4Oa) 

where Zc is the normalized characteristic impedance of the porous layer, ka is 
the (not-normalized) propagation constant m the porous layer, and dis the layer 
thickness. Note that Z2 1s zero when t = ¼ J..o; that 1s, the impedance Zs of the 
absorbmg layer backed by zero impedance 1s given by Zs = j Zc tan(kad) = 
Ze tanh(jkad). If the impedance of the absorbing layer backed by a hard wall 
[i.e., with Z2 ➔ oo in Eq. (8.4Oa) or from Eq. (8.38a)] is denoted by Zh, then 
Zea = ✓ZhZs. So Eq. (8.4Oa) can be written m the form 

(8.4Ob) 

The reflection factor and absorption coefficient a are computed by usmg Z1 
m Eq. (8.37). For small air space thickness such that t/J..o < ½, IZhl » IZwl and 
the followmg approx1mat10n 1s valid: 

(8.41) 

When the thickness of the absorbing layer is not too small, that is, lZ11I « IZ2I, 
Eq. (8.41) results in Z1 ~ Z1,. Consequently at low frequencies a very thin air 
space between the absorbmg layer and the ngid wall is meffective. 

't 
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As long as the layer thickness 1s small compared with the wavelength (d < 
½ Aa), the air space behind the absorbing layer results in a reduction of the surface 
impedance and at low frequencies the magnitude of the surface impedance shifts 
toward the charactenstic impedance of air 20. This results m a decrease of the 
reflection factor R and a corresponding increase of the normal-mc1dence sound 
absorption coefficient. The largest improvement 1s observed when the'thickness 
of the air space is a quarter of a wavelength, t = ¾ J..0. 

When the air space thickness corresponds to a multiple of ½J...o, sm(kot) ➔ 0 
and 2 2 is very large [see Eq. (8.39)]. At such frequencies, the air space becomes 
totally ineffective. 

Oblique Sound Incidence 

For oblique sound incidence one must distinguish between locally reacting and 
bulk-reacting absorbers. Locally reacting absorbers are those where sound propa
gation parallel to the absorber surface is prohibited, as, for example, m partitioned 
porous layers, porous layers backed by a partitioned air space as depicted on the 
left in Fig. 8.1, in Helmholtz resonators with partit10ned volumes, and in small 
plate absorbers. Local reaction is a good approximation to absorber behavior also 
when the flow resistivity is relatively high, causing the transmitted wave to bend 
toward the normal to the surface. This is true, for example, at high densities or 
in granular media consisting of small particles. In bulk-reacting absorbers, such 
as a low-flow-resistivity porous layer, possibly with an unpartitioned air space 
behind it (Fig. 8.1 lb), sound propagation in the direct10n parallel to the absorber 
surface is possible m the sound-absorbing layer or m the arr space behind it. 
The term "locally reacting" results from the fact that the particle velocity at the 
interface depends only on the local sound pressure. For bulk-reacting absorbers, 
the particle velocity at the interface depends not only on the local sound pressure 
but also on the particular distribution of the sound pressure in the entire absorber 
volume. Certain materials are inherently anisotropic; that 1s, the properties vary 
with direction through the matenal. This is true, for example, of fibrous materials 
where the fibers lie in planes parallel to the surface. Strictly, in such matenals 
the propagation constant and characteristic impedance are a function of angle. 
However, this complication will not be considered further here. 

Oblique~lncidence Sound on Locally Reacting Absorber. Locally reacting 
absorbers are characterized by a surface impedance Z1 that 1s mdependent of the 
angle of incidence 00. The reflection factor R (0o) for locally reacting absorbers is 
detenmned by how well the surface nnpedance Z i matches the field impedance 
of Z0/cos 0o and is given by 

(8.42) 

Equation (8.42) indicates that best nnpedance match, and correspondingly the 
lowest reflection factor for a given incidence angle 00, 1s achieved by IZil > Zo 
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and that such "overmatched" surface impedances will yield absorption maxima 
at a specific angle of incidence. 

Oblique-Incidence Sound on Bulk-Reacting Absorber. Mineral-fiber and 
open-pore foams are the most frequently used bulk-reacting sound-absorbmg 
matenals. As long as the materials may be treated as isotropic, the acoustical 
behavior of these materials can be fully characterized by their propagation con
stant ka and charactenstic acoustical impedance Za. Methods for measuring and 
predictmg these key acoustical parameters are given m Section 8.4 under Physical 
Charactenstics of Porous Matenals and their Measurement. 

Semi-Infinite Layer. Figure 8.12 shows the incident, reflected, and transID1tted 
waves at the interface. The combination of these waves must satisfy the follow
ing boundary conditions: (1) equal normal components of the rmpedances and 
(2) equality of the wavenumber components parallel to the interface. The second 
of these requirements yields the refraction law 

sm 01 ko 

sm 0o ka 
(8.43) 

where 01 is the complex propagation angle of the sound ms1de the absorber. The 
complex reflection factor is given by 

and 

R(0o) 
1 - (Zo/Z1) cos eo 
1 + (Zo/Z1) cos Oo 

z = Zea N, s/m3 1 
[l - (ko/ ka)2 sin eg]1i2 

ea( 
••••••••U• .... •••••• .... •~••u• 

0o~ 

(8.44a) 

(8.44b) 

FIGURE 8.12 Reflechon and transrmss1on of an oblique-incidence sound wave by a 
serm-infinite, bulk-reacting absorber. 
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Finite-Layer Thickness. For a finite layer of bulk-absorbmg matenal of thick
ness d in front of a hard wall, the reflection factor 1s 

R(0o) 
1 - (Zo/Z1d)/ cos 0o 

1 + (Zo/Z1d) cos 0o 
(8.45) 

where Ztd = (Zeal cos 01) coth(Jkad cos 01) and 01 1s defined m Eq. (8.43), 

Multiple Layers. Absorbers may consist of a porous sound-absorbing layer 
with an air space behind, as illustrated in Fig. 8.11, or a number of porous 
layers of different thicknesses and different acoustical charactenstics (Fig. 8.13). 
Analytical expressions describing the absorber functions and design charts to 
predict the sound absorption coefficients for those multiple-layer absorbers are 
provided m reference 46. 

Random Incidence. In a diffuse sound field where the intensity / (0) = / is 
independent of the incident angle 0, the sound power mcident on a small surface 
area dS of an absorber 1s given as 

dWinc I dS fo2

1r d¢ 1,r/
2 

cos 0 sin 0 d0 = rt: I dS 

and the absorbed portion as 

[2,r r'/2 
dWa =Ids lo d¢ lo a.(0) cos 0 sin 0 d0 

t'/2 • 
= 27' I dS lo a(O) cos 0 sin 0 de 

0 0 0 ···0··· e 0 ¢ Layer Nr. 

jx Quantity 

I 
I -•- -- --
!e I o 

D 
Rigid Wall 

I 
Yo Y, Y2 Yu-2 y,._I y,. Coordinates 

I 
I 1 I 

I 
I 

(8.46) 

(8.47) 

d1 d, I··· dm 
I 

d.,.1 I d., Layer Thickness I I 
r.1 r.2 I••· r.m 

! 
I r .... , I r ... Propagation-... I 

I constant 
z., £.2 1 ... !oam 2; .... , : 2; ... Wave-

impedance 
I 

FIGURE 8.13 Multiple-layer absorber. 
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So the random-mcidence sound absorption coefficient is given by 

r12 
2 Jo a(0) cos 0 sm 0 d0 (8.48) 

Random-Incidence Sound Absorption Coefficient of Locally Reacting 
Absorbers. When the constituent matenals of a multiple-layer absorber are 
locally reacting, the combination of Eqs. (8.2), (8.42), and (8.48) will yield the 
random-mc1dence sound absorption coefficient. The surface impedance 2 1 that 1s 

requrred for the computation of the random-mcidence absorption coefficient can 
be measured m an impedance tube or computed, and the true random-incidence 
sound absorption coefficient aR can be deterilllned as4 

cos ;; + arctan 8 (R){l cos ( lzl sm/3 ) 
lzl sin /3 1 + lzl cos f3 

cos } 
lzl ln(l + 2\zl cos f3 + lzi2) 

where z 7J Poco is the normalized wall impedance and 
f3 arctan[Im(z) /Re(z) ]. 

(8.49) 

The maximum value of the true aR(max) = 0.955 that occurs at a normalized 
wall impedance of = 1.6 and /3 ·~ ±30° mdicates that no locally reacting 
sound absorber can achieve total absorpt10n or even the 99% absorpt10n that 
is reqmred as a mmimum for the walls of anechoic chambers. The random
incidence sound absorption coefficient measured in a reverberation room, aR(rev), 
as described in Chapter 7, can yield physically impossible values above unity 
(sometimes in excess of 1.2). To avoid confusion, the computed physically cor
rect random-incidence coefficient represented by aR and that measured with the 
reverberation room method should have a different symbol, namely aR(rev). 

Random-Incidence Sound Absorption Coefficient of Bulk-Reacting 
Absorbers. For bulk-reacting absorbers the integration in Eq. (8.48) can only 
be evaluated numerically. It is more appropnate to use the geometric and acous
tical characteristics of the porous liner than its impedance to generate design 
charts for general use. 

8.6 DESIGN CHARTS FOR FIBROUS SOUND-ABSORBING LAYERS 

For design use it is useful to have charts where the sound absorption coefficient 
is plotted as a function of the first-order parameters of the absorber, such as 
thickness d, flow resistivity R1, and frequency f This section contams such 
design charts. Design charts for a multiple-layered absorber, such as shown in 
Fig. 8.13, are given in reference 46. 

I 
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Monolayer Absorbers 

As shown in Fig. 8.7b, the key acoustical parameters ka and Zea of fibrous 
sound-absorbmg materials depend only on a single material parameter, namely 
the flow resistivity R1 (specific flow resistance per unit thickness). Consequently, 
the absorption coefficient can be computed and plotted as a function of two 
dimensionless variables: 

F= r!_ fd 
J.. Co 

and (8.50) 

Then kod = 2 n F and E Poi/ ~1 = F / R. At oblique incidence, the angle 0 is 
the third input variable. In the design charts contour lines of constant values of 
a are plotted on a log-log chart of R versus F. A variation of frequency f pro
duces a horizontal path, an increase of the flow resistivity R1 causes an upward 
move, and an increase in layer thickness d leads to a diagonally upward shift 
to the nght. Frequency curves for an absorber layer may be derived by a hon
zontal intersection, with a startmg point determined by the individual parameter 
values. 

Figure 8.14 shows lines of constant absorption of a monolayer absorber for 
normal incidence (the absorber may be bulk or locally reacting). The maximum 
absorption is reached at about R = 1.2 for F = 0.25, that is, at a thickness d 

equal to a quarter of a free-field wavelength and at the flow resistance of the layer 
of l.2Z0• Higher resonances at odd multiples of a quarter wavelength are visible 
for a small flow resistance. The "summit line" of the first maximum, which goes 
through the points of relative maxima of a at the first resonance, is inclined so 

F fd/co 

F'IGURE 8.14 Lmes of constant absorption at normal-incidence sound; absorption coef

ficient for fibrous absorbers of ttuckness d and flow resistivity R1; no air space. 
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that the first relative maximum will occur below F = 0.25 for flow resistance:1 

such that R > 1, and the first relative maximum of the frequency curve will 

occur at somewhat higher frequencies than F 0.25 for flow resistances such 

that R < 1. The Ingber orders of resonances are relatively stationary in frequency 

as R varies. 
At oblique incidence the sound absorption for small angles, below about 

0 = 30°, 1s only modified slightly. The modifications m a(0) are pronounced for 

larger angles with locally reacting absorbers. The curves on the left in Figs. 8.15 

a-c were computed for a locally reacting absorber for 0 values of 30°, 45°, and 

60° The resonance structure of the contom plots becomes very distinct at low 

flow resistances and high frequencies. 

Curves on the right in Figs. 8.15a-c show the analogous contour plots of 

a(0) for the same values of 0 but now for bulk-reacting (isotropic) absorber 

layers. Compared to tllose for a local-reacting absorber, the contours are relatively 

continuous. The maxima of absorption are shifted downward toward smaller R 

values for larger angles. 

The random-incidence absorption coefficients aR for locally reacting and bulk

reacting absorbers are plotted on the left and right, respectively, m Fig. 8.16. For 

locally reacting absorbers the absolute maximum of aR 0.95 is attained for a 

matched flow resistance R = l at F 0.367, that 1s, at a thlckness d = 0.367A.0, 

which is larger than a free-field quarter wavelength ¼Ao. Witll homogeneous 

isotropic absorbers, the absorption coefficient a R becomes larger than witll locally 

reacting absorbers. Only a weak resornmce maximum (belonging to the second 

resonance) is observed with homogeneous absorbers. The contour lines of absorp

tion are smooth and steady. 

Key Information Contained in Design Charts. Many of the general con

clusions that were known qualitatively can be answered now in a quantitative 

manner by studying Figs. 8.14-8.16. 

Determining Thickness of Absorber. What is tlle thickness d
00 

from which 

an absorber layer starts to behave acoustically as infinitely tll1ck and yields no fur

ther mcrease in absorption? This tllickness starts where the contour lines become 

45° diagonally straight lines. The exact position of the curve for thickness d
00 

will depend on tlle cnterion chosen and on the tolerance allowed. If, at this lirmt, 

the final value of a 1s supposed to be reached with a deviation between 1 and 

3%, tllen the limit curve for normal incidence (in Fig. 8.14) is defined by 

F 7.45R-1.67 (8.51) 

The layer becomes practically infinite when tlle sound attenuation dunng prop

agation of the sound wave through the layer from the surface to tlle ngid rear 

wall is 8.68f'~d00 24 dB, as first derived in reference 2. This is a.much higher 

attenuation tllan usually assumed as sufficient (about 6-10 dB) for neglecting 

the influence of tlle reflection from the rigid wall on the sound absorption at tlle 

front side of tlle absorber layer. 
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FIGURE 8.15 Lines of constant absorption a(0) for fibrous absorbers of thickness d 

and flow resistivity R 1 for discrete angles of incidences 0; no air space. Left: locally 

reacting. Right: bulk reacting. (a) 0 = 30°; (b) 0 45°; (c) 0 60° 

The relationslnps for "practically infinite" layer thickness d00 for which 

6.L(d00 ) = 24 dB can be formulated as 

f i;;t R{"61 = 59 X 106 for 0 0° (8.52a) 

f d';,56 Rt"56 = 34.3 x 106 for 0 = 45°, 

locally reacting and random incidence (8.52b) 
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F fd!co 

(a) 

( 
~ 
II 

i:,; 

F = fdlco 

(b) 

FIGURE 8.16 Lines of constant random-incidence absorption coefficient aR for fibrous 

absorbers of thlckness d; no air space: (a) locally reacting liner; (b) bulk-reacting liner. 

fl;;;/ R{4 = 7.7 x 106 for 0 = 45°, bulk reacting (8.52c) 

fdoo2•2R1L
2 -- 1.1 x 106 .,, d - -d b Ik 1or ran om-mc1 ence u reacting (8.52d) 

where f frequency, Hz 
doo = layer thickness, m 
R1 = flow resistivity, N s/m4-"' 

Optimal Choice of Flow Resistance. Optimal values for the normalized 

specific flow resistance of the layer, R R1d/Zo, plotted on the vertical scale 

of Figs. 8.14-8.16, depend on what the designer wants to accomplish. 

If the aim is to maximize the sound absorption coefficient, then the optimal 

choice of normalized specific flow resistance R is m the range of 1-2 for both 

locally reacting and bulk-reacting absorbers and for normal, oblique, or ran

dom angles of sound incidence with the exception of bulk-reacting absorbers for 

0 > 45° incidence where R = 0.7 yields the best results. 

The absorption coefficient depends strongly on flow resistivity R1, where the 

curves m Figs. 8.14-8.16 have nearly horizontal contours. The design charts 

reveal that the typical orientation of the curves of constant a is nearly vertical, 

indicating only a slight dependence on R1. This is fo1tunate because our ability 

to determme R1 and our accurate control over 1ts value in the manufactunng 
process are limited. 

Bulk-Reacting versus Locally Reacting Absorbers. A companson of two 

graphs in Fig. 8.16 indicates that the random-incidence sound absorption coef

ficient of locally reacting and bulk-reacting absorbers of the same thickness 1s 

practically identical (within 10%) in the left upper quadrant, where R > 2 and 

F = f d/co < 0.25, above the dotted line in the graph on the right in Fig. 8.16. 

A companson of 0 = 45° curves m Fig. 8.15b with the random-incidence 

curves presented in Fig. 8.16 mdicates that the 0 = 45° curves for both locally 
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reacting and bulk-reacting absorbers agree with the random-mcidence curves 

within an error of 5%, except in the range where a > 0.9, which is of little 

practical interest. This close agreement between a(45°) and aR indicates that it 

is permissible to compute a(45°) instead of the much more difficult aR. 

Two-Layer Absorbers 

The two-layer absorbers shown in Fig. 8.11 have a layer of fibrous sound

absorbing matenal of thickness d backed by an arr space of thickness t, with 

total thickness D = d + t. Figure 8.lla shows a partitioned (e.g., m a honey

comb pattern) air space resulting in a locally reacting absorber, and Fig. 8.1 lb 

shows an unpartitioned air space resulting ma bulk-reacting absorber. The sound 

absorber types shown m Fig. 8.11 are usually employed when it is impractical to 

fill the entire absorber thickness with porous matenal because no fibrous material 

of sufficiently low flow resistivity is available to keep the nonnalized flow resis

tance R = R1d/Zo < 2. Based on the analyses described in reference 5, design 

charts similar to those presented in a preceding section for monolayer absorbers 
were computed. 

Figure 8.17 shows contour maps of the random-incidence sound absorption 

coefficient ctR in a diffuse sound field for a bulk absorber layer of thickness d m 

front of a locally reacting air gap of thickness t (see Fig. 8. lla) for three frac

tiOns, d / D = 0.25, 0.5, 0. 75, absorber thickness d, and total thickness D = d + t. 
Because the two-layer design curves in Fig. 8.17 are not plotted as functions of 

the total layer thickness D, they are not directly comparable with the mono

layer design curves presented m Fig. 8.16. Some differences may be noticed by 

companng these figures with Fig. 8.16, which applies to the bulk monolayer 
absorber. 

First, the variable F = f d / c0 for maximum absorption in the first resonance 

maximum is shifted toward smaller values with decreasing d / D, which results m 

higher absorption at low frequencies for less absorber material thickness. Gen

erally, however, the reduction in weight of the matenal is not as large. The 

horizontal shift of the absorpt10n maximum toward lower F values, when real

ized by a reduction m d, makes a larger flow resistivity necessary on the ordinate 

in order to hold R on a constant value. The increase m R I is achieved mostly by 

an mcrease of the material bulk density p A. For most fibrous absorber materials 

R1 1s proportional to about p}5
. Hence, only a small net reduct10n in absorber 

material is possible by the addition of an air gap. 

For thick absorber layers, that is, for large d, the air gap has no effect, as 

expected. The limit for the onset of an "infinite" thickness is the same as with 
the monolayer absorber. 

The resonance structure of the layered absorber with small d/D resembles 

more that of the locally reacting monolayer absorber (see Fig. 8.16a). The char

acter of the bulk-reacting monolayer absorber plot (see Fig. 8.16b), which must 

be the asymptotic linnt for increasrng d/D, becomes dominant for d/D:::: 0.5. 
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10 

10 

1 

F = fd/co 
$~) 

F = fd/CQ 
(c) 

FIGURE 8.17 Lines of constant random-incidence absorption coefficient aR for a 
bulk-reacting absorber layer of thickness d in front of a locally reacting air gap of thickness 
t for thickness ratios d /D = d/(d + t) of (a) 0.25, (b) 0.5, and (c) 0.75. 
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The sound absorption coefficient of a porous layer of thickness d with an air 
gap behind 1t 1s generally higher than that of a monolayer with equal d. How
ever, the absorption of the layered absorber 1s smaller than that of a monolayer 
absorber with equal total thickness d1 = D, In the range R > l, the absorp
tion of a layered absorber with d/D = 0.75 corresponds to that of a monolayer 
absorber \Vith thickness d1 = 1.25d and the absorption of a layered absorber with 
d/D = 0.5 corresponds to that of a monolayer having a thickness d1 1.67d. 
The qmte different character of the plot ford/ D = 0.25 excludes a similar equiv
alence. 

Finally, the lines of constant aR of the layered absorber have strong deflections 
toward the left for values of aR between about 0.7 and 0.9. As a consequence, 
the optimum flow resistance R1d (which is defined by the leftmost pomt of a 
curve) has a more distinct meanmg than with monolayer absorbers. 

Design graphs for layered absorbers with bulk-reacting absorber layers in front 
of a bulk-reacting air gap (see Fig. 8.7b) are given in reference 45. 

Multilayer Absorbers 

Multilayer absorbers, such as shown in Fig. 8.13, have been treated in refer
ence 4. Best results are obtamed if the flow resistivity of the layers, R1, mcreases 
from the interface toward the rigid wall. These results obtained with such mul
tilayer absorbers are somewhat better than those obtamed with a monolayer 
absorber of equal thickness. However, the improvements seldom justify the added 
cost and complexity. Of course, Fig. 8.13 represents an idealization of practical 
constructions (see Fig. 8.18) which combine multiple porous layers with perfo
rations and slots. 

It should be noted, however, that even the most elaborate multiple-layer 
absorber cannot match the random-incidence sound absorption performance of 
anechoic wedges. 

Thin Porous Surface Layers 

Thin porous surface layers such as mineral wool felt sprayed on plastic, steel 
wool, mineral wool, or glass fiber cloth; wire mesh cloth; and thin perforated 
metal are frequently used to provide mechanical protection. They also reduce the 

I
. 
: - Perforated metal 

t: Wire screen 
I• 

:1 Glass fiber cloth 
......._Blanket 

FIGURE 8.18 Multilayered absorber with perforated porous layer structure. 
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loss of fibers. The acoustical properties of such thm layers are characteriwd by 
their flow resistauce Rs = D.p/v and their mass per umt area Ps- The surface 
impedance is 

(fixed) 

(free) 

(8.53a) 

(8.53b) 

which must be added to the wall impedance of the absorber. If the porous sur
face layer is not free to move, Eq. (8.53a) is used. For surface layers that are 
free to move due to the pressure differential produced by their flow resistance, 
Eq. (8.53b) is used. 

Tables 8.5 and 8.6 provide design mformation on wire mesh cloth and glass 
fiber cloth, respectively. The flow resistance values listed in these tables represent 
the linear part of the flow resistance, which 1s appropriate for design use only if 
the particle velocity is low. At high sound pressure levels (above 140 dB), the 
nonlinear behavior of the flow resistance must be determined by measuring the 
flow resistance as a function of the face velocity. 

Sintered porous metals have been developed for silencers in jet engine inlets. If 
backed by a honeycomb-partitioned air space, they provide good sound absorption 
and remain linear up to high sound pressure levels and for high-Mach-number 
grazing flow. Their additional advautage is that they do not require any surface 
protection. Table 8.7 gives the fl.ow resistance Rs and mass per unit area Ps for 
some commercially available porous metal sheets. 

Steel wool mats typically have a thickness from 10 to 45 mm, mass per unit 
area Ps from 1 to 3.8 kg/m2 , and a specific flow resistance Rs from 100 to 500 
N • s/m3 Recently, such steel wool mats needled on mineral wool of specified 
thickness alld density have become available on special order. 

Perforated metal facings, when they rest directly on a porous sound-absorbing 
layer, Call be accounted for by a senes IIDpedance Zs given by 

(8.54) 

TABLE 8.5 Mechanical Characteristics and Flow Resistance R, of Wire Mesh 
Cloths 

Wire Diameter Mass per Umt Flow 
Area Resistance R, 

µ,m mils 
Wires/cm Wires/in. (10-6 m) (10-3 m.) kg/m2 lb/ft2 N s/m3 Paco 

12 30 330 13.0 1.6 0.32 5.7 0.014 
20 50 220 8.7 1.2 0.25 5.9 0.014 
40 100 115 4.5 0.63 0.13 9.0 0.022 
47 120 90 3.6 0.48 0.1 13.5 0.033 
80 200 57 2.25 0.31 0.63 24.6 0.06 
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TABLE 8.6 Mechanical Characteristics and Flow Resistance R, of Glass Fiber 
Cloth 

Surface Densitya 
Construction, Flow Resistance, 

Manufacturerb Cloth Number oz/yd2 glmz Ends x Picks mks rayls (N s/m3) 

l, 2, 3 120 3.16 96 60 X 58 300 
l, 2. 3 126 5.37 164 34 X 32 45 
1, 2, 3 138 6.70 204 64 X 60 2200 
1. 2, 3 181 8.90 272 57 X 54 380 

3 1044 19.2 585 14 X 14 36 
2 1544 17.7 535 14 X 14 19 
3 3862 12.3 375 20 X 38 350 
1 1658 1.87 57 24 X 24 10 

1562 1.94 59 30 X 16 <5 
1 1500 9.60 293 16 X 14 13 
1 1582 14.5 442 60 X 56 400 
1 1584 24.6 750 42 X 36 200 
1 1589 12.0 366 13 X 12 11 

a Averaged over a large sample. 
bCode numbers for manufacturers are as follows: (1) Burlington Glass Fabncs Company; 
(2) J. P. Schwebel and Company; (3) Umted Merchants Inctustnal Fabncs. 

TABLE 8.7 Specific (Unit-Area) Flow Resistance R,, Thickness, and Mass per 
Unit Area of Sintered Porous Metals Manufactured by the Brunswick .Corporationa 

Specific Flow Mass per 
Resistance Air, 70°F NLF" 

Thickness Unit Area 

Poco N s/m3 500/20 Designation mm in. kg/m2 lb/ftf 

0.25 100 3.6 FM 125 1.0 0.04 3.9 0.79 
5.0 FM 127 0.76 0.03 3.3 0.67 
2.6 FM 185 0.5 0.02 2.0 0.4 
2.0 347-10-20-AC3A-A 0.5 0.02 1.32 0.27 
2.0 347-10-30-AC3A-A 0.76 0.03 1.1 0.23 
2.0 FM 802 0.5 0.02 1.3 0.27 

0.88 350 4.7 FM 134 0.89 0.035 3.8 0.77 
1.25 500 1.8 FM 122 0.76 0.03 1.4 0.28 

3.6 FM 126 0.66 0.026 3.7 0.76 
3.3 FM 190 0.41 0.016 2.0 0.4 
2.0 347-50-30-AC3A-A 0.76 0.03 1.4 0.29 

a Except FM 802, winch is made of Hastelloy X, all matenals are type 347 stamless steel. (Courtesy 
of Brunswick Corporation.) 
"Nonlinearity factor, calculated as the rat:10 of flow resistances obta:med at flow velocities of 500 
and 20 emfs, respectively. 
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where s 1s the fractional open area of the perforated facing, l is the plate thickness, 
Al is the end correction length of the perforations given in Section 8.5, H is a 
step function that is unity for I vh I :S 1 mis and zero for I vh I > 1 mis, and vh is the 
particle velocity m the holes of the perforations. For thrn, unrestrained perforated 
surface protection plates, it is necessary to take the parallel combination of Zs 
and }WPs according to Eq. (8.53b). 

8.7 RESONANCE ABSORBERS 

In building acoustics the most frequently used type of resonant absorber is the 
Helmholtz resonator, consisting of the mass of an air volume m a cross-sectional 
area restriction (such as holes or slits in a covering plate) and the compliance of 
the air volume behind the covering plate. In the narrow frequency range, centered 
at their resonance frequency, the resonators "soak m" the acoustical energy from 
a large room volume in the vicinity of the neck. This high energy concentration 
results in high local sound pressures at the neck ( and m the mtemal volume) 
which are much higher than that one would register w1tll the resonator opening 
closed. On the r~om s1de, this near-field sound pressure decays exponentially 
with rncreasmg distance. In architectural application of resonance absorbers care 
should be exercised not to locate them too near to any member of the audience 
to avoid distortion of the auditory experience. The open bottles embedded in tlle 
vertical portion of the seats in ancient &eek amphitheaters indicate that this local 
amplification of the sound field in the vicinity of acoustical resonators was known 
more than 2000 years ago. What was not known, which misguided their appli
cation, was that the amplification occurs only in a narrow frequency band and 
cannot locally amplify such broadband signals as speech. Such a Helmholtz res
onator (named after the nineteenth-century German physicist Ludwig Helmholtz, 
who was first to utilize its narrow-band tuning to analyze the spectral compo
sttlon of complex sounds) is shown m Fig. 8.19, In the following treatment it 
is assumed that all dimensions of a single resonator are small compared with 
tlle acoustical wavelength ( except in the case of two-dimensional resonators with 
slits) and that the skeleton of the resonator is ngid. 

b 

FIGURE 8.19 Key geometric parameters of a Helmholtz resonator. 
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Acoustical Impedance of Resonators 

The specific acoustical impedance of the resonator opeuing ZR 1s the sum of 
the rrnpedance of the enclosed air volume Zv and that of the air volume that 
oscillates in and around the resonator mouth Zm, namely, 

(8.55) 

The volume rrnpedance Zv = j zi is purely unaginary and predommantly of 
spring character while the mouth nnpedance has a real part Z~ and an nnaginary 
part Z~ and is predominantly of mass character. 

The impedance of a rectangular resonator volume 1s 

Sa 3 - Jpoco cot(kot)- N. s/rn 
Sb 

(8.56a) 

where Sb is the surface area of the resonator cover plate, Sa = rr a 2 is the area 
of the resonator mouth, t is the depth of the resonator cavity, and V Sbt is 
the resonator volume. If the resonator dimensions are small compared with the 
wavelength (kot « 1), Eq. (8.56a) yields 

•z/1 'PoC~ Sa N s/m3 
=j V -1-;;-v (8.56b) 

Thus, when all the dimensions are smaller than the wavelength of interest, the 
shape of the air cavity does not matter. 

The impedance of the resonator mouth Zm consists of components related to 
the oscillations of air mtemal to the mouth, within the mouth, and external to 
the mouth of the resonator plus the impedance of the screen (Zs) that may be 
placed across the resonator moutll to provide resistance. For circular resonator 
openings of radius a and orifice plate thickness l, the resultmg total impedance 
is given by 

(8.57a) 

(8.57b) 

where v 1s the kinematic viscosity ( v = 1.5 x 10-6 m2 / s for air at room temper
ature). The quantity 0.5(8v/w) 1l2 is the viscous boundary layer thickness.1 

In general,. the first term in Eq. (8.57a) applies only for smooth orifice edges. 
For sharp orifice edges it can be many times higher. Also note that the second term 
in Eq. (8.57b) 1s usually small compared with the first term and can be neglected. 

The results of Eqs. (8.57) for circular orifices and for a smgle resonator can be 
generalized for other orifice shapes and for situations where the orifice is located 
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on a large wall or at a two- or three-dimensional comer. This generalized form is 

P(l + p /2rr) ~ + kJSa/ D.. + N s/m3 (8.58a) 
= 48a Po vw Poco l + kJSa/ D.. • 

11 • [ P(l + P /2rr) fo.7'::] 3 
Zm = jwpo l +2t:,,l + 

48
a y8v/w N s/m (8.58b) 

where P is the penmeter of the orifice, Sa 1s its surface area, and O 1s the spatial 
angle the resonator "looks into"· 

{ 

4rr 

Q = 2n: 
77: 

!77: 
2 

for resonator away from all walls 
flush mounted on wall far from corners 
flush mounted on wall at two-dimensional comers 

flush mounted on wall at three-dimensional comers 

The quantity t:,,[ = I6a/3n: represents the combmed mternal and external end 
corrections. 

Resonance Frequency 

The resonance frequency fo of the Helmholtz resonator occurs where z:;, and 
z; are equal in magnitude. CombmatiQn of Eqs. (8.56b) and (8.57b) yields 

Jo ~~ 1 Sa 
• ·) 2rr V V(l + 16a/3rr) 

(8.59) 

where (· • •) l + t:,,[ represents the quantity m square brackets m Eq. (8.58b). 
The viscous terms m (8.57b) are ignored in (8.59). However, this is usual when 

calculatmg a resonance frequency because the viscous contribution is small. For 
resonators where the area of the mouth, Sa, is not much smaller than the area 
of the top plate of the resonator, the proximity of the side walls of the cavity 
influences the flow m the resonator mouth. In this case 1t 1s necessary to determine 
the combmed end correction from t:.l = 8a/3n: + l::.hnt•47 

Absorption Cross Section of Individual Resonators 

For individual resonators ( or groups of resonators where the distance between the 
mdiv1dual resonators 1s large enough that mteract1on 1s negligible), the absorption 
coefficient a is meaningless. In this case, the sound-absorbing performance must 
be charactenzed by the absorption cross section A of the individual resonator. 
The absorption cross section 1s defined as that surface area (perpendicular to 
the direction of sound incidence) through which, in the undisturbed sound wave 
(resonator not present), the same sound power would fl.ow through as the sound 
power absorbed by the resonator. 
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The power dissipated in the mouth of a resonator is 

w (8.60) 

Accordingly, the absorption cross section is 

(8.61) 

where n O for resonators placed in free space, n 1 if the resonators are flush 
mounted in a wall, n = 2 if the resonators are at the Junction of two planes, and 
n = 3 if the resonators are in a comer; Rr = Z~ + Zract is the total resistance. 

At the resonance frequency fo, where zi + Z~ = 0, the absorption cross 
section reaches its maximum value Ao: 

A-2--n SaPoCo [ Rr/ Rrad ] 

- Rract ll+Rr/Rradl2 (8.62a) 

For a flush-mounted (n = 1) crrcular resonator area Sa = n a2 , the radiation resis
tance is Rrad 2(rra)2p0c0/A5, and Eq. (8.62a) yields 

A 1 2 [ Rr/Rrad ] m2 
;Ao ll+RT/Rradl2 

(8.62b) 

where Ao is the wavelength at the resonance frequency of the resonator. The 
maximum value of the absorption cross section is obtained by matchmg the 
internal resistance to the radiation resistance at the resonance frequency, yielding 
(RT= Rrad) 

Amax 
0 (8.63) 

According to Eq. (8.63), a matched resonator tuned to 100 Hz can achieve 
absorption cross section A 0ax 0.92 m2. 

According to Eq. (8.61), the frequency dependence of A can be presented in 
generalized form as 

A(f) 1 
Ao 

(8.64) 

where the Q of the resonator and the normalized frequency parameter ¢ are given 
as 

Q 
f Jo 
Jo J 

Figure 8.20 shows the normalized absorption cross section A/ Ao as a function 
of the normalized frequency rp with Q as the parameter, indicatmg that the 
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-4 -3 -2 -1 0 2 3 4 <1>5 

FIGURE 8.20 Normalized absorption cross sect10n A/ Ao as function of normalized 
frequency if> with Q as parameter. 

normalized bandwidth of the absorption cross section fol Q corresponds to the 
relative bandwidth t:.f /Jo= 1/ Q. 

Consequently, the choice of Q determines the relative shape of the absorption 
curve and the factor in the square brackets m Eq. (8.62b) determines the height 
of the curve at resonance. To obtain optimal absorption characterized by high 
absorption at resonance Ao . and wide bandwidth requires resistance matching 
Rr Rraa and a relatively low value of Q, 

Nonlinearity and Grazing Flow 

The oscillating air mass (that includes the end-correction term) is a measure for 
the reversible kinetic energy of the acoustical resonator. Reversibility and spatial 
coherence diminish with increasmg turbulence due to jet flow through the orifice 
caused. by high-amplitude sound and by the grazmg flow of velocity U00 . Both 
reduce the air mass that participates m the oscillating motion and consequently 
increase resonance frequency and increase the losses of the resonator. 

Nonlinearity and grazing flow affect only the mouth impedance Zm of the 
resonator orifice. Table 8.8 is a compilation of the nonlinear effects owing to high 
sound pressure level and grazmg flow for a perforated plate. The round holes 
are regularly distributed. The porosity of the perforated plate 1s e = re a2 /b2 , 

where a is the hole radius and b the hole spacing. The amplitude nonlinearity 1s 
characterized by the part1cle-veloc1ty-based Mach number Mo v / co, which is 
the ratio of the particle velocity in the resonator orifice and the speed of sound 
m arr. The grazing flow nonlinearity is charactenzed by the flow-velocity-based 
Mach number M00 = U00/c0, where U00 is the velocity of the grazing flow far 
from the wall. The formulas presented in Table 8.8 are analytical results adjusted 
to yield agreement with measured data.48 The impedances in Table 8.8 are values 
averaged over the plate surface. 

Internal Resistance of Resonators 

The most difficult part of resonator design is the prediction of the internal 
resistance. In the earlier section Acoustical Impedance of Resonators (page 265) 
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formulas were given to predict the friction loss resistance [first term in 
Eq. (8.57a)], which is valid only for rounded orifice perimeter. Additional 
resistance due to sharp edges cannot be predicted analytically. Table 8.8 contains 
formulas to predict resonator resistance due to nonlinear effects owmg to high 
sound pressure level and grazing flow. 

Should it be desirable to obtam higher loss resistance than provided by friction 
and nonlinear effects (e.g., obtaming larger absorption bandwidth), porous mate
nals such as a screen, felt, or layer of fibrous sound-absorbing material must 
be placed in (or behind) the resonator orifice. Figure 8.21 shows some of the 
more frequently used ways to increase resonator resistance. In Fig. 8.21, R1 is 
the flow resistivity of the porous material, d is 1ts thickness, t1 1s its distance 
from the back side of the cover plate, t is the depth of the resonator cavity, 2a 
1s tlle diameter of the holes, t:.l is the end correction, and e is the porosity of the 
cover plate. 

t1,d<<2a 
R;=R1dle 

2ast1 <114 
R;=R1d 

t1, « 2a s 114 
R;= R1 die 

d=t 

R;~R{¾ ~) 

FIGURE 8.21 Methods to mcrease resonator resistance and the achieved specific acous
tical resistance R, (R1 = flow resistivity of porous material, d is its thickness, and 
1::,.l = 16a/3n:). 
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F'IGURE 8.22 Resonators arranged on a raster to form a surface array. 

Placing of flow-resisuve materials m or behind the resonator opening reduces 
nonlinearity and sensitivity to grazing flow. 

Spatial Average Impedance of Resonator Arrays 

Locally reacting absorbers such as resonators are frequently used m the form of 
a surface array, shown in Fig. 8.22, where the individual resonators are arranged 
periodically. If the dimension b or ./Si, in Fig. 8.22 is much smaller than the 
acoustical wavelength, it is not necessary to take into account the mteraction 
of the individual elements (resonators) with the sound field. To characterize 
the absorber, it 1s sufficient m this case to compute the spatial average wall 
impedance Z 1: 

(p) 

{v) 
(8.65) 

where ZR is the impedance of the resonator as given in Eqs. (8.55) "measured" 
in the orifice of the resonator and s = Sa/ Sb is the surface porosity. The effec
tive wall impedance Z 1 is then used in Eq. (8.37) to determme the absorption 
coefficient. The impedances Zm in Table 8.8 are effective impedances averaged 
over the plate surface (resonator mass impedance divided by porosity). 

8.8 PLATE AND FOIL ABSORBERS 

Plate absorbers are used in absorbing low-frequency tonal noise m situations 
where Helmholtz resonators are not feasible. The resonator consists of the mass 
of a thin plate and usually the stiffness of the air space between the plate and 
the elastic mounting at the penmeter of the plate. Foils are a special case of a 
thin linlp plate. 
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Limp Thin Plate or Foil Absorber 

The resonance frequency of a foil absorber is 

✓ poc5/m11 t 
.fo 

2n 
(8.66) 

where t is the depth of the partitioned arr space m meters and m" is the mass per 

unit area of the limp foil in kilograms per square meter. If the arr space depth 1s 

not small (t > ½A), there will be many resonance frequencies Wn (n 0, 1, 2, .. ) 
given by 

Wnt Wnt Pot 
-tan-=-
c0 co m 11 

(8.67) 

For an unpartitioned air space behind the foil the resonance frequency depends 

on the angle of sound mcidence 00. In this case t must be replaced in Eqs. (8.66) 

and (8.67) by t cos 00 . If the air space 1s filled (without obstructing the movement 

of the foil) with a porous sound-absorbing material, then (t / co)ri is used mstead 
oft/co in Eq. (8.67). 

Foil~Wrapped Porous Absorber 

Sound absorbers consisting of a protective layer of thin foil, a porous layer, 

and an air space behind are frequently used where the porous matenal must be 

protected from dust, dirt, and water. The effect of the thin foil can be taken into 

account by a series impedance = J wm" that 1s added to the surface impedance 

Z1 [see Eq. (8.37)]. It is essential that the foil is not stretched so that its mertia 

and not its membrane stress controls its response. Inserting a large-mesh (?:1 

cm) wrre cloth between the porous sound-absorbing material and the protective 
• foil 1s a practical way to assure this. 

Elastically Supported Stiff Plate 

A form of resonant plate absorber that can be easily treated analytically is the 

elastically supported stiff plate. The elast:tc support may be localized by discrete 

points to occur along the perimeter in the form of a resilient gasket strip. The 
effective stiffness of such a resonator 1s 

II Se PoC2o 
s =-+- N/m3 

Sp t 

and the resonance frequency 1s 

= Se/Sp+ Poc5/t 
mil 

Hz (8.68) 

where s, Sp b.p / Llx 1s the dynamic stiffness of resilient plate mounting and 

Sp is the surface area of the plate. Note that the elastic mounting increases the 
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resonance frequency (compared with that obtainable with a limp foil of the same 

m"). This can be compensated for by an appropriate mcrease of m 11 . However, 

an increase of m11 increases the Q of the resonator (Q = ✓s11 /m" / R) resulting 
in a narrower bandwidth. 

Elastic Foil Absorber 

Elastic foil absorbers consist of small air volumes enclosed in thin (200-400-µm) 

foil coffers. The coffers have typical dimensions of a few centimeters. A typical 

ln~1~~nt • sound 

----n -----

-80 

FIGURE 8.23 Constructlon of a foil absorber made of cold-drawn PVC foil. 

t----- Woad spacer 
--Embossed tail 

- Flat internai foil 
Flat bottom foil 
Airspace 

L2~-~-~-~----i--~ 

1.0 H---+---+---+---t------1 

0.8 

g: 0.6 ,__... __ .,_ __ , 

0.4 -1--.+,,. ----+---< 
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0.8 H---fr-AH-..,.,J:.+'~~,-;:--l 

250 ·500 1 k 2k 4k 

Frequency, Hz 

FIGURE 8.24 Random-mcidence sound absorption coefficient aR of absorbers made of 
cold-drawn PVC foil: (1) dL = 0; (2) dL = 25 mm; (3) dL 50 mm. 
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foil absorber is shown m Fig. 8.23. The wavelength of the incident sound is large 
compared with the typical dimensions of the coffers. Consequently, the incident 
sound periodically compresses the air in the individual coffers by exiting all of 
the volume-displacing modes of vibration of the vanous coffer walls. Because of 
the small thickness of the coffer walls, these resonances fall mto tlle frequency 
range of 200-3150 Hz, which 1s of pnmary interest in building applications.49 

The foil material can be plastic (PVC) or metal. It is beneficial to emboss the 
foil because this leads to a more even distribut10n of the resonance frequencies. 
Figure 8.24 shows the measured random-incidence sound absorption coefficient 
obtamed with two different foil absorber configuratlons. indicating tllat significant 
broadband sound absorption is achievable. 

The key advantage of tllese foil absorbers is that they are nonporous, do 
not support bacterial growth, are lightweight, and can be made light transpar
ent. Their main application is in brewenes, packaging plants, hospitals, and 
computer chip manufacturing areas, where high emphasis is placed on hygiene 
and dust cannot be tolerated. They also lend themselves as sound absorbers 

. in high-moisture environments such as sw1mmmg pools and as muffler baffles 
ID cooling towers. Their light transparency is a distinct advantage m indus
trial halls. Considerable expenence has been gamed in such applications in 
Europe.49 
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9.1 INTRODUCTION 

Chapter Organization 

This chapter is organized .in seven sectlons. The present section reviews some of 
the significant milestones in silencer design, citing relevant references. Section 9 .2 
reviews the acoustlcal criteria commonly used to determine silencer performance. 
Section 9.3 discusses the decomposition of a silencer into basic acoustical trans
mission elements, presents transmission matrix expressions for some elements 
used in the Section 9.4 examples, and provides references for additional ele
ments not explicitly covered in this chapter. Section 9.4 discusses the predicted 
performance of several silencer designs and provides selected examples of designs 
aimed at achieving specific acoustical goals. Section 9.5 provides a more quali
tative discussion of perforated-element mufflers along with a few muffler design 
examples. Section 9.6 considers dissipative silencers most widely used to atten
uate broadband n01se m ducts with gas flow with a minimum of pressure :drop 
across the silencer. Section 9.7 discusses designs that combine reactive sil~ncer 
low-frequency tonal performance with passive silencer high-frequvncy broadband 
performance. A reader solely interested in desigmng a silencer for a specific 
application may proceed directly to Sections 9.3-9.7. 

Background Information 

The noise generated by air/gas handling/consummg equipment, such as fans, 
blowers, an'c\ internal combustion engines, 1s controlled through the use of two 
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types of devices: (1) passive silencers and lined ducts whose performance 1s a 
function of the geometric and sound-absorbing properties of their components and 
(2) active noise control silencers whose noise cancellation features are controlled 
by various electromechanical feed-forward and feedback techniques. This chapter 
focuses on passive silencers while active noise control is discu_ssed in Chapter 17 
and lined ducts are covered in Chapter 16. 

In the remainder of this chapter, the term silencer is often used generically to 
refer to any type of passive noise control device. Specific names are mtroduced 
primarily in cases where the use of "silencer" may lead to ambigmties. 

Over the last four decades silencers have been the focus of many research 
programs that improved the understanding of the basic phenomena and resulted 
in more accurate design methods. The groundwork for the behavior of lined ducts 
with no flow was laid even earlier by Morse1 and Cremer,2 and the first system.
atic evaluation of mufflers with no flow was conducted by Davis et al.3 Those 
works were followed by numerous theoretical and expenmental investigations 
which addressed additional important issues such as uniform flow, temperature 
gradient, and the behavior of new silencer components that are common in mod
ern applications. ReVIews of the major accomplishments in this area have been 
presented periodically in the form of individual articles in professional journals, 
chapters in engineering handbooks,4- 7 and, more recently, books by MunJal8•9 

solely devoted to mufflers. 
The analytical work ,on this subject benefited substantially from the early 

adaptation of the transfer matrix approach to silencer modeling. This method, 
which was promoted for the description of mechanical systems early on, 10 was 
used along with electrical analogs to describe the behavior of basic silencer 
components11 for plane-wave sound propagation m the absence of flow. Sub
sequent investigations began addressing the effects of flow on fue response of 
elements consisting of area discontinuities12•13 and generating transfer matrix 
models for silencer elements. The predicted performance of various reactive 
silencers using transfer matrices with convective and dissipative effects in the 
presence of flow agreed well with measured data. 14 

Concurrently, systematic studies were initiated on the behavior of perforated 
plates (perforates) to take advantage of their dissipative properties 15- 17 for general 
applications in the transportat10n industry. Such perforates are used in automo
tive applications as part of the two- and three-pipe elements featuring one and 
two perforated pipes, respectively, contained within a larger diameter rigid-wall 
cylindrical cavity. Such configurations were investigated18 - 23 by combimng an 
orifice model with the transfer matrices of the axially segmented perforated tube 
or tubes and the unpartitioned cavity. 

At higher frequencies or for large mufflers, three-dimens10nal effects become 
significant. The approaches used in three-dimensional silencer analysis include 
the finite-element, boundary-element, and acoustical-wave finite-element mefu
ods. Each has some inherent advantages at higher frequencies where .higher order 
modes will start propagating, but on the average they are much more complex 
and time consuming to implement. Therefore, the plane-wave transfer matrix 

SILENCER PERFORMANCE METRICS 281 

method is presently the most widely used approach, particularly for synthesis of 
an irntial configuration of a passive silencer.24- 26 

Experimental work conducted in parallel with the analysis validatedthe devel
oped models and pointed out areas requiring further investigation. Methods for the 
direct measurement of transfer matrices were developed27- 31 to validate/modify 
the models of existing silencer elements. Substantial attention was also paid 
to the source impedance, which was expected to influence the insertion loss 
of a silencer and the net radiated acoustical power of fue system. The source 
impedance of a six-cylinder engine was measured with an impedance tube using 
pure tones,32•33 and the impedance of electroacoustical drivers and multicylinder 
engines was subsequently measured34- 37 using the much quicker two-microphone 
methods. 38- 40 More recent indirect methods characterized the source impedance 
through measurements using two, three, or four different acoustical loads,41 - 46 

The research performed and the knowledge developed in the field of pas
sive silencers are very extensive and cannot be adequ;:ttely covered in a smgle 
chapter. Accordingly, this chapter reviews the basic background information, 
summarizes the methodologies for silencer design, demonstrates these approaches 
through selected examples, and discusses additional topics and references useful 
to general applications. A reader wishing to acquire more iufonnatlon on internal 
combustion engine silencers is urged to review references 47-50 for a summary 
of a general automotive silencer development approach and of typical predicted 
and measured results, references 51 al\d 52 for condensed qualitative reviews 
of the accomplishments in this field, and references 8 and 9 for an ~xtensive 
bibliography on and a detailed discussion of most silencer-related topics. 

9.2 SILENCER PERFORMANCE METRICS 

The majority of noise sources have an intake and an exhaust and, generally, 
they require both intake and exhaust silencers. The two cases are characterized 
by different flow direction, back pressure, average gas temperature, and average 
sound pressure levels, but the corresponding hardware 1s developed usmg the 
same principles and design methods. The following discussion is tailored to 
exhaust silencers but it is equally applicable to mtake silencers. 

Silencer Selection Factors 

The use of a silencer is prompted by the need to reduce the radiated noise of a 
source but, in most applications, the final selection 1s based on trade-offs between 
the predicted. acoustical performance, mechanical performance, volume/weight, 
and cost of the resulting system. 

During development, the acoustical performance (insertion loss) of a candidate 
silencer is determined from fue free-field sound pressure levels measured at the 
same relative locations with respect to the noise outlet of the unsilenced and 
silenced sources. If the noise outlet is inserted mto a reverberant space, then 
the difference. can be measured anywhere within the reverberant field, and the 
difference sound pressure level represents the power-based insertion loss. 
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The impact of the silencer on the mechanical performance of the source is 
deterrmned from the change in the silencer back pressure. For a continuous-flow 
source, such as a fan or a gas turbine, the impact is determined from the increase 
in the average back pressure; by contrast, for an intermittent-flow source, such 
as a reciprocating engine, the impact is a function of the increase in the exhaust 
manifold pressure when an exhaust valve is open. 

Most silencers are subject to volume/weight constraints, which also influ
ence the silencer design process. In addition, the imtial purchase/installat10n cost 
and the periodic maintenance cost are other important factors that influence the 
silencer selection process. 

Since noise is the root cause of silencer design, the remainder of this chapter 
focuses on the prediction of a silencer's acoustical performance and also on the 
estimation of back pressure. The additional performance criteria associated with 
hardware volume, weight, and cost are trade-off parameters to be determmed 
separately for each application. 

Factors Influencing Acoustical Performance 

Reactive and Dissipative Silencers. The net change I:),. W in the acoustical 
power radiated from a source can be expressed as 

where W1 and W2 correspond to the unsilenced and silenced sources (Fig. 9.1), 
W1 W1 is the net change in the acoustical power output of the source resulting 
from changes m the silencer's reflection coefficient, and Wd is attributable to the 
dissipative properties of the silencer. 

A1 

~-P_; _____ :_· ••• • 7W1 

' 

-Pr 

Source Muffler 

FIGURE 9.1 Radiated noise reduction mechanisms of a silencer. 
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The reflection coefficient 1s manipulated primarily by mtroducing cross-sec
tional discontinuities in the pipmg system, and the dissipated part Wa depends 
largely on the dissipative properties of the silencer elements. In practice, all 
silencer elements reflect and dissipate acoustical energy to some extent. However, 
traditionally, they have been categorized mto reactive and dissipative silencers 
when their insertion loss is dommated by reflective and dissipative mechanisms, 
respectively. This convention has also been adopted in this chapter, but the reader 
should be aware that most common applications mvolve various degrees of over
lap between the two extremes. 

Flanking Paths and Secondary Source Mechanisms. The acoustical power 
radiated from a silenced soi.tree, such as an engine, includes airborne noise (WEx) 
from the exhaust pipe outlet, silencer shell noise (WsH) radiated from the. vibrating 
walls of the silencer and exhaust line pipes, and a contribution (WAo) from 
additional sources, such as source shell and source intake, located upstream of 
the silencer. 

The shell noise results from the excitation of silencer components by the 
vibrating engine, by the intense internal acoustical pressure fields, and by aero
dynamic forces. These contributions can be reduced substantially through various 
methods, but they cannot be totally elilninated and, eventually, they set the limit 
for the achievable insertion loss for high-performance silencers. 

The acoustical power contributions WsH and WAD are excluded from further 
.consideration in the remainder of the chapter; that is, the discussion is focused on 
the impact of silencers on the airborne noise contributions WBX· However, one 
should be aware of their existence and significance, partlcularly in experimental 
applications where limited resources may lead to the measurement of WEx in the 
presence of WsH arid WAD• 

Silencer System Modeling 

Silencer Component Representation. The basic components of a typical 
silencer system comprise the noise source, silencer, connecting pipes, and sur
rounding medium (Fig. 9.2a). The pipe connecting the source to the silencer 
is treated as part of the source. Figure 9.2b shows the corresponding electrical 
analog of the acoustical system, which is widely used to facilitate the represen
tation and handl_ing of acoustical transmission lines. This analog model, which 
uses acoustical pressure p and mass velocity p0Su in kg/s, instead of voltage 
and cmTent, represents the noise source with a source pressure p, and an inter
nal impedance Z,, the silencer and pipe segment with four-pole elements (Tij 
and Dij), and the surrounding medium with a termination (or radiation load) 
_impedance Zr. Analytical expressions for the transfer matrices of pipes and 
selected silenc~r elements are presented in references 8 and 9. Some of them are 
given later in Section 9.3. 

Let p;, u;, i = 1, 2, 3, designate the acoustical pressure and particle velocity 
at the mterfaces of acoustical components of the source-silencer-load system 
illustrated in Fig. 9.2b. These quantities may be obtained by solving the system 
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Source Muffler Tail 
C pipe : Open 

~-~· space 

3 '--------2 
(a) 

Muffler 
(T) 

(b) 

FIGURE 9.2 (a) Acousticafand (b) electrical analog components of a silencer. 

of equations describing the response of the components depicted in Fig. 9.2b, 
namely, 

[ 
P2 ] [ Du D12] [ Pl ] 

p0S2u2 D21 D22 P0S1u1 

Pi = Zrp0S1u1 

(9.2) 

(9.3) 

(9.4) 

(9.5) 

where p0 is the mean gas density and S; is the duct cross-sectional area at 
the ith location. The calculated quantities p;, p0S1u1, t 1, 2, ... , can then be 
combmed with the selected pe1formance cnterion to deterrmne the effectiveness 
of the silencer. 

Acoustical Performance Criteria. The most frequently used performance cri
teria are the msertion loss (IL), noise reduction (NR), and transm1ss10n loss (TL). 
All three use a sound-pressure-level difference as a performance indicator; there
fore, they require no explicit knowledge of the source strength Ps, of Eq. (9.2). 
The number of required system parameters (source impedance Zs, transfer matrix 
elements D;j, and termination impedance Zr*) other than the silencer matnx Tij 
can be -further reduced by the specific choice of the performance criterion. 

The IL is defined as the change in the radiated sound pressure level resultmg 
from the insertion of the muffler, that is, the replacement of a pipe segment of 
length li (Fig. 9.3a) located downstream from the-source by the silencer and a 
new tail-pipe segment of length l2 (Fig. 9.3b). Insertion loss is expressed as 

IL Lb La = 20 log I;: I (9.6) 

*The impedance Z m this chapter 1s defined as p;/(POS;ui), 
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J<"IGURE 9.3 Quantities use for the determination of. (a,b) insertion loss, (c) noise 
'reduction, and (d) transmission loss. 

where Pb, Pa and Lt,, La are the measured sound pressures and sound pressure 
'levels at the same relative• location (distance and orientation) with respect to the 
exhaust outlet (Fig. 9.3a) before and after the installation of the muffl,er and "log" 
refers to a logarithm with respect to the base 10. Mathematically, • 

IL= 20 log I Tt1Zr + 1h + T21ZsZr + 'I'22Zs I (9_7) 
Du Zr+ D12 + D21ZsZr + D22Zs 

where Tij is the combined transfer matrix element of t.1:ie silencer and its tail pipe 
(T TD); and Dfj is the transfer matrix element of the replaced exhaust pipe 
segment. If the silencer is simply added to the end of the source (/1 = l2 = 0 
m Figs. 9.3a and b), then both D 1 and D are identity matrices (see Transfer 
Matrices for Reactive Elements in Section 9.3) and Eq. (9.7) is reduced to 

IL(l1 = h 0) 20 log I TuZ, + T12 + T21Z,Z, + T22Zs I 
Zr+ Zs I 

(9.8) 

The noise reduction is given by 

(9.9) 

that 1s, it is the difference between the sound pressure levels measured at two 
points 1 and 2 (Fig. 9.3c) of the silenced system located upstream and down
stream of the silencer, respectively. If Dij and 'T;j represent the tra1:-sfer matrix 
elements for the silencer portions downstream of points 1 and 2, respectively, 
the noise reduction is given by 

NR (9.10) 
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C 

The TL is the acoustical power-level difference between the incident and 
transmitted waves of an anechoically terminated·silencer (see Fig. 9.3d). In terms 
of the corresponding transfer matrix, the transmission loss is given by 

TL= 20 log I T11 + (S/c)T12 ~ (c/S)T21 + T22 I (9.11) 

where c is the speed of sound at design temperature and S is the cross-sectional 
area of the reference pipe. 

This expression assumes that (a) the area of cross section of the exhaust pipe 
upstream of the silencer is the same as that of the tailpipe, that is, S; (b) the 
silencer is simply added at the end of the source (l1 = l2 = 0); and (c) the tail 
pipe end ( or radiation end) is anechoic (Zr = c / S). 

The IL ts the most appropriate indicator of a silencer's performance because 
it is the level difference of the acoustical power radiated from the unsilenced 
and silenced systems. It is easy to quantify from pre- and postsilencing data, 
but it is hard to predict because 1t depends on Z, and Zr, which vary from 
one application to another. By contrast, the TL is easy to predict but is only an 
approximation of the silencer's actual performance because 1t does not account 
for the source impedance and it models all silencer outlets with anechoic termina
tions. Equations (9.7) and (9.11) show that the TL and IL of a silencer become 
identical when the noise source and silencer termination are anechoic, that is, 

:::::: Zr c/S. Similarly, It can readily be shown8 that for a constant-pressure 
source (Zs = 0), the NR and IL become identical, provided the cross-sectional 
area of the exhaust pipe upstream of the silencer is the same as that of the 
tailpipe. 

The ultimate. selection of an evaluation criterion is based on trade-offs between 
the destred accuracy in the predictions and the amount of available resources. 
For example, Zs, required for IL predictions, can be determined experimentally 
through various methods,32- 46 but the procedure is too costly for the majority 
of applications. As a result, the silencer design is, generally, based on predicted 
TL, with a clear understanding of the associated approximations, while the final 
evaluation of the hardware during field tests 1s based on the measured IL. 

9.3 REACTIVE SILENCER COMPONENTS AND MODELS 

Reactive silencers consist typically of several pipe segments that interconnect a 
number of larger diameter chambers. These silencers reduce the radiated acous
tical power primarily through impedance rmsmatch, that is, through the use of 
acoustical impedance discontinuities to reflect sound back toward the source. 
In essence, the more pronounced the discontimuties, the higher the amount of 
reflected power. Acoustical impedance discontinuities are commonly achieved 
through (a) sudden cross-sect10nal changes (i.e., expansions or contractions), 
(b) wall property changes (i.e., trans1t10n from a rigid-wall pipe to an equal
diameter absorbing wall pipe), or (c) any combination thereof. 
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Silencer Representation by Basic Silencer Elements 

Every silencer can be divided into a number of segments or elements each rep
resented by a transfer matrix. The transfer matrices can then be. combined to 
obtain the system matrix, which may then be substituted into Eqs. (9.7), (9.10), 
or (9 .11) to predict the corresponding acoustical performance for the silencer 
system. 

The procedure is illustrated by considering the silencer of Fig. 9.4, which 
is divided mto the basic elements, labeled 1-9, indicated by the dashed lines. 
Elements 1, 3, 5, 7, and 9 are simple pipes of constant cross section. Element 
2 is a simple area expansion, element 4 is an area contraction with an extended 
outlet pipe, element 6 is an area expansion with an extended inlet pipe, and 
element 8 1s a simple area contraction. The nme elements are characterized by 
the transfer matrices T(l) through r<9l; therefore, the system matrix res) for the 
entire silencer is obtained from 

(9.12) 

through, matrix multiplication. The matrices for each of the above elements may 
be derived from the formulas presented later in this section. 

A few of the most common reactive muffler elements are discussed in this 
section and some are used in illustrative. design examples. Additional elements 
that were the subject of previous mvestigations mclude gradually varying area 
ducts (such as horns), uniform-area compliant-wall ducts (such as hoses), Quincke 
tubes, inline cavities, inline bellows, catalytic converter elements, branch sub 
systems, side inlets/outlets, cavity-backed resistive-wall elements, and perforated
duct elements with and without mean flow through the pe1forations. Transfer 
matrices for each of these elements have been derived over the last three decades 
by different researchers,53 - 70 and explicit expressions for thetr four-pole param
eters are given in detail m references 8 and 9. 

The variety of silencer elements and the multitude of elements per silencer 
result in numerous silencer configurations; therefore, a comprehensive study of 
all possible silencer applications is beyond. the scope of this work.. For this 
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FIGURE 9.4 Decomposition of a silencer into basic elements. 
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reason, the remamder of this chapter uses selected silencer configurations to 
demonstrate 

(a) the typical process for modeling a basic silencer element with a (four-pole 
parameter) transmission matrix, 

(b) the process for predicting the acoustical performance of a given silencer 
configuration from the properties (transmission matrices) of its constituent 
elements, and 

(c) the process for selecting a silencer design to achieve approximately a 
specified acoustical performance. 

Furthermore, Section 9 .5 provides additional information and sketches for 
perforated-tube elements and analyzes the performance of selected perforated
tube muffler configurations. The reader could also apply the demonstrated design 
process to any other silencer configurations by obtaining and utilizing the relevant 
transmission matnx information from the corresponding references 8, 9, 53-69. 

Transfer Matrices for Reactive Elements 

The transfer matrix of a silencer element is a function of the element geometry, 
state variables of the medium, mean flow velocity, and properties of duct liners, 
if any. The results presented belo~. correspond to the linear sound propagatmn 
of a plane wave in the presence of superimposed flow. In certain cases, the 
matrix may also be influenced by nonlinear effects, higher order modes, and 
temperature gradients; these latter effects, which can be included in special cases, 
are discussed qualitatively later in this section, but they are excluded from the 
analytical procedure described below. The following is a list of variables. and 
parameters that appear in most transfer matrix relations of reactive elements: 

Pi acoustical pressure at i th location of element 
Ui = particle velocity at ith location of element 
Po = mean density of gas, kg/m3 

c = sound speed mis,= 33ly'0 /273 
0 absolute temperature, K = °C + 273 

S; cross section of element at ith location, m2 

Y; c!S; 
A, B = amplitudes of right- and left-bound fields 

kc = ko/(1 M 2) assuming negligible frictional energy loss along straight 
pipe segments 

ko = (,t)jc = 2rrf/c 
w = 2rrf 
f frequency, Hz 

M = Vic 
V = mean flow velocity through S 

Tij = (ij)th element of transmission matrix or transfer matrix 
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Symbols without subscripts, such as V, c, and M, describe quantities associated 
with the reference duct 

Pipe with Uniform Cross Section. The acoustical pressure and mass velocity 
fields p, PoSu in a pipe with uniform cross section S and a mean flow Vo are 
given by 

p(x) 

PoSu(x) 

(Ae-jkcX + Bejkcx)ej(Mkcx+wt) 

. . ei(Mkcx+wt) 
(Ae-Jkcx - BeJkcX)---

y 

(9.13a) 

(9.13b) 

where S is the cross sectton of the pipe. Equations (9.13a) and (9.13b) can 
be evaluated at x = 0 and x = l to obtain the corresponding fields p2, PoSu2 
and PI, PoSu1, respectively. Upon eliminat10n of the constants A and B, one 
obtains8,13 

[ P2 ] [ T11 T12] [ Pl ] 
PoSu2 T21 T22 P0Su1 

where the transmission matrix Tp,pe is given by 

[
Tu 
T21 

Ti2] 
T22 pipe 

jYo smkcl] 
coskcl 

(9.14) 

(9.15) 

In the transfer matrix ofEq. (9.15) the acoustical energy dissipation that may 
result from friction between the gas and the rigid wall as well as from turbulence 
is neglected. These effects, which would result in a slightly different matrix,8 

may be noticeable in very long exhaust systems but they are negligible for most 
silencer applications. 

Cross-Sectional Discontinuities. The transition elements used to model most 
cross-sectional discontinmties are shown in Figs. 9.5b,c,e,f and in the first col
umn of Table 9.1. Usmg decreasmg element-subscript values with distance from 
the noise source, the cross-sectional areas upstream, at, and downstream of the 
transition (S3; S2, and Si) are related through8 

(9.16) 

where the constants C1 and (Table 9.1) are selected so as to satisfy the corn-
, patibility of the cross-sectional areas across the transition. 

For each configuration, Table 9.1 also shows the pressure loss coefficient K, 
which accounts for the conversion of some mean-flow energy and acoustical 
field energy into heat at the discontinuities. As mdicated, K ::::: 0.5 for 
area contractions, while K -+ (Si/ S3) 2 for area expansions at large values 
of Sif S3. 
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(a) 

(c) (e) 

(b) (d) {f) 

FIGURE 9.5 Basic silencer element: (a) plain pipe; (b,c) extended tube inle1/outlet; 
(d) resonator; (e,f) reversal expansion/contraction. 

TABLE 9.1 Parameter Values of Transition 
Elements 

Element Type • 

-1 -1 

-1 

-1 

-1 

K 

0.5 

Transfer matrices for cross-sectional discontinuities ( csd) in the presence of 
mean flow that include terms proportional up to the fourth power (M4

) of the 
Mach number are presented in reference 8. However, in most silencer design 
applications, M « I;· therefore, terms of the form 1 + Mn, n ~ 2, are set to 
uruty. This simplification reduces the matrix Tcsd, which relates the upstream and 
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downstream acoustical fields p3, pSu3 and Pl, pSu1 through 

[ P3 ] • [ Pl ] S =Tcsd S 
Po 3 u 3 upstream Po 1 u I ctownstream 

(9.17) 

to 

[Tcsctl [ C:S2 

C1S2Z2 + S2M3Y3 

(9.18) 

where 2 2 ( c / S2) cot kol2 

12 = length of extended inlet/outlet pipe, m 
(9.19) 

Letting length lz tend to zero (as in the case of sudden expansion and con
traction shown in Fig. 9.5) yields the transfer matrix 

[ b K~1Y1] (9.20) 

Resonators. A resonator 1s a cavity-backed opening in the sidewall of a pipe 
Fig. (9.5d). The opening may consist of a single hole on the pipe wall (Fig. 9.6a) 
or a closely distributed group of holes (Fig. 9.6b). The volume behind this open
ing can comprise a throat of length li and cross section Sn terminated )Jy a 
straight pipe of cross-sectional area Sc and depth le (Fig. 9.6c), a concentric 
cylinder extending a length l,, and ld • upstream and downstream of the open
mg (Fig. 9.6d), an odd-shaped chamber of total volume Ve (Fig. 9.6e), or an 
extended-tube (quarter-wave) resonator of length l2 (Figs. 9.5b,c,e,f). 

The resonator opening m the wall of the mam duct 1s assumed to be well 
localized; that is, the axial dimension of the perforated section is much smaller 
than the wavelength and typically smaller than a duct diameter. This requirement 
ensures that the duct-cavity interaction 1s in phase over the entire surface of 
the connecting opening. Transmission matrices for multihole openings with sub
stantial axial dimensions requinng modeling by perforated-tube elements may be 
found in references 8 and 9. 

The transfer matrix for a resonator for a stationary medium is given by9 

T, -U :] (9.21) 

where Z, = Zi + Zc, Zr is d1e impedance of the throat connecting the pipe to 
the cavity, and Zc is the impedance of the cavity. Here, Zc is independent oi the 
flow in the main duct and is given by one of the following expressions: 

I 
Zu= 

Zee= 

Zgv 

C 
Sc cotkolc 

C 1 

Sc tankolu + tan kola 
C 

koVc 

(9.22) 
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FIGURE 9.6 Resonator components and configurations. 

where the subscripts tt, cc, and gv refer to the transverse-tube (quarter-wave 
resonator), concentric-cylinder, and general-volume cavities. These quantities and 
the lengths lu, la, and le, the cross section Sc, and the volume Ve are illustrated in 
Fig. 9.6. It should be noted that at low frequencies (kolc « 1 and kolu, kold « 1) 
both Z 1t and Zee are reduced to the expression of Zgv• 

The Impedance Z1 of the throat connectmg the duct to the cavity changes 
dramatically with grazing flow; therefore, it is characterized by two sets of values. 
For M = 0, this quantity is given by 

fM=Ol 1 (ck5 , cko(lt + l.7ro)) 
Z1 =- -+1-----

nh rr So 
(9.23) 

where l1 is the length of the connecting throat, r0 the orifice radius, S0 the area 
of a single orifice, and nh the total number of perforated holes. In the absence of 
mean flow, this expression has yielded good agreement between predicted and 
measured results for single-hole and well-localized multihole resonators. 

The presence of grazmg flow (Mi= 0 in the duct) has a strong effect on the 
impedance 2 1 of the resonator throat. Measurements conducted using smgle- and 
multihole throats15•57 have led to the empirical expression 

z[M,60] 
t -~[7.3 X 10-3(1 + 72M) + j2.2 

er So 

x 10-5 (1 + 5111)(1 + 408ro)f] (m s)-1 (9.24) 
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where the parameters lt and r0 in Eq. (9.23) are in meters and er is the porosity. 
The expression of Eq. (9.24) is more appropriate for predictions in the presence 
of grazing flow. 

Transmission Matrices for Other Elements. The mass and momentum con
servati?n laws used to denve the transmission matrices for a pipe segment, 
area d1scontinmties, and resonators can be similarly deployed to obtain simi
lar expressions for other elements. The reader may find additional information 
on transmission matrices m references 8, 9, and 53-69. 

9.4 PERFORMANCE PREDICTION AND DESIGN EXAMPLES 
FOR EXPANSION CHAMBER MUFFLERS 

Simple Expansion Chamber Muffler (SECM) 

This silencer consists of an exhaust pipe, an expansion chamber, and a tail pipe 
of different transverse dimensions as shown m Fig. 9.7. The TL for this simple 
configurat}on may be obtamed by substitiiting mto Eq. (9.11) the transmission 
matrices for these elements obtained from Eqs: (9.15) and (9.18). 

In a simplified case, where the flow is or is assumed to be insignificant, the 
product of the three matrices is reduced to the expression 

TL = 10 log [ 1 + 0.25 ( N - ~) 
2 

sin2 kL] dB (9.25) 

where k is the wavenumber, L is the chamber length, and N is the area ratIO 
given by N = S2/S1, where is the area of cross section of the chamber and 
S1 that of the tail pipe or exhaust pipe (assumed to be equal). 
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FIGURE 9.7 Simple expans10n chamber muffler: (a) typical cross section; (b) muffler 
elements; (c) predicted transmission loss for different area ratios. 
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The predicted TL is presented in Fig. 9.7c for.a few values of the area ratio 
N and displayed versus the dimensionless quantity q = kL / rr. The troughs of 
the TL curve occur at kL/rr = n, while the peaks occur at kL/rr = (2n 1)/2, 
where k = w / c is the wave number and n is an integer. 

Example 9.1. The predicted curves of Fig. 9.7c can be used to develop a start
mg design of a SECM with a. given performance goal. For example, assume 
that we need a 10-dB reduction for a 180-Hz tone generated by the exhaust of 
a small engine venting through a pipe with a diameter d 2 m. (5.1 cm) at a 
temperature of 50°C and at a negligible flow speed. 

The typical design process aligns the 180-Hz tone with one of the predicted 
acoustical performance peaks. Generally, alignment with a peak on a low-area
ratio (S2/S1) curve will mininlize the muffler diameter and alignment with a 
peak at a low value of kL/rr will minimize the length of the resulting muffler. 
In the present example, the design may proceed along the following steps: 

• Step 1: The 180-Hz tone is aligned with the predicted 12-dB peak of the 
S2/S1 8 curve at kL/rr = 0.5 (Fig. 9.7c). 

• Step 2: At 50°C (323 K), the sound speed c 331 radical ✓323/273 = 
360 mis. 

• Step 3: The corresponding wavenumber k 2rrf /c = 2rr x 180/360 
3.14 rad/m. 

• Step 4: The required muffler length L (given by kL/11: = 0.5) = 0.5rr / k = 
0.Srr/3.14 = 0.5. 

• Step 5: The required muffler diameter D d✓S2f S1 = 5.lv'S 14.4 cm. 

One important implication of antilog addition and subtraction is that ra1smg 
the trough levels of the IL (or, for that matter, the TL) by an amount DL has a 
more favorable impact than raising the peaks by the same amount DL. Therefore. 
it is desirable to try to raise the troughs (particularly, the first few at the lower 
end frequency range) through design adjustments, even at the expense of some 
reduction in the peaks of the revised muffler configuration. 

A major disadvantage of the simple expansion chamber silencer is that in 
certain applications time-varying tones and their harmomcs may align simulta
neously with the periodic troughs and cause a severe detenoration in acousti
cal performance. This problem may be resolved to varymg degrees by using 
extended-tube (inlet and/or outlet) elements. 

Extended-Outlet Mufflers 

An extended-outlet muffler (Fig. 9 .8a) represents the first incremental step toward 
improving the performance of a single-chamber muffler. This configuration is 
decomposed into the three basic elements illustrated in Fig. 9.8b: 

• a sudden expansion element (SE) at the inlet, flush w1th the left wall of the 
chamber; 
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FIGURE 9.8 Extended-outlet expansion chamber: (a) typical configuration; (b) con
stituent muffler elements. 

• a pipe element (P); and 
• an extended-outlet element (EO) at the right end of the chamber. 

The extended-outlet muffler design introduces a new length, L1, which 
increases by 1 the number of dimensionless parameters (L/d, S2/S1, and Lif L) 
that can be used to optirmze the muffler's TL. 

Transmission matrices for the silencer elements shown in Fig. 9.8b are obta
ined from Eq. (9.15) (for the pipe element P), Eq. (9.18) (extended-outlet ele
ment EO), and Eq. (9.20) (sudden expansion element SE). 

It should be noted that at certain frequencies. the impedance Z2, introduced 
by the transmission matrix of Eq. (9.19) for the extended-outlet element, wpuld 
approach zero, and the branch element would generate a pressure release ,con
dition. Under these conditions, the mcident wave would appear to interact f\.Vith 
a closed-end cavity, and no acoustical power would be transmitted downstream. 
For rigid end plates, this condition would occur when cot(kL1) = 0, correspond
mg to kLi/rr (2n 1)/2. Accordingly, a dominant peak in the source spectrum 
can be reduced significantly by proper selection of the tube length extended into 
the chamber. 
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FIGURE 9.9 Transrmssion loss of extended-outlet muffler for different outlet pipe len
gths: M = 0; Lif L equals (a) 0.75, (b) 0.5, (c) 0.25, and (d) 0.2. 

Figures 9.9a-9.9d illustrate the variation of the TL for an extended-outlet 
expansion chamber for four values of the dimensionless parameter Li/ L. As 
expected, the maximum peak of TL shifts toward higher frequencies as L 1 / L 
decreases. Furthermore, a smtable choice of Lif L, resulting in kLif:n: = 
(2n - 1)/2, n being an integer, relocates some performance peaks so as to elimi
nate some of the troughs that would otherwise occur at kL = mr (Fig. 9.7c) for 
the simple expansion chamber muffler. This behavior is explmted in the following 
two design examples. 

Example 9.2. Consider the application requiring a 15-dB reduction of a steady 
120-Hz tone generated by the exhaust of a small engme venting through a pipe 
with a diameter d 1.5 in. (3.8 cm) at a temperature of 100°C and at a negligible 
flow speed. 

Since the tone 1s steady, that is, its does not vary appreciably versus time, we 
can consider aligning it with one of the sharp peaks in the predicted TL. This 
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suggests selection of the Fig. 9.9a configuration, characterized by LtfL 0.75, 
which has a family of relatively sharp peaks at kL/n 0.75. 

In the present .~xample, the design may proceed along the following steps: 

• Step 1: The 120-Hz tone is aligned witll the predicted > 12-dB peak of the 
S2/S1 8 curve at kL/:n: = 0.75 (Fig. 9.9a). 

• Step 2: At 100°C (373 K), the sound speed c = 331✓373/273 387 mis. 
• Step 3: The corresponding wavenumber k = 2:n:f Jc 2n x 120/387 

1.95 rad/m. 
• Step 4: The required muffler length (given by kL/n 0.75) L 0.75n/ 

1.95 = 1.2 m. 
• Step 5: The required muffler diameter D d✓Si/S1 = 3.8✓8 10.8 cm. 

Example 9.3. Consider the application requiring a 10-dB reduction of a time
varying 150-Hz tone generated by the exhaust of a small engine ventmg through 
a pipe with diameter d 2.5 in. (6.3 cm) at a temperature of 80°C and at a 
negligible flow speed. Furthermore, assume that the a variable load in the engine 
causes its frequency to vary ±15%, that is, operating anywhere in the 127 < 
f < 172-Hz range. 

Since the frequency of the tone is unsteady, we can consider aligning it with 
one of the "broad" peaks in the predicted TL. This suggests selection of the 
Fig. 9.9b configuration, characterized by L 1/L 0.5, which has a family of 
relatively "broad hill peaks" around the spikes occurring at kL/n = 1. 

All curves with S2/ S1 2: 4 appear to have TL > 10 dB within 15% of 
kL/n = 1. For a conservative result, we select the curve with S2/S1 8 and 
complete the muffler design using the following steps: 

• Step 1: The 150-Hz tone is aligned with the predicted > 10-dB peak of the 
S2/S1 8 curve at kL/n = 1 (Fig. 9.9b). 

• Step 2: At 80°C (353 K), the sound speed c = 
• Step 3: The corresponding wavenumber k = 2n f / c 

rad/m. 

= 376 mis. 
2:n: X 150/376 = 2.5 

• Step 4: The reqmred muffler length (given by kL/:n: = 1) L I.0n/2.5 = 
1.25 m. 

• Step 5: The required muffler diameter D d✓S2/S1 6.3✓8 18 cm. 

The TL for extended-inlet silencers can be denved in a s1milar manner. For 
negligible values of flow, the1r acoustical performance is similar to that of the 
extended-outlet silencers; in other words, for negligible inflow, either side of the 
muffler can be used as tile inlet with no appreciable change in the TL. 

Double~ Tuned Expansion Chamber (DTEC) 

The "filling up" of the troughs achieved through tile extended-outlet muffler can 
be further enhanced through the simultaneous deployment of an extended-inlet 
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pipe of length L2 (double tuning). An extended inlet introduces an additional 
parameter, L2/ L, which used in conJunction with the extended-outlet parameter 
LJ/L can fill up additional troughs and further improve the achievable TL over 
a broader frequency range. For optimum results, L I and L2 are selected so as to 
neutralize different sets of troughs to the extent possible. 

The new double-tuned expansion chamber (DTEC) silencer design (Fig. 9 .1 0a) 
is decomposed into three basic elements (Fig. 9.10b): 

• an extended-mlet element (EI) at the left end of the chamber, 
• a pipe element (P), and 
• an extended-outlet element (EO) at the right end of the chamber 

Thus, the introduction of the new length, L2, for the extended inlet enhances 
the optimization of the DTEC' s transmission loss through an mereased number 
of dimensionless parameters, which now include d/L, S2/S1, Li/L, and L2f L. 

Transmiss10n matrices for the Fig. 9.IOb silencer elements. are obtained from 
Eq. (9.15) (for the pipe element P) and from Eq. (9.18) (extended-inlet and 
extended-outlet elements EI and BO). 

Of the infimte number o{ (L2/L, Lt/L) combinations, a selection of L1 = 
L/2 and L2 = L/4 leads to a particularly favorable TL. Specifically, smce the 
extended-inlet element mcludes a term proportional to cot(kL2) [see Eqs. 9.18 
and 9.19];it produces stop bands at kL2 = (2n - l)n/2 or, equivalently, at kL 
2(2n - l)n, filling up the troughs at kL/rr: = 2, 6, 10, .... Similarly, since the 
BO element includes a term proportional to cot(kL1), it produces stop bands at 
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FIGURE 9.10 Double-tuned expansion chamber: (a) typical configuration; (b) con
stituent elements; (c) predicted TL for L2 = L/4, L 1 = L/2. 
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kL 1 (2n - l)n/2 or, equivalently, at kL (2n l)n, filling up the troughs at 
kL/n = I, 3, 5, .... In other words, this design features troughs only at kL/n = 
0, 4, 8, 12, .... 

The corresponding predicted TL for a few area ratio values is shown in 
Fig. 9.10c. Its most prominent feature is the lack of troughs at locations other 
than at kL/n 4n, n being an mteger. Accordingly, this design offers a better 
solution for broadband performance than any of the previous configurations. High 
reduction limited to a narrow band (like Fig. 9.9a) can be achieved by adjusting 
the inlet/outlet lengths away from their (Lif L, L2/L) (½,¼)values. 

Example 9.4. Consider the application requiring a 10-dB reduction of 200-600-
Hz broadband noise generated by a nois,e source venting through a pipe with 
diameter d = 2 111. (5.1 cm) at a temperature of 120°C and at a negligible flow 
speed. Because of tlte broadband reqmrements, a DTEC muffler design 1s selected 
through the followmg steps: 

• Step 1: The 400-Hz center of the subject frequency band is aligned with 
the center, kL/n = 2 of tlte broad TL peaks of Fig. 9.10c; this places the 
upper and lower frequency bounds (200 and 600 Hz) at kL/n values of 1 
and 3, respectively. • 

• Step 2: The Sz/ S1 4 curve (Fig. 9. lOc) is selected because it provides 
> 10 dB TL in the 1 < kL/rr: < 3 range. 

• Step 3: The reqmred muffler diameter D d✓S2/S1 5.1./4 = 10.1 cm. 
• Step 4: At 120°C (393 K), the sound speed c = 331✓393/273 = 397 mis. 
• Step 5: Given that kL/n = 1 corresponds to 200 Hz, the required muffler 

length L k = rr:c/(2nf) = 397 /(2 x 200) = 0.99 m, L1 = L/2 = 0.495 
m and = L/4 = 0.247 m. 

General Design Guidelines for Expansion Chamber Mufflers 

Transilllssion loss curves with higher levels and fewer or less pronounced troughs 
can be obtained with more complex muffler configurations. Specifically, one 
can cascade two or more DTECs to further optimize pe1formance through an 
increased number of system parameters. However, an mcreasing system com
plexity is not without limits, since muffler size and weight are important design 
parameters in practical applicat10ns. For example, increasing the number ofele
ments reduces the average length/diameter of individual elements, which reduces 
low-frequency performance, and increases the number of partitions, which 
mcreases weight. These competing factors improve ce1tam features while degrad
ing others and lead to design trade-offs that are specific to each application.1 

A close exammation of a number of designs (not detailed here) feilturing one 
to three DTECs leads to the following observations or design considerations: 

• The TL of a SECM features nulls (troughs) at kL/n = I, 2, 3, 4, 5. 
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• If an SECM 1s augmented with an extended-inlet (or outlet, for that matter) 
pipe equal in length to half the chamber length, then the troughs corre
sponding to kL/rr = 1, 3, 5, 7, 9, ... are elimmated. 

• If an SECM 1s augmented with an extended-inlet (or outlet, for that mat
ter) pipe equal in length to quarter the chamber length, then the troughs 
corresponding to kL/rr = 2, 6, 10, 14, ... are eliminated. 

• If an SECM is augmented with extended-inlet and extended-outlet pipes 
equal in length to half and quarter the chamber length, respectively (DTEC), 
then the TL retains troughs only at kL/n 4, 8, 12, 16, .... 

• The TL of two identical cascaded DTECs occupying the same envelope 
as a single DTEC features less pronounced troughs and generally higher 
levels, except at low frequencies (kL/rr < 0.5), where some degradation is 
observed. 

• The TL of two unequal cascaded DTECs can be further improved over the 
TL of two identical cascaded DTECs occupying the same envelope. 

Additional TL improvements can be achieved through the use of three or more 
cascaded DTECs occupymg the same total envelope as one DTEC. However, 
such improvements lead to further degradation of low-frequency performance; 
therefore, commercial application mufflers generally include no more than two 
or three cascaded DTEC chambers. Nevertheless, a designer who is forced to 
use a larger number of chambers by the needs of a specific application may 
recover low-frequency performance through the use of other types of elements, 
as discussed m the next section. 

9.5 REVIEW OF PERFORATED-ELEMENT MUFFLERS 

Perforated-element silencers have long been known to be acoustically more 
efficient than the corresponding simple tubular-element silencers. However, a sys
tematic aeroacoustical analysis of perforated elements began only in late 1970s, 
when Sullivan introduced his segmentation model.18- 20 This was followed by 
the distributed-parameter model of Munjal et al., which produced experimentally 
verified four-pole parameters for perforated elements, namely, concentric-tube 
resonators (Fig. 9.lla), plug chambers (Fig. 9.llb), and three-duct cross-flow 
(Fig. 9.llc) and reverse-flow chambers.8•9•21 - 23 . 

This section conducts a parametric study on some perforated-element mufflers 
to identify representative trends and to develop basic design guidelines.25 Again, 
TL has been selected as an appropriate performance index. Explicit expressions 
for the impedance and the transfer matrix parameters of perforated muffler ele
ments in terms of the geometric and operating variables and formulas for TL and 
IL are given in Chapter 3 of reference 8. 

Range of Variables 

Perforated-tube mufflers share several parameters with the expansion chamber 
mufflers discussed earlier, but they also include additional parameters accounting 
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FIGURE 9.11 Schematic of the two-chamber configurations of three types of per
forated-tube mufflers: (a) Concentric-tube resonator; (b) plug muffler; (c) three-duct 
cross-flow muffler. 

for the additional features of the perforated tubes. Thus, the physical parame
ters influencing the performance of the Fig. 9.11 perforated mufflers include the 
fol:lowing: 

M = mean-flow Mach number in exhaust pipe 
l = total length of muffler shell 

D = mternal diameter of muffler shell 
d = internal diameter of exhaust pipe and tail pipe 

dh diameter of perforated holes (Fig. 9.12) 
C center-to-center distance between consecutive holes (Fig. 9.12) 

Ne number of chambers within fixed-length muffler shell 
tw = wall thickness of perforated tube 

Another parameter, often used mstead of explicit values of dh or C, ts the 
porosity (or open-area ratio) of the perforated-tube waH, which is defined by 

ff 
rrdf 
4C2 

(9.26) 

Extensive simulations conducted for representative configurations encountered 
in most practical applications showed that the performance of perforated-tube 
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FIGURE 9.12 Parameters dh and C of perforated-tube walls. 

mufflers is relatively insensitive (w1tlun ±1 dB) to the hole diameter dh and wall 
thickness tw. For thts reason, all of the following predictions have been conducted 
at the typically encountered values of dh = 4 mm and tw = 1 mm. 

Furthermore, to .reduce the simulations to a manageable number, the pipe 
diameter was fixed to a commonly encountered value of d 30 mm for all cases 
considered in this section. This constraint does not influence the corresponding 
predicted TL curves, because they are invanant with respect to the specific value 
of d when plotted against the nondimens10nal frequency parameter kR (R = D /2 
is the shell radius and k = (f)jc). 

Despite the simplification resulting from the fixed values of d, dh, and tw, 

the number of perforated-tube muffler configurations is still too large for a com
prehensive study. Under the circumstances, the influence of each parameter on 
muffler performance is demonstrated by selecting a reference (default) configura
tion and then by changing individual parameters ( one at a time) about the default 
values. Table 9.2 shows the range of parameter values investigated including the 
default values (last column). 

The TL was calculated as a function of the dimensionless frequency kR to 
extend the validity of the predictions over all geometrically similar hardware, 
that is, mufflers differing only by a length scale. The nondimensional frequency 
parameter kR was varied in steps of 0.025 from 0.025 to 3, which is well 

TABLE 9.2 Parameter Values Used in Perforated Tube Muffler Performance 
Predictions 

P<\flllUeter Name Description Range Default 

M Mach number 0.05, 0.1, 0.15, 0.2 0.15 
D/d Expansion ratio 2,3,4 3 
C/dh Center-to-center distance 3, 4, 5, 6 4 
Ne Number of chambers 1, 2, 3 2 
L2/L Chamber size 1, ½, ½ 1 

2 
L/d Muffler length-pipe diameter 15, 20, 25 20 

REVIEW OF PERFORATED-ELEMENT MUFFLERS 303 

witlun the plane-wave cutoff limit of 3.83 for the axisymmetric mufflers of 
Figs. 9.lla,b. By companson, the cutoff lirmt of kR for the asymmetric con
figuration of Fig. 9.llc is 1.84. 

Acoustical Performance 

Figures 9.13-9.17 show the computed TL for the Fig. 9.11 mufflers as a func
tion of the normalized frequency kR. The three plots (a, b, and c) in each 
figure display the TL of a concentric-tube resonator muffler, plug muffler, and 

"three-duct cross-flow muffler, respectively, and the different traces within each 
plot correspond to different combmations of muffler parameter values listed in 
Table 9.2. 

100 

90 

80 

70 

iii' 60 

~ 50 
...J 
t- 40 

30 

20 

10 

0.5 1.5 2 2.5 3 
kR 
(a) 

100 

90 

80 

70 

iii' 60 
:s, 50 _, 
t- 40 

30 

20 

10 

0 0 0.5 1.5 2 2.5 3 
kR 
(b) 

FIGURE 9.13 Effect three of mean flow Mach number on TL of (a) CTR, (b) plug 
muffler, and (c) duct muffler: ( ~) M: 0.05; (- - ) M 0.1; ( ... ) M = 0.15; (-·-·-) 
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Figure 9.13 shows the effect of the mean-flow Mach number on the acoustical 
performance of three perforated-element muffler designs. These predictions show 
a general increase in TL when the mean-flow Mach number mcreases. The effect 
is minimum for the concentric-tube resonator (CTR) and maximum for the plug 
muffler; this is not surprising given that (because of their intrinsic geometric 
features) the former and latter configurations present the minimum and maximum 
"blockages," respectively, to the mean fl.ow through the muffler. 

Clearly, the choice of the Mach number is not in the designer's control, as 
it is determined by the engine displacement, speed, and exhaust pipe diameter. 
Nevertheless, the designer may combme the information in Fig. 9.13 with back
pressure information ( discussed in the next section) in the selection of a muffler 
design appropriate for the specific application. 

The effect of the expansion ratio, or the diameter ratio D / d, 1s illustrated in 
Fig. 9.14. The TL of all three perforated-element mufflers improves considerably 
with higher diameter ratio. 

In most practical applications, the shell diameter D is directly related to muffler 
volume, weight, and cost and influences the choice of the expansion ratio D / d 
and the type of muffler. The. alternate troughs in the TL curves are higher for a 
plug muffler (Fig. 9.14b) than for the other two designs; therefore, when space 
1s constrained, the plug muffler typically offers a higher acoustical performance. 
Unfortunately, it also leads to a typically higher back pressure, as discussed later. 
As a result, the final choice is usually based on a trade-off between acoustical 
and mechanical performance. 

The effect of the center-to-center spacing between consecutive holes (which 
determines the porosity) on the TL of the mufflers is illustrated in Fig. 9.15. As 
can be seen, the performance of all perforated mufflers tends . to that of the sim
ple expansion chaniber muffler for sufficiently high values of porosity (a > 0.1) 
but is considerably better for lower values of porosity, particularly for the plug 
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FIGURE 9.14 Effect of expansion ratio on TL of (a) CTR, (b) plug muffler, and 
(c) three-duct muffler:(-) D/d 2; (· • - ) D/d 3; ( ... ) D/d 4. 
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muffler and the three duct muffler configurations. On the other hand, a reduced 
porosity raises back pressure, except for the CTR, where the back pressure 1s 
nearly independent of porosity, as demonstrated later in this section. Conse
quently, the porosity provides another parameter that can be used to trade off 
between.acoustical and mechanical performance. 

Another, and perhaps more meaningful, parameter often used instead of the 
porosity is the open area ratio x, defined as 

total area of perforatmns 
X = ----------

cross-sectional area of pipe 
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FIGURE 9.15 Effect of center-to-center distance between consecutive holes on TL of 
(a) CTR, (b) plug muffler, and (c) three-duct muffler: (-) C 3dh; (- - - ) C = 4dh; 
( ... ) C Sdh, (-----) C = 6dh, 
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The denominator refers to the mlet/outlet pipe cross section that accommodates 
the entire mean flow. For example, the CTR (Fig. 9.15a) and three-duct muffler 
(Fig. 9.15c), may be described in terms of either the porosity associated with 
the indicated C = 3dh, 4dh, 5dh, 6dh or in terms of the corresponding open-area 
ratio values of 3.49, 1.78, 1.25, and 0.87, respectively. The corresponding values 
of x for the plug muffler (Fig 9.15b) are half as much. 

The plot in Fig. 9.16 shows the effect of multiple equal partitioning of a 
muffler of overall length l on the TL. The normalized frequency spacmg between 
the consecutive troughs is proportional to the number of partitions and, as in the 
case of the simple expansion chamber mufflers, the troughs occur at frequencies 
given by 

smkl1,2 = 0 kl1,2 mr n l, 2, 3 ... (9.28) 

In general, the partitioning improves the TL of all three mufflers, except at 
the low-frequency end of the CTR curves, where the TL decreases. An increased 
number of partitions Ne would be particularly desirable for a CTR, where an 
increase in partitions would not mcrease the back pressure. However, the back 
pressure will be proportional to the cube of the number of chambers for the 
other two types of mufflers. Therefore, increased partitioning must be closely 
considered with an increased porosity to optiIDize acoustical performance while 
mamtainmg the back pressure within acceptable levels. 

Figure 9 .17 illustrates the effect of unequal partitioning of a muffler of overall 
length l on the TL by comparing the results of an equally and an unequally par
titioned muffler for each of the three designs. One can observe that unequal 
partitioning (a) has no significant impact on the envelope of the TL peaks, 
(b) influences significantly the location of individual peaks and troughs, and 
(c) raises noticeably the level of each alternate trough. On average, the additional 



Idaho Power/1206 
Ellenbogen/166

308 PASSIVE SILENCERS 

0.5 

1.5 
kR 

(a) 

1.5 
kR 

(b) 

kR 
(c) 

2 2.5 3 

2 2.5 3 

FIGURE 9.16 Effect of number of chambers within the same overall length on TL of 
(a) CIR, (b) plug muffler, and (c) three-duct muffler:(-) Ne 1; (- - ) Ne= 2; ( ... ) 
Ne 3. 
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FIGURE 9.17 Effect of unequal partitloning of (a) CTR, (b) plug muffler, and (c) three-
duct muffler:(-) /1 = l2 ½; (- - - ) 11 = 21/3; l2 l3. 
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tuning enabled by the unequal partitioning will enhance the overall acoustical 
performance of mufflers. 

Back Pressure 

The static pressure drop resulting from energy dissipation in speared flow regions 
of the muffler elements results in a substantial back pressure on the piston of 
a reciprocating engine. This generally has an adverse effect on the volumetric 
efficiency, power, and specific fuel consumption of a multicylinder engine. 

A systematic expenmental study was undertaken25 to derive emp1rical expres
sions for pressure drop or head loss across all the three types of perforated
element chambers of Fig. 9.11. The results were expressed as a coefficient that 
normalized the pressure drop with respect to the incommg dynamic head in the 
pipe, namely, 

Y= H 
(9.29) 

The parameter y was dependent on the open-area ratio x of the perforate 
defined by Eq. (9.27), and its value was determined to vary as follows: 

Concentric-tube resonator: 

Yctr = 0.06x 0.6 <X (9.30) 

Plug muffler: 

Ypm 5.6e-0.23x + 6?.3e-3.05x 0.25 < X < 1.4 (9.31) 

Three-duct cross-flow chamber: 

Ycfc = 4.2e-0.06x + 16.7e-2.03x 0.4 < X < 5.8 (9.32) 

During the measurements of the parameter y,25 the desired variation in the 
open-area ratio x was achieved by varying the length l2 (see Fig. 9.11). The 
measured y [Eqs. (9.30)-(9.32)] was found to be independent of the mean
flow velocity U (for Mach number M ::::: 0.2) and very weakly dependent on the 
expansion ratio D / d and lengths l 1 and ! 3 for values of x in the range indicated 
by Eqs. (9.30)-(9.32). However, the expressions for y in these equations are 
least-squares fits and therefore are not linuted to the mdicated range; they cover 
the entire practical range (0.2 < x < 6.0). 

The back-pressure coefficient Yee for the expansion chamber mufflers of Sec
tion 9.3 is analogously given by8 

(9.33) 
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Equatmns (9.30)-(9.32) show that the static pressure drop across a CTR, 
which involves no net flow through the perforated-tube walls, is much smaller 
than that across the corresponding plug muffler and the three-duct cross-flow 
chamber. Similarly, Equations (9.30) and (9.33) indicate that the pressure drop 
across a CfR is less than that across a srmple expansion chamber of identical 
shell size and pipe diameter. 

9.6 DISSIPATIVE SILENCERS 

Dissipative silencers are the most widely used devices to attenuate the noise 
in ducts through which gas flows and in which the broadband sound attenu
atlon must be achieved with a minimum of pressure drop across the silencer. 
They are frequently used ID the intake and exhaust ducts of gas turbines, air 
conditioning and ventilation ducts connected to small and large industrial fans, 
cooling-tower installations, and the ventilation and access openings of acous
tical enclosures, and they have an allowed pressure drop that typically ranges 
from 125 to 1500 Pa (0.5-6 in. H20). Unlike reactive silencers, which mostly 
reflect the mcident sound wave toward the source, dissipative silencers atten
uate sound by converting the acoustical energy propagating in the passages 
into heat caused by friction m the voids between the oscillating gas particles 
and the fibrous or porous sound-absorbmg materials, as described in detail in 
Chapter 8. 

The theories of dissipatlve silencers were developed long ago, 1•2•71 - 74 and they 
are highly complex. This chapter provides design information in a form that can 
be readily used by engineers not thoroughly trained in acoustics. Though there 
are a large variety of geometries used, the most common configurations mclude 
parallel-baffle silencers, round silencers, and lined ducts. 

Lined Ducts 

The sound attenuation of lined and unlined ducts and lined and unlined bends 
are treated in Chapter 16. The geometry of frequently used dissipative silenpers 
is shown schematically in Fig. 9.18. 

Figure 9.19 shows some of the baffle constructions that have been used 
m typical applications. Only the acoustically significant features are shown. 
Protective treatments such as perforated facing, fiberglass cloth, and porous 
screens are omitted. If the same concepts depicted in Figs. 9.19a-i are applied 
as a duct lining, one-half of the baffles depicted in Fig. 9.19 constitutes: the 
lining. ' 

Figure 9.19 illustrates the cross sections of frequently used silencer baffle 
configurations. 

The full-depth porous baffle depicted in Fig. 9.19a is the most frequently 
used m parallel-baffle silencers. The other baffle configurations are used in 
special-purpose silencers custom deigned to yield high attenuation in specific 
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FIGURE 9.18 Geometry of frequently used silencer types: (a) parallel baffle; (b) round; 
(c) lined ducts. 
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FIGURE 9.19 Cross section of frequently used silencer baffle configurations: (a) full
depth porous; (b) porous center layer with thin resistive facmg on both sides; (c) tluck 
porous surface layer with unpartitioned center air space; (d) th:m porous surface layers with 
unpartitioned air space; ( e) thick porous layer with partitioned center air space; (f) thm 
porous surface layers with partitioned center air space; (g) tuned cavity (Christmas tree), 
porous material in cavities protected from flow; (h) small percentage open-area perfo
rated surface plates exposed to grazmg flow, partitioned center air space; (i) Helmholtz 
resonators. 
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frequency ranges or to work in hostile environments of contaminated flow or 
high temperatures. • 

Key Performance Parameters 

The key design parameters of silencers are acoustical insertlon loss (IL), pressure 
drop (l:,.p), flow-generated noise, size cost, and life expectancy. The challenge 
of silencer design is to obtain the needed IL without exceeding the allowable 
pressure drop and size for a minimum of cost. These are frequently opposing 
reqmrements, and the optlmal design represents a balance compromise between 
them. 

Insertion Loss. The IL of a silencer is defined as 

Wo 
IL= lOlog

WM 
(9.34) 

where Wo and WM represent the sound power m the duct without and wltl1 the 
silencer, respectively. Provided that structure-borne flanking along the muffler 
casmg and sound radiation from the casmg 1s kept low, the sound power m the 
duct with the silencer in place is given by 

(9.35) 

where Wis m watts (N•m/s); !:J..L1 represents the attenuation of the silencer of 
length l; !:,LENT and !:J..LEX are the entrance and exit losses, respectively; and 
Wso is the sound power generated by the flow exiting the silencer. 

Combming Eqs. (9.34) and (9.35) yields 

(9.36) 

In the extreme case of very high silencer attenuation, the second term on the 
nght-hand side of Eq. (9.36) becomes comparable to the first, and the achiev
able IL 1s affected by the self-generated noise of the silencer, and in this case 
Eq. (9.36) is nonlinear. When the flow velocity in the silencer passages 1s suf
ficiently low, flow noise is negligible. In this case, Eq. (9.36) 1s linear and 
simplifies to 

(9.37) 

Entrance Loss ALeNT• In most dissipative silencers, the entrance losses !:J..LENT 
are small if the mcident sound energy is 111 the form of a plane wave normally 
incident on the silencer entrance. This is always the case for straight ducts at 
low frequencies. The small entrance loss should be considered as a safety factor. 
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However, if the cross dimensions of the duct are much larger than the wave
length, the incident sound field usually contains a very large number of higher 
order modes. The convers10n of the sermdiffuse sound field m the entrance duct 
into a plane-wave field in the narrow silencer passages typically results in an 
entrance.loss of 3-6 dB. The engineer can also assign any entrance loss between 
0 dB at low frequencies and up to 8 dB at high frequencies on the basis of 
prior experience with smillar situations or on the basts of scale model measure
ments. If no such information is available, Fig. 9.20 can be used to estimate the 
entrance loss. 

Exit Loss ALex- Most exit losses !:,.Lf!X are generated when the silencer is 
located at the open end of a duct and the typical cross dimensions of the opening 
are small compared with the wavelength. In this case, the exit loss 1s predomi
nantly determined by the end reflection. Exit losses for silencers mserted m ducts 
are usually small and can either be neglected or considered as part of the safety 
margin. 

It should be noted that the relative importance of the entrance and exit losses 
diminishes as the silencer length increases because both quantities are indepen
dent of this length. Figure 9.21 shows qualitatively a typical sound pressure 
level versus distance recorded by a rmcrophone traveling through the silencer 
and mdicates the three components of IL. 

Silencer Attenuation AL,. The silencer attenuation !:,.L1 is proport10nal to its 
length (tail and nose of baffle not included) and to the lined perimeter of the 
passage, P, and inversely proportional to the cross-sectional area of the passage, 
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FIGURE 9.20 Acoustical entrance loss coefficient, f:.LENT, of silencers in a large duct 
with a semireverberant sound field in the entrance duct: 2h = silencer passage cross 
dimension. 
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FIGURE 9.21 Typical SPL-versus-distance curve obtamed when microphone traverses 
through a silencer. 

A. It can be expressed as 

(9.38) 

where Lh is the parameter that depends in a complex manner on the 
geometry of the passage and the baffle, acoustical characteristics of the porous 
sound-absorbing material filling the baffles, frequency, and temperature: The 
quantity Lh, which also depends on the velocity of the flow in the pa~sage, 
is usually referred to as the attenuation per channel height. The maJor part of 
this section 1s devoted to the determination of this important normfllized sound 
attenuation parameter. 

Pressure Drop Ap. The total pressure drop !:,.pr across a mufflei; is ma\ie up 
of entrance, exit, and friction losses: ! 

N/m2 

' 
(9.39) 

where p is the density of the gas and Vp its face velocity in the passage of the 
silencer. The constants KENT and KEx are the entrance and exit head loss coef
ficients, which depend only on the geometry of the baffle/passage configuration. 
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The third term on the right-hand side of Eq. (9.39) represents the friction losses, 
given by 

(9.40) 

Comparing Eq. (9.38) with Eq. (9.40), one notes that baffle configurations that 
tend to yield high acoustical attenuation A.L1 also tend to yield high fnctional 
pressure losses A.pp. Both A.L1 and /:lpp are proportional to (PIA)l, indicating 
that high silencer attenuation and low frictional pressure drop are contradictory 
requirements. This finding emphasizes the need to optimize Lh by beneficial 
choice of the acoustical parameters of the baffles before one resorts to obtaming 
increased sound attenuation by ihcreasmg the factor (PIA)l. 

Parallel-Baffle Silencers 

The parallel-baffle-type silencer shown in Fig. 9J8a is the JllOSt frequently used 
because of its good acoustical performance and low cost The attenuation of such 
a silencer is proportional to the perimeter-area ratio PIA, the length l, and L1,. 
Therefore, it is maximized by maximizing (PIA)L1,. The largest perimeter-area 
ratio obtained for narrow passages is 1/h. Allowing for entrance losses, Eq. (9.38) 
yields the followmg simple formula for silencer attenuation: 

(9.41) 

where A.LENT can be approximated from Fig. 9.20. The following discussion 
shows how to obtain L1, from the geometric and acoustical parameters of the 
silencer. 

Prediction of Attenuation. The sound energy traveling in the passages of a 
parallel-baffle silencer, depicted ID Fig. 9.19, is attenuated effectively in a wide 
bandwidth if (1) the sound enters the porous sound-absorbing matenal in the baf
fles and (2) a substantial part of the energy of the sound wave enterIDg the baffle 
is dissipated before 1t can reenter the passage. Formulas for wall impedance that 
yield maximum attenuation ma narrow-frequency band are given in reference 2. 

Requirement 1 is fulfilled if the passage height is small compared with wave
length (i.e., 2h < Ji,) and the porous sound-absorbing material is open enough 
and has sufficiently low flow resistivity so that the sound wave enters the baffle 
rather than being reflected at the interface. This reqmres a "fluffy" material of 
low flow resistivity. Requirement 2 is fulfilled by a porous material of moderate 
flow resistiVIty. The requirements of easy sound penetration and high dissipation 
are contradictory unless the baffle 1s very thick and is packed with porous sound
absorbing material of low flow resistivity. Consequently, the choice of baffle 
thickness and flow resistivity of the porous sound-absorbing material is always 
a compromise. 
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Generally, the silencer geometry is controlled by the shape of the attenuation
versus-frequency curve we aim to achieve. To provide reasonable attenuation at 
the low end of the frequency spectrum, the baffle thickness 2d must be on the 
order of one-eighth of the wavelength. To provide reasonable attenuation at the 
high end of the frequency spectrum, the passage height 2h must be not much 
larger than the wavelength. To allow reasonable penetration of the sound and 
yield the needed dissipation, the total flow resistance R1d of a baffle of thickness 
2d must be 2-6 times the characteristic impedance of the gas in the silencer 
passages at design temperature. 

Quantitative Considerations. The normalized attenuation constant Lh is obta
ined by solving the coupled wave equation in the passage and in the porous 
material of the baffle and requiring that (1) file coupled wave, which propagates 
axially in both the passage and baffle, has a common propagation constant r c and 
(2) both particle velocity and the sound pressure are continuous at tl1e passage 
baffle interface. 

The coupled wave equation1,71 - 74 can be solved by numencal iteration meth
ods to yield the common propagation constant re, The normalized attenuation 
L1, is then obtained from 

L1, 8.68h Re{rc} dB/m (9.42) 

where re depends on the characteristic impedance pc of the gas in the passage, 
the characteristic impedance Za and the propagation constant r c of the porous 
material m the baffle, and the geometry. 

The characteristic impedance Za and the propagation constant r c of the 
porous sound-absorbing materials (which are complex quantities and vary with 
frequency) arc generally not available. As discussed m Chapter 8, one can approx
nnate these important parameters with reasonable accuracy if the flow resistivity 
of the porous sound-absorbing material R I is known. For fibrous sound-absorbing 
materials the characteristic impedance Za and propagation constant r,, in the 
bulk porous material can be estimated using the empirical formulas presented m 
Chapter 8. 

The most accurate characterization of the porous materials is achieved by 
measuring the charactenstic impedance and propagation constant on a sufficiently 
large number of samples as a function of frequency at room temperature and 
by scaling these data to design temperature. Note that this attenuation, which 
is computed on the basis of the acoustical parameters of the porous material 
predicted from flow resistivity by employing the formulas given ID Chapter 8, 
compares very well with experimental data if the porous sound-absorbing material 
1s homogeneous. 

Normalized Graphs to Predict Acoustical Performance of Parallel-Baffle 
Silencers. The normalized attenuation L 11 has been computed for various per
centages of open area of the silencer cross section (i.e., for various hid) and 
for various values of the normalized flow resistance R = R1d/ pc of isotropic 
porous sound-absorbmg material in the baffles. It is presented in Figs. 9.22a-c 
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for open-area ratios of 66, 50, and 33%, respectively. The effect of nonisotropic 
material 1s covered m reference 72. The vertical axis m Fig 9.22 represents the 
normalized attenuation• Lh in decibels on a logarithmic scale. The lower hori
zontal scale represents the normalized frequency parameter T/ 2hlc. It IS valid 
for all temperatures and gases provided that the speed of sound c is taken at the 
actual temperature. The upper horizontal scale, which is valid only for air at room 
temperature, represents the product of the half-passage height h m centimeters 
and the frequency f in kilohertz. 

Figures 9.22a-c show that the ~ttenuation starts to decrease rapidly above the 
frequency where the passage height 2h becomes large compared to the wave
length (i.e., T/ > 1). The attenuation in this frequency region can be increased by 
up to 10 dB by utilizing a two-stage silencer with staggered-baffle arrangement. 
Note that the bandwidth of appreciable attenuation increases with decreasing 
percentage of open area of the silencer cross section. 

Figure 9.22 shows that in the range of R R1d/ pc from 1 to 5, the atten
uation does not depend strongly on the specific choice of the flow resistance; 
this coincidence IS welcome because the present lack of adequate knowledge of 
and control over the material characteristics represents the weakest link in the 
prediction process. Note that if the normalized flow resistance becomes too large 
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FIGURE 9.22 Normalized attenuation-versus-frequency curves for parallel-baffle sil
encers with normalized baffle flow resistance R R1d/ pc as parameter: (a) 66% open; 
(b) 50% open; (c) 33% open. 
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(R ?:-_ 10), a substantial decrease of attenuation occurs m the frequency region 
from ri = 0.2 tori= 1 accompanied by a modest increase of attenuatJ.on at very 
low and at high frequencies. ' 

The normalized attenuation-versus-frequency curves presented in Figs. 9 .22a -c 
correspond to zero flow; corrections to account for flow are presented in a later 
section. 

The use of the design information presented in Figs. 9.22a-c is illustrated by 
a few examples. 

Example 9.5. Predict the attenuation-versus-frequency curve of a parallel-baffle 
silencer consisting of 200-rnrn- (8-in.-) thick parallel baffles 1 rn (40 m.) long 
spaced 400 mm (16 in.) off center when the flow resistance of the baffle Rid 
5pc and the duct carries a very low velocity air at 20°C; h = 0.1 m; d = 0.1 m; 
L = 1 m; c 340 mis; p = 1.2 kg/m3; R =Rid/pc 5. 

Solution 

1. Determine frequency f*, which corresponds to 1) 1: 

c 340 m/s 
2h 0.2 m 

1700 Hz 

2. Determine 1/ h = 1 ml0.1 m 10. 
3. Determme the applicable normalized attenuation-versus-frequency curve 

ford/ h 1 and R = 5; the solid curve m Fig. 9.22b 1s applicable. 
4. Mark the frequency f* = 1700 Hz on the horizontal scale of a sheet of 

transparent graph paper that has the same horizontal and vertical scales as 
Fig. 9.22b and align it with 1J = 1 in Fig 9.22b. 

5. Shift the transparent graph paper vertically until the mark Lh 1 m 
Fig. 9.22b corresponds to 10 (1/ h = 10) on the transparent overlay. 

6. Copy the solid curve m Fig. 9 .22b that corresponds to R = 5 on the overlay. 
7. The copied curve then corresponds to the attenuation-versus-frequency 

curve of the silencer according to l::,.L1 = Lh(l/ h); the above procedure 1s 
sketched in Fig. 9.23. 

Example 9.6. Design a parallel-baffle silencer that yields the attenuation listed 
below: 

Design Steps 

f,Hz 
t:,.L, dB 

100 200 
4 9 

500 
19 

1000 
26 

2000 
10 

4000 
5 

1. Find the graph in Figs. 9.22a-c that best matches the shape of the desired 
attenuation-versus-frequency curve plotted in 9.23. Overlay the trans
parent paper of Fig. 9 .23 on the curve that yields the best match and 
shift the transparent overlay horizontally and vertically until all of the 
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' I. 

Example l 

h = d = O.lrn 
I= lm 

.R = Rid/pc ., 5 
Air at room 
temperature 

Frequency, Hz ,, 

FIGURE 9.23 Attenuation prediction for parallel-baffle silencer, Example 9.5. 

desired attenuation-versus-frequency points fall below the chosen normal
ized attenuation-versus-frequency curve. In this case, the solid curve m 
Fig. 9.22c gives the best match. 

2. On the overlay, mark the frequency f* that corresponds to 1) 1 on the 
horizontal scale of the appropriate design curve under the overlay, and on 
the vertical scale, mark the attenuation l::,.L *, which corresponds to Lh = 1 
on the design curve below the overlay, as shown in Fig. 9.24. In this case, 
these will be f* 2000 Hz and l::,.L * 10 dB. 

3. From the design curve below the overlay, note the values of the parmneters 
d / h and R that correspond to the curve that provides the best match. In 
this case, these are d/ h 2 and R = R1d/ pc= 5. 

4. On the basis of the mformation obtained m steps 3 and 4, one obtains 
the geometric and acoustical parmneters of the silencer that will yield the 
specified attenuation as follows: 
• Passage height 2h: 

340 mis 
'r/ = 1 = 

2hf* 
yields 2h 0.17 m. 

C 

• Baffle thickness 2d: 

2d = 2(2h) 2 x 0.17 m = 0.34 m 

• Silencer length: 

l::,.L* 
l 

10=
h 

yields l = l::,.L*h lo 
0.17 

X -- tn 
2 

0.85 m 
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Frequency, Hz 

FIGURE 9.24 Acoustical design of a parallel-baffle silencer, Example 9.6: (o) design 
requirements; (- - - - ) curve of matching attenuation versus frequency from Fig. 9.22c. 

or 

• Flow resistance per unit thickness of porous material: 

5 yields 

Ri = 0.7 pc/in. or 

5pc 

d 

5 
--pc= 29.4pc/m 
0.17 m 

R1 = 1.2 x 104 N s/m4 

Cross-Sectional Area. The cross-sectional area of the muffler 1s determined by 
the maximum allowable pressure drop and self-generated n01se as discussed later. 

Effect of Temperature. The design temperature affects the acoustical and 
aerodynamic performance of the silencers because the following key parame
ters depend on the temperature: (1) speed of sound, (2) density of the gas, and 
(3) viscosity. The effects of temperature are taken into account as follows: 

c(T) c )
273 + T mis 

o 293 
(9.43) 

293 
p(T) = Po273 + T kg/m3 (9.44) 

T _ (273 + T)
112 

R( ) - Ro 293 (9.45) 

where T 1s the design temperature in degrees Celsius, co is the speed of sound, 
Po is the density of the gas (usually arr) at 20°C, and 

R1(20°C)d 
Ro=---

PoCo 
(9.46) 
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where R1(20°C) 1s the flow resistivity of the porous bulk material at-20°C. This 
material parameter is usually provided by the manufacturer or is measured. 

Example 9.7. To illustrate how to account for the effect of temperature, let us 
predict the attenuation provided by the silencer of Example 9.5 at T 260°C 
(500°F). ·' 

Solution The effect of temperature must be accounted for in the flow resistivity 
and in the speed of sound according to Eqs. (9.45) and (9.43), yielding c(T) = 
457 mis and R(T) = 10. From now on, the solution proceeds according to the 
same steps followed in Example 9.5. 

1. f* = c(T)/2h = (457 m/s)/0.2 m 2285 Hz; l/ h = (1 m/0.1 m) = 10. 
2. The applicable normalized attenuation curve that corresponds to d / h = 1 

and R = 10 is the short/long-dashed curve in Fig. 9.22b. 

This results in the attenuation-versus-frequency curve shown as the solid line 
m Fig. 9.25. The dashed curve in Fig. 9.25 is the attenuation of the same silencer 
at room temperature (20°C), as determined in Example 9.5. 

Comparing the solid curve obtamed for 260°C with the dashed c;urve obtained 
for 20°C, one notes a shift in the attenuation-versus-frequency curve toward 
higher frequencies with mcreasing temperature. This shift is mainly due to the 
increase of propagation speed of sound with increasing temperature. In addition, 
one also observes distortion m the shape of the attenuation-versus-frequency 
curve. This is caused by the increase in the flow resistivity of the porous material, 

Frequency, Hz 

FIGURE 9.25 Attenuation of silencer of Example 9.5 at 260°C (500°F), Example 9.7. 

I 
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which in tum is due to the increasing viscosity with mcreasing,temperature. This 
effect has also been predicted by Mechel.75 

Baffle Thickness Considerations. A particular percentage of open area of a 
silencer can be accomplished either by a small number of thick baffles or by a 
large number of thin baffles. Figure 9.26 shows the attenuatmn-versus-frequency 
curves computed for a 2-m- (6.5-ft-) long silencer of 50% open area with baf
fle thickness 2d 2h of 152 mm (5 in.), 203 mm (8 in.), 254 mm (10 m.), and 
305 mm (12 in.). The baffles are filled with a fibrous sound-absorbing material 
that has a flow resistivity R1 51,500 N • s/m4 at 500°C (lpc/in. at 20°C). 
The outstanding feature of the data presented in 9.26 is that in the midfre
quency region, the sound attenuation decreases with increasmg baffle thickness. 
At 500 Hz, the 152-mm- ( 6-in.-) thick baffles yield 25 dB attenuation while the 
305-mm- (12-in.) thick baffles yield only 11 dB. This is because the sound does 
not fully penetrate into the fibrous sound-absorbing material in the thick baffles. 
Consequently, the material and the space in the center of the thick baffles are 
wasted. • 

Figure 9.27 shows the predicted sound attenuation of a silencer of the same 
geometry as that in Fig. 9:26, but the baffles in this case are filled with fibrous 
sound-absorbing material of low flow resistivity such that the total normalized 
flow resistance of each baffle was R = R1d/ pc= 2, which allows full penetration 
of the sound into even the thickest baffle. Consequently, the sound attenuation at 

Ill 
-0 

2d B 
305 mm (12 in.) ....,_.19.2 
254 mm (10 in.).,__ 16 
203 mm (8 in.) o--a 12.8 
152 mm (6 in.) x-x 9.6 

Frequency, Hz 

FIGURE 9.26 Computed attenuation-versus-frequency curves for a 2-m- (6.6-ft-) long 
parallel•baffle silencer of 50% open area with baffle thickness 2d as parameter. 

al 
-0 

2d R 
305 mm (12 In.) ..--. 2 
254 mm (10 in.) ~ 2 
203 mm (8 in.) o--o 2 
152 mm (6 in.) - 2 
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Frequency, Hz 

FIGURE 9.27 Computed attenuation-versus-frequency curves of the same silencer as 
Fig. 9 .26 but fibrous fill is chosen to yield R R 1 d / pc = 2 for all baffle thicknesses. 

low and midfrequencies depends only slightly on the baffle thickness. Comparmg 
Figs. 9.26 and 9.27 reveals that using a few thick baffles (which is more eco
nomical than using many thinner baffles) results in decreased sound attenuation 
at midfrequencies unless the baffles are filled with a sound-absorbing matenal of 
low enough resistivity so that the normalized baffle flow resistance at design tem
perature, R =Rid/pc, is much less than 10. Fibrous sound-absorbing materials 
that fulfill this requrrement for thick baffles used in elevated temperatures may 
not be readily available. Consequently, silencer baffles of traditional design in 
high-temperature applications should be kept at a thickness that seldom exceeds 
2d = 200 mm (8 in.). 

Note that the attenuation-versus-frequency curve of parallel-baffle silencers 
mcreases monotonically up to a frequency f c/2d, where the passage width 
corresponds to a wavelength, and decreases sharply above it. 

Round Silencers 

Round silencers, as depicted m 9.18b, are used in connectmn with round 
ducts. The curvature of the duct casing results in a high form stiffness· that 
yields high sound transmission loss of the silencer wall at low frequencies. The 
acoustical performance of round silencers with respect to normalized: attenuation 
Ln is very similar to that of parallel-baffle silencers. The diameter of the round 
passage, 2h, and the thickness of the homogeneous isotropic lining, d, resemble 
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the passage width 2h and the half-baffle thickness d of a parallel-baffle silencer. 
The silencer attenuation /;;.L' (l) of a round muffler of length l is obtained from 

(9.47) 

The sound attenuation m round ducts has been studied by Scott71 and Mechel.74 

Their work forms the theoretical foundations for computing their performance. 
Figure 9.28 shows curves of normalized attenuation L'i, versus normalized 

frequency rJ = 2hf / c for round silencers with homogeneous isotropic linmg for 
thickness~passage radius ratios d/ h of 0.5, 1, and 2, respectively, with the nor
malized linmg flow resistance R = R 1 d / pc as parameter. The lower horizontal 
scale is valid for all temperatures, while the upper seal~ is valid only for air at 
room temperature. Figure 9.28 shows that the normalized attenuation mcreases 
monotonically with frequency until the wavelength corresponds to the diameter 
of the passage ( ri = 2h f / c = 2h /).. 1). Above this frequency the attenuation 
decreases rapidly with increasing frequency, as was the case for parallel-baffle 
silencers. Note that the maximum normalized attenuation is about Lh,max Re; 6 dB 
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FIGURE 9.28 Curves of normalized attenuation L'i, versus frequency for round silencers 
with normalized lining flow resistance R = R 1 d / pc as parameter: (a) d / h 0.5; 
(b) d/ h = 1; (c) d/ h = 2. 
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FIGURE 9.28 (continued) 
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for round silencers compared to Lh,max. ~. 3 dB for parallel-baffle silencers. This 
is because a round passage has twice as'high perimeter-area ratio (2/ h) than a 
narrow passage of a parallel-baffle silencer (1/h). As expected, the attenuation 
bandwidth mcreases toward low frequencies with increasing limng thickness d. 
The curves presented in Fig. 9.28, are used in the same way as the correspond
mg curves for parallel-baffle silencers by applying the design steps listed earlier 
m the Examples 9.5 and 9.7. Incidentally, similar curves and trends have been 
predicted by MecheI.75 

Pod Silencers 

Round silencers have a generic disadvantage of providing poor high-frequency 
performance when the passage diameter is large compared with the wavelength. 
This disadvantage can be overcome by inserting a -center body or pod into the 
passage76

" With the center body in place, the round silencer has a narrow annular 
passage, Just like a parallel-baffle silencer, and the attenuation will continue 
to increase monotonically until the wavelength of the sound becomes equal 
to the width of the narrow annular passage, as illustrated in the example of 
Fig. 9.29. Both the rigid and absorbmg center bodies result ma modest increase 
in attenuation at low and midfrequenc1es, which is mostly due to reduction of the 
passage cross-sect10nal area. The attenuation of this silehcer without center body 

llJ 

" c 
0 

fJ 10 
:::, 
C: 

i 

Frequency, Hz 

FIGURE 9.29 Effect of center body on the attenuat:lon-versus-frequency curve of a 
round silencer, passage diameter 2h = 0.6 m (24 in.), center body diameter D1 = 0.3 m 
(12 in.), lining thickness d = 0.2 m (8 in.), length l = l.2 m (48 m.), T 20°C (68°F), 
R1 16,000 N s/m4 (lpc/in.): A, no center body; B, ngid center body; C, absorbmg 
center body. 
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decreases sharply above 560 Hz, the frequency where the wavelength equals the 
diameter of the passage. With the rigid center body the attenuation continues to 
mcrease up to 1130 Hz and with the porous center body up to 2260 Hz. 

If center bodies are impractical, the high-frequency attenuation of round silenc
ers can also be increased by inserting parallel baffles into the round passage. Sim
ilarly, the high-frequency attenuation of silencers with rectangular cross section 
can be increased by inserting parallel baffles ( oriented perpendicular to the plane 
of the thick, low-frequency liner, or side branches on the sidewalls) into the rect
angular passage. As described in detail by Kurze and Ver77 , the inserted parallel 
baffles also mcrease the low-frequency attenuation by a beneficial interaction with 
the low-frequency part of the silencer located at the walls. The mechanism of this 
interaction is that the reduction of the wave speed owing to the structure factor 
of the parallel baffles increases the attenuation performance of the low-frequency 
liner on the sidewalls. Similarly, the structure factor of the low-frequency liner 
on the sidewalls increases the attenuation of the parallel baffles. Consequently, 
the beneficial interaction results in increased sound attenuation at both low and 
high frequencies. This type of msert silencer also has the benefit of reqmring 
substantially less total silencer length than the traditional· series combination of 
a low- and high-frequency silencer section. 

Effect of Flow on Silencer Attenuation 

The flow affects the attenuation of sound in silencers in three ways: 

L It changes slightly the effective propagation speed of the sound. 
2. By creating a velocity gradient near the passage boundaries, it refracts the 

sound propagatmg in the passage toward the lining if the propagation is in 
the flow direction (exhaust silencers) and "focuses" the sound toward the 
middle of the passage if the propagat10n is opposite to the flow direction 
(intake silencers). 

3. It increases the effective flow resistance of the baffle. 

Figure 9.30a shows the effect of flow on the attenuation performance of an 
exhaust silencer when the flow direction coincides with the direction of sound 
propagation. Note that the attenuation is decreased at low frequencies and is 
increased slightly at high frequencies. In most cases, a Mach number M > 0.1 
is not permissible because of matenal detenoration or self-noise. 

Figure 9.30b shows what happens when the sound propagates against the flow. 
In this case the attenuation at low frequencies increases because it takes the 
sound a longer time to traverse through the muffler passage. The high-frequency 
attenuation decreases because the velocity gradients in the passage "channel" the 
sound toward the center of the passage. The effect of flow on attenuation can 
be approximated by appropriate shift of the attenuation-versus-frequency curve 
obtained without flow (M 0). 

The attenuation in the presence of flow is obtained by shifting the no-flow 
(M 0) attenuation curve as illustrated in Fig. 9.31a when the direction of sound 

T 
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FIGURE 9.30 Effect of flow on sound attenuation for Mach numbers M 
0.3: sound propagation (a) m flow direction and (b) against flow directmn. 
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FIGURE 9.31 Rules for shifting the no-flow(M 0) attenuation-versus-frequency curve 
to account for flow effects: sound propagation (a) in flow direction and (b) against flow 
direction. 

propagation and the gas flow are the same and m Fig. 9.31b when they are 
opposite. 

Figure 9.32 shows the attenuation-versus-frequency curve of a silencer with 
M 0.15 flow m the direction of sound propagation. The values represented by 
the crosses are those directly computed for M = +0.15 (dotted line in Fig. 9.30a) 
and those represented by the open circles were obtained by shifting the M 0 
curve in Fig. 9.30a according to the guidelines discussed in co1,1junction with 
Fig. 9 .31 The agreement between the curve obtamed by shifting and by compu
tations (which takes into account flow effects in the wave equation) is good. 

The empmcal flow correction procedure illustrated in Fig. 9 .31 is b~sed on 
experience with parallel-baffle silencers. We have no experience at present to 
gauge its• applicability and accuracy for other silencer geomet~ies. 

Flow-Generated Noise 

At present there is no uruversally accepted method for predicting the 
flow-generated noise of silencers. Information provided by silencer manufacturers 
shall be used wherever available. The empirical predictive scheme presented here 
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FIGURE 9.32 Attenuation-versus-frequency curve of a silencer for sound propagation 
m flow direction, M = +0.15: (x) computed; (o) obtained by shifting 'the M O curve 
according to Fig. 9.31a. 

is based on a broad range of experimental data on flow-generated noise of duct 
silencers and is reproduced from ISO 14163: 1998(E).78 

An estimate for the octave-band sound power level of regenerated sound can 
be obtained from Eq. (9.48): 

{ 
PcSn 

Lw,oct B + 10 lg -- + 60 lg Ma+ 10 lg 
Wo 

[1+(2; 1 Y]-101g [1+(~
0Y]} (9.48) 

where B = a value depending on type of silencer and frequency, dB 
v = flow velocity in narrowest cross section of silencer, mis 
c = speed of sound m medium, mis 

Ma = Mach number (Ma = v/c) 
P = static pressure in duct, Pa 
S area of narrowest cross section of passage, m2 

n number of passages 
f = octave-band center frequency, Hz 

H = maximum dimension of duct perpendicular to baffles, m 
8 = length scale characterizing high-frequency spectral content of 

regenerated noise, m 
Wo 1 W = 1 N • mis 
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FIGURE 9.33 Octave-band sound power level Lw,oct of regenerated sound versus fre
quency f for arr under ambient conditions in a ducted silencer with narrowest cross section 
S = 0.5 m2, maximum transverse dimension lJ = 1 m, and different flow velocities v. 

The sound power level of regenerated sound will vary with the tempera
ture T approximately with -25 lg(T /To) decibels. For smooth-walled dissipative 
splitter silencers used in heating, ventilation, and air-conditioning eqwpment, an 
approximation 1s given by B = 58 and o = 0.02 m. For this case, a graph of 
Eq. (9.48) is shown in Fig. 9.33, and the A-weighted sound power level of a 
duct cross section of 1 m2 is then calculated from 

(-23 +67 lg [:J) dB (9.49) 

where v0 = l mis. For other types of silencers, particularly for resonator silencers, 
B may be larger in certain frequency bands. However, no general information 
can be given on the values of B and o. 

I 
Prediction of Silencer Pressure Drop 

The maximum permissible pressure drop at design flow rates and at design tem
peratures, together with the flow-generated noise, determines the, cross-sectional 
dimensions of a silencer. It is important that the silencer designer makes good use 
of all the available pressure drop, though with an adequate factor of safety. The 
maximum permissible pressure drop l:!.Pmax must be carefully allocated among 
the pressure drop of transition ducts (llPtrans) and the total pressure drop of the 
silencer, llPtot: 

N/m2 (9.50) 
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The specific choice of the safety factor (Fs > 1) is influenced by the degree 
of mhomogeneity of the inflow and by guaranty ooligations regarding pressure 
drop performance of the silencer system. The silencer system usually includes 
the transition ducts both upstream and downstream of the silencer. 

Detailed information on how to predict the pressure drop of inlet and exit 
transitions has been compiled by Idel'chik.79 The silencer pressure 'losses are 
expressed as a product of the dynamic head in the muffler passage, 0.5pv;, and 
a loss coefficient. The terms KENT, Kp, and KEX represent the entrance, friction, 
and exit loss coefficients. They are predicted according to the formulas given in 
Table 9.3 " 

The required silencer face area is determined by an iteration process. First, 
Eq. (9.39) is solved for the passage velocity Vp. The initial face area A~ is 
obtained as 

Q (100) 
Vp POA 

(9.51) 

TABLE 9.3 Pressure Loss Coefficient for Parallel Baffle Silencers 

Geometry 

Square-edge nose 

Rounded nose 

Typical perforated metal facmg 

Square tail 

Rounded tail 

Faired tail, 7 .5° 

Loss Coefficient 

0.05 
KENT:::::: 1 +h/d 

Kp::::: 0.0125 

e = baffle length, tail and nose not mcluded 
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where Q is the volume flow rate through the silencer (in cubic meters per second) 
vp is the passage velocity (in meters per second), and POA is the percentage of 
open area of the silencer cross section ( e.g., for parallel-baffle muflers POA = 50 
means that h / d = 1; the passage height is the same as the baffle thickness). Based 
on this mitial value of Ap A~, the pressure loss of the inlet and exit transitions 
is calculated and added to the muffler pressure drop. The total Fs (llPtrans + 
llpr) is compared with maximum penmssible pressure drop llPmax according to 
Eq. (9.50). If F,(llPtrans + llpr) > llpmax,, the face area of the silencer must be 
increased. This results in a decrease of llpr and a relatively smaller mcrease in 
llPttans, and the iteration is continued until the inequality, expressed m Eq. (9.50), 
is satisfied. 

Economic Considerations 

--'For large silencers such as used in electric power plants, the product of the 
pressure drop and volume flow rate, Qllp, represents a substantial power that 
is lost (converted to heat). The cost to produce this power during the entire 
design life of the installation usually far exceeds ·the purchase cost of the silencer. 
Therefore, it is important to specify a silencer pressure drop that yields the lowest 
total cost. The total cost includes the present worth of revenue requirements to 
purchase and install the silencer (which decreases with increasing pressure drop 
allowance) and the present worth of revenue requirements of the energy cost 
caused by operating the silencer (which increases with increasing pressure drop 
allowance). The optimal pressure drop is that which yields the lowest total cost. 
Information on how to predict the optimal silencer pressure drop is given in 
reference 80. 

9.7 COMBINATION MUFFLERS 

It is clear from Sections 9.1-9.3 that the TL of reactive mufflers is generally 
characterized by several troughs that limit the overall value of TL notw1thstand
mg the peaks, owing to the arithmetic of antilog summation. The acousttcally 
lined ducts and parallel-baffle mufflers (or $plitter silencers) do not suffer from 
thls characteristic; they are characterized by a wide-band TL curve. However, 
they have rather poor performance (attenuation) at low frequencies where the 
reactive mufflers have a relative edge. One way out of these limitations is to 
combine reflective or reactive elements and dissipative elements into a com
bination muffler (or hybrid muffler). An acoustically lined plenum chamber is 
one obvious example of a combination muffler. Figures 9.34-9.37 illustrate the 
concept and present some design guidelines in the process.81 

Figure 9.34a is an unlined snnple axisymmetric expansion chamber. Fig
ures 9.34b,c show the chamber with lining (with resistivity of 5000 Pa s/m2) 
of 18.2 and 36.4 mm thickness, respectively. The plots in Fig. 9.34 compare 
the computed values of their axial transrmssion loss TLa (assuming rigid shell). 
Clearly, the role of lining is to raise and even out the troughs, particularly at the 
medium and high frequencies. 
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FIGURE 9.34 Use of acoustical lining in combination with a simple expansion chamber 
or plenum; th = lining thickness m centimeters. 
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FIGURE 9.35 Use of sudden area discontinuities m combination with lined duct. 
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FIGURE 9.36 Effect of lined walls and lined shell. 

Figure 9.35 shows the effect of building a sudden expansion and contrac
tion mto an acoustically lined c1rcular duct, keepmg the radial thickness, of the 
limng constant. As. can be noticed, the area discontinuities ( sudden unpedance 
mismatch) -increase TL, particularly at the low frequencies (:S 400 Hz). 
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FIGURE 9.37 Reactive ~leJI1ents versus dissipative elements withm the same overall 
shell radius. 

A plenum chamber has lining not only on the shell but also on the side
walls/plates. Figure 9.36 shows (a) a simple expansion chamber (plenum), (b) one 
with lined sidewalls, (c) one with lined shell only, and (d) one with lined shell as 
well as lined sidewalls (or end plates). It may be noticed that while the sidewall 
lining has considerable effect (in raising the troughs), the effect of shell lining 
is much more pronounced. In fact, a comparison of curves b and c of Fig. 9.36 
shows that the relative effect of sidewall linmg is only marginal. 

In all the three foregoing figures, provis10n of lining has mcreased the overall 
radius of the muffler shell. Sometimes, It may not be feasible or advisable to 
increase the shell radius. Then, the mtemal lining of the shell would decrease 
the ratio of sudden expans10n and sudden contraction. Figure 9.37 shows the 
effect of this compromise (between reaction and dissipation), keepmg the overall 
shell radius constant. It may be observed that the performance of lined ducts is 
relatively poor at very low frequencies, when a simple unlined chamber has an 
edge. The two can supplement each other ma combmation muffler (configuration 
b in Fig. 9.37). 
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CHAPTER 10 

Sound Generation 

ISTVAN L. VER 

Consultant in Acoustics, Noise. and Vibration Control 
Stow. Massachusetts 

Acoustical engineers can be grouped into two categories: those who try to 
mimmtze the efficiency of sound radiation and are called noise control engi
neers and those who try to maximize 1t and are called audio engineers. This 
book addresses the first group exclusively. 

The main duty of n01se control engmeers 1s to know how to reduce, in a cost
effective manner, the n01se produced by equipment at the location of an observer. 
The n01se reduction can be achieved (1) at the source; (2) along the propagation 
path by building extensive barners between the source and receiver, installing 
silencers, and so on, as discussed in Chapters 5 and 9; and (3) at the receiver 
by enclosing it, as discussed in Chapter 12, or by creating a limited "zone of 
silence" around it by active noise control, as described in Chapter 18. 

The most effective, and by far the least expensive, noise control can be 
achieved at the source by reducing its sound radiation efficiency. A reduction 
of the efficiency of noise generation of the source results in a commensurate 
reduction of the noise at all observer locations. In comparison, the erection of 
barriers, enclosing the receiver, and creating a localized "zone of silence" at 
the receiver are effective only in limited spatial regwns. Putting silencers on the 
n01sy eqmpment 1s cumbersome and usually increases the size and weight and 
reduces the mechanical efficiency of the equipment. The last two measures are 
often referred to as the brute-force methods. 

The reduction of the efficiency of noise radiation at the source can be achieved 
passively by changing the shape of the body if its vibration velocity is given and 
by changing both the shape and mass of the body if the vibratory force acting 
on it is given. Reducing the efficiency of sound radiation by active means is 
generally accomplished by placing a secondary sound source of the same volume 
displacement magnitude but opposite phase in the immediate viciruty of the body, 
as discussed in detail in Chapter 18, or by a combmation of these passive and 
active measures. 
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If constructional changes are possible, always the passive measures should be 
implemented first, even if the needed additional reduction will be achieved by 
active means. Even if they do not achieve all the needed n01se reduction, passive 
noise control measures reduce the demand on the power-handling capability of 
the n01se-canceling loudspeakers. In additton, passive noise control measures 
remain effective m case the active control fails. The most desirable, but also the 
most difficult to achieve, passive noise control measures are those which requrre 
constructional changes of the equipment. Not mfrequently, the same construc
tional changes that reduce the efficiency of sound radiation also may improve the 
mecharucal efficiency of the equipment. The primary purpose of every machine 
is to perform a specific, usually mechanical, function. The n01se is an unwanted 
by-product. The reduction of the efficiency of sound radiation at the source must 
always be accomplished without interfenng with the pnmary function of the 
equipment. As we will show later, the reduction in the efficiency of sound radi
ation of any noise source is always achieved by reducmg the force or forces that 
act on the surrounding fluid. 

10.1 BASICS OF SOUND RADIATION 

This chapter deals with the sound radiatrnn of small pulsatmg and oscillating rigid 
bodies. Throughout this chapter the adjective small means that the dimensions 
of the body are small compared with the acoustical wavelength. Sound radiation 
of large bodies is treated in Chapter 11. An exhaustive treatment of the sound 
radiation of all types of bodies is given in reference 1. 

Historical Overview 

Technical acoustics 1s a branch of applied physics. All acoustical phenomena 
can be derived from Newton's basic laws. Durmg the early part of the last cen
tury the science of technical acoustics has been developed mainly by physicists 
with a strong background in electromagnetism or by electronics engineers. The 
reason for this is that only they had the mathematical background to deal with 
dynamic phenomena in general and, most Importantly, with the wave equation. 
In those days, the education of mechanical engmeers was almost exclusively m 
static deformation of structures and slow phenomena in hydrodynamics. Physi
cists often describe the acoustical phenomena by mathematical formalisms that 
facilitate the mathematical analyses. Unfortunately, these formalisms, such as 
monopoles, dipoles, quadrupoles, "equivalent electric circuits," and "short cir
cuiting," were often not familiar to mechanical engineers. This built artificial 
barners for the mechanical engineers which have been overcome only in the 
last few decades due to the dramatic increase m the education of mechanical 
engmeers in dynamic phenomena. 

This chapter attempts to explain the important phenomena of sound generation 
m a form, the author believes, that rrnght have been done if the theory of sound 
generation had been developed by mechanical engineers. As we will show m the 
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remamder of the chapter, the sound radiation phenomena can be fully described 
without knowing anything about monopoles, dipoles, quadrupoles, and equivalent 
electnc circmts. 

The added advantage of characterizing the sound sources by the force and the 
moment they exert on the fluid rather than assigning abstract descnptors such as 
equivalent point sound source, dipole strength, and quadrupole strength means 
that such characterization gives a better understanding of the physical phenomena 
rnvolved and identifies the actual physical parameters that control all types of 
sound generation processes. 

Qualitative Description of Sound Radiation of Small Rigid Bodies 

Small rigid bodies oscillatmg in an unbounded fluid expenence three types of 
reaction forces; (1) inertia force needed to accelerate the fluid to move out of the 
way of the body, (2) force to compress the fluid, (3) friction forces owing to the 
viscosity of the fluid. 

The inertia force, which is by far the largest of them, is 90° out of phase with 
the velocity of the body. The compressive force 1s in phase with the velocity and 
is much smaller than the inertia force. However, it has to be considered because 
it determmes the sound radiation. The friction force 1s usually small enough 
compared with the two other components that it can be neglected by assuming 
that the fluid has no viscosity. 

Sound is generated by phenomena that cause a localized compression of the 
fluid (gases or liquids). This chapter deals with the most common sources of 
sound generated by pulsation and oscillatory motion of small rigid bodies and 
by pomtlike forces and moments acting on the fluid. 

Anyone who has operated a bicycle pump can attest to it that it takes consider
able force to mamtain a repetitive pumping motion of the piston when the valve is 
closed. The compression of the air m the closed cavity generates a large reaction 
force that opposes the motion of the piston. The opposmg force depends only on 
the magnitude of the stroke and does not depend on the rapidity of the pumping. 

It takes considerably less force to perform the same repetitive pumping motion 
when the valve is open and the hose is not connected to the tire. The force that 
resists the stroke m thIS case 1s the inertia force needed to push the air mass 
(stroke tmles surface area of the piston times the density of the arr) through the 
open valve. The inertia force 1s proportional to the acceleration (i.e., the rapidity 
of the pumping motion) of this mass. The reaction force 1s very small if the rate 
of repetition is low and increases with mcreasmg repetition rate. At sufficiently 
high repetition rate it becomes harder to accelerate the air mass that must be 
pushed through the open valve dunng increasingly shorter time periods than to 
compress the air in the pump's cavity. In this case the force needed to 9perate the 
leaky pump approaches that needed to operate the pump with the valve closed. 

As we will see, similar behavior is observed in the sound radiation of small 
ngid bodies where the surrounding fluid is compressed m earnest only when 
the force needed to move the fluid in the vicinity of the pulsating or oscillating 
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body out of the way becomes the same order of magmtude as that reqmred to 
compress 1t. 

Pulsating Small Rigid Bodies. If a small body, exemplified by a pulsating 
sphere, operates at low frequencies where the wavelength of the sound Is large 
compared with the acoustical wavelength, the pressure has two components. One 
is 90° out of phase with the velocity of the pulsating surface and a much smaller 
component is in phase with it. The former component is owmg to the mer
tia of the surrounding flmd that is pushed mto a larger spherical area during 
the outward motion of the pulsatmg surface and pulled back during the mward 
movement without much compression. The latter component of the pressure, 
which 1s in phase with the surface velocity, is owing to the compression of the 
surrounding flmd. 

The force needed to overcome the mertia of this back-and-forth sloshing fluid 
volume increases with mcreasmg frequency and so does the in-phase compo
nent of the surface pressure. Above a frequency where the wavelength becomes 
smaller than six times the radius of the sphere, it becomes easier to compress 
the fluid than to accelerate the fluid volume and the pulsating sphere becomes 
an efficient radiator of sound. Both the m-phase and 90° out-of-phase compo
nents of the pressure are evenly distributed over the surface of the sphere and 
the pulsating sphere radiates sound ommdirectionally. 

At low frequencies not only the pulsating sphere but also all pulsating small 
bodies have an omrndirectional sountl-radiating pattern and both the far-field 
sound pressure and radiated sound power depend only on the net volume flux 
and the frequency irrespective of how the vibration pattern 1s distributed over their 
surface. Because of these umque properties, pulsating small bodies are referred 
to as monopoles. 

Oscillating Small Rigid Bodies. In the case of an oscillating rigid body, 
exemplified by an oscillating sphere, the flmd pushed aside by the forward
moving half of the sphere IS "sucked m" by the void created by the receding 
half of the sphere. The flmd moves back and forth around the sphere between 
the two poles. The velocity of the fluid is highest near the surface of the sphere 
and decreases exponentially with increasmg radial distance. This exponentially 
decreasing velocity field is referred to as the near field. The kinetic energy flux of 
the near field depends on the geometry of the body, the direction of the oscillatory 
motion, and the density of the fluid surrounding the body. The quantity cukled 
mass/fluid density is a property of the body and 1ts motion. It is referred to m 
the acoustical literature as the cukled volume. In the hydrodynamic literature the 
added mass coefficient is defined as the ratio of the added volume, Vact, and 
volume of the body, Vb, 

Push-pull action between the poles (located m the direction of the oscillatory 
motion) makes it easy to move the fluid back and forth and the surface of the 
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oscillating small ngid sphere, for the same surface velocity, experiences much 
smaller react10n pressure than the pulsating sphere and radiates substantially less 
sound. The magnitude of the reaction pressure on the surface of the oscillating 
sphere has its maxima at the poles where the radial velocity has its maxima and 
zero at the equator where the radial velocity is zero. Consequently, the sound 
radiation pattern is maximum in the direction of the oscillatory monon and zero Ill 

the direction perpendicular to 1t. This behavior 1s not restricted to the oscillating 
sphere but holds for small oscillating ngid bodies of any shape. In analogy to 
the similar radiation patter of the magnetic field caused by an oscillatmg charge, 
oscillating small rigid bodies are referred to as dipole sound sources. 

The net oscillatory force exerted on the fluid is obtained by mtegrating the 
pressure distribut10n over the surface of the sphere. The force pomts in the 
direction of the oscillatory motion. As we will show later, with to sound 
radiation, a small, oscillatmg ngid body 1s equivalent to a pointlike force (i.e., 
pressure exerted by a small surface) acting on the fluid. The radiated sound power 
is obtamed as the product of the body's velocity and the component of the net 
reaction force that 1s in phase with the velocity. 

The distribut10n of the reaction pressure on the surface 1s known only for a 
few bodies. Consequently, the net oscillatory force they exert on the fluid (and 
consequently the radiated sound field) cannot be obtained directly. As we will 
show later, the force exerted on the fluid by such bodies-and consequently also 
their sound radiation pattern-can be predicted on the bases of the oscillatory 
velocity and geometry of the body and Its added mass m the direction of the 
oscillatory motion. The latter can be found frequently m the hydrodynamic liter
ature or can be determmed experimentally by measunng the resonance frequency 
of the body supported on a spring; first in a vacuum then immersed m a fluid 
(preferably a liquid). 

Moment Excitation: Lateral Quadrupole. Two closely spaced identical small 
ngid bodies oscillating ill the same direction but 180° out of phase, or the equiv
alent two closely spaced parallel pointlike forces acting on the fluid 180° out 
of phase, are referred to as a lateral quadrupole. The forces constituting the 
moment are frequently due to shear strain. Both of these descriptions are helpful 
m understanding the sound radiation properties. 

If we consider the representation of the two closely spaced small ngid bodies 
oscillating in opposite directions, it becomes apparent that the fluid pushed aside 
by the pole of one of the bodies does not need to be moved around to the 
opposite pole but is easily moved into the void created by the receding pole of 
the second body. The react10n pressure on the surface of each of the bodies, and 
consequently the sound field they produce, is substantially smaller than would 
result when only one of the bodies would oscillate. 

lf we consider the model of two parallel closely spaced pointlike forces, we 
realize that the lateral quadrupole represents excitation of the fluid by a moment. 
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The source strength is characterized by the moment, regardless of whether the , 
moment is constituted by large forces spaced very close to each other or by 
smaller forces spaced at a larger distance apart, provided that the distance 1s still 
much smaller than the wavelength. 

The sound radiation pattern of a lateral quadrupole is zero in two planes. The 
first of tlus is perpendicular to the plane defined by the two parallel forces and 
cuts the plane of the forces halfway between them. All points located m this 
plane have an equal distance from the two bodies moving in opposite directions 
and their contribution to the sound field cancels each other.2 The second plane 
of zero sound pressure is perpendicular to the direction of the motion of the 
oscillating bodies and cuts through their center. The sound pressure is zero at 
all points on tlus plane because the two oscillating bodies constituting the lateral 
dipole have zero radial velocity in these directions. 

The sound radiation pattern has maxima tn two planes. Both of these planes cut 
, the zero planes at 45° angles. In two dimensions the radiation pattern resembles 
an old-fashioned, four-bladed propeller where the four maxima are represented 
by the four blades and the minima by the void between the blades. 

If the two opposing forces are of different magmtude, the sound radiation 
pattern is the superposition of the quadrupole radiation pattern associated with a 
moment constituted by two opposmg forces having the same magmtude as the 
smaller force and a dipole pattern associated with a single pointlike force that 
equals the difference between the two forces. 

Because the maxima of the dipole plittern "fill" the zero planes of the quadru
pole pattern, the resulting radiation pattern has no zero value m any direction. 

Sound Excitation by Two Opposing Forces Aligned Along a Line: Longi
tudinal Quadrupole. If two equal-magnitude but opposmg dynamic forces are 
placed on a line a small distance apart (or the equivalent of two identical small 
rigid bodies are oscillating 180° out of phase), the sound radiation pattern resem
bles that of a single pointlike force. However, the two maximum lobes, pointing 
m the direction of the forces, are much narrower and the radiated sound power is 
much smaller than if only one of the forces acted on the fluid. In analogy to the 
directivity pattern of the magnetic field generated by two closely spaced charges 
oscillating m the opposite direction, this type of sound source is referred to as a 
longitudinal quadrupole. This type of radiation pattern occurs when a small ng1d 
body oscillates in water near to and perpendicular to the water-air interface. In 
this case the mirror image represents the identical second body that oscillates 
180° out of phase. 

If the two opposing forces are not equal, then the resulting radiation pattern 
is the superposit10n of the pattern of a longitudinal quadrupole and a dipole. 
Because both radiation patterns have zero value in a plane that 1s perpendicular 
to the forces and cuts through the center of the force pair, the resulting radiation 
pattern has zero value in this plane. The contribution of the dipole component 
widens the two maximum lobes. 
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Radiated Sound Power. The sound power radiated by all of the above
discussed sound sources can also be deternnned by mtegratmg the intensity 
p;,

5
(r, fJ, 0)/ p0c0 over a large radius (kr » 1) sphere centered at the acous

tical center of the source, where P'?:ms (r) is the mean-square value of the sound 
pressure at distance r in the direction designated by the angles fJ and 0. 

Acoustical Parameters of Sound Radiation 

Thls section contains a bnef introductory discussion of the acoustical parame
ters of fluids, mcluding the speed of sound, density, and plane-wave acoustical 
impedance. 

Propagation Speed of Sound in Fluids. The molecules of fluids and gases 
in equilibrium undertake a random motion with equal probability of direction, 
Ct, and the propagating speed in a stationary fluid, c0, given by2 

(10.1) 

where y = cp/cv is the specific heat ratio with y ~ 1.4 for arr and y ~ 1.3 for 
steam, R is the universal gas constant (R 8.9 J/K), T is the absolute tempera
ture in degrees Kelvm (K), (0 K = -273°C), and Mis the molar mass equal to 
0.029 kg/mole for air and 0.018 kg/mole for steam. For air Eq. (10.1) yields 

Co 
fI'(KS T(°C) + 273 

20.02✓T(K) = 342.6y '.293 = 342.6 
293 

mis (10.2) 

For air at 20°c 68°F 293 K the propagating speed 1s co 342.6 mis, at 
which a sound wave travels in air. The individual molecules collide with each 
other in a random fashion exchangmg momentum with each other. If they impinge 
on a solid impervious wall, they rebound back from it. Sound is generated 
when dynamic forces acting on the fluid superimpose a very small but organized 
dynailllc velocity on the very large random velocity of the molecules. The word 
"orgamzed" means that in the case of penodic motion the supenmposed veloc
ity has a specific direction and a specific frequency and in the case of random 
motion 1t has a direction and its frequency composition can be described either 
by its power spectrum or autocorrelation function, as described in Chapter 3. In 
a stationary fluid the kinetic energy of the molecules acquired through the exci
tation causes compressrnn and the compression then accelerates the molecules. 
In a stationary fluid the kinetic energy and potential energy are in balance in 
any small volume of the flmd. If the sound source acts on a moving media, the 
kinetic energy depends on the velocity and the direction of the fluid movement. In 
this chapter we will deal with stationary media only. Sound radiation m movmg 
media is covered m Chapter 15. 
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nGURE 10'.1 Oscillating plane ngid piston radiatmg sound into a small-diameter rigid 
p1pe that 1s either mfinitely long or anechoically tenmnated: (a) Hypothetical experiment 
to detennine the plane wave lllipedance of fluids, No side branch; (b) open side branch 
of the sanie cross section area S as the face area of the piston and effective length l' 

The supenmposed organized particle velocity of sound we expenence is usu
ally in the range 10-3 mis (corresponding to a sound pressure level of 14 dB re 
20 µPa) to 10-4 mis (corresponding to 94 dB re 20 µ,Pa). 

Plane-Wave Impedance. The pl~e'.!wave impedance can be obtained by per
fornung a hypothetical expenment sJJDilar to that suggested by Ingard,2 as shown 
in Fig. IO.la. 

Hypothetical Experiment 1. Assume, as sketched in Fig. 10.la, that a plane, 
ng1d piston of surface area S is located on the left end of a small-diameter 
(much smaller than the wavelength), infinitely long or anecho1cally terminated 
tube with rigid walls filled with a fluid of density Po and speed of sound c0. If 
the pi.ston moves to the right with a constant speed of vp, the face of the piston 
expenences a reaction pressure. To determine the plane-wave impedance defined 
as Zo = p(x. 0)/vp, we need to find that particular pressure p(x = 0) at the 
piston-fluid interface (at position x = 0) that results from the piston velocity vp. 
At the time !.lt, the shaded volume of the fluid on the left, S0c0 f.lt, has acquired 
the particle velocity vo and the rest of the fluid on the right is motionless. The 
momentum M acquired by the fluid during the time f.lt is then M v0pS0c0 6.t. 
According to Newton's law the force on the interface 1s 

F(x = 0) 
d 

Sp(x = 0) = dt M f.lt = VpPoSc0 N 

yielding the plane wave impedance Z0, 

p(x = 0) 
Zo = ---- = Poco N s/m3 

Vp 

(10.3) 

(10.4) 
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Performing the same thought experiment on a solid bar yields the plane-wave 
ID1pedance of a solid as 

(10.5) 

where CL= propagation speed oflongitudinal waves in bar, (E/p) 112 mis 
PM = density of solid material, kg/m3 

E Young's modulus, N/m2 

If the piston oscillates with a velocity of the form Vp eJwt starting at t = 0, the 
sound pressure .in the tube filled with a flllld (air) is 

(10.6) 

and the sound power radiated by the piston, Wrac1, is 

(10.7) 

where m Eqs. (10.6) and (10.7) w 2rcf, f 1s the frequency in hertz, k = w/co is 
the wavenumber, and the hat above the symbol signifies the peak value. Observmg 
Eqs. (10.6) and (10.7), note that the higher is the product of density and speed 
of sound, the larger are the sound pressure and the radiated power that a given 
excitation velocity v will generate. 

For example, when plane waves are generated m a column of air, water, 
and steel, an enforced velocity v = 1 mmls = 10-3 mis will produc~ the sound 
pressure p, sound pressure level SPL (in dB re 2 x 10-5 N/m2) listed below. 
Assuming that the cross-sectional area is 10-4 m2, we also can predict the radi
ated sound power Wract in watts: 

Matenal p (kg/m3 ) C (m/s) p (N/m2) SPL (dB) Wract (W) 

Air inside 1.21 344 0.42 86 4.2 X 10-8 

rigid tube 
Water mside 998 1481 1478 157 1.5 X 10-4 

rigid tube 
Steel bar 7700 5050 3.9 X 104 186 3.9 X 10-3 

in air 

In plane waves all of the volume displacement produced by the vibratory 
excitation at the interface is converted into compression and the resulting sound 
pressure at the interface 1s in phase with the excitation velocity. In this case, 
the sound radiation is that which is the maximum achievable. In other situa
tions, where the volume displaced by the vibratory excitation is mainly used for 
"pushing aside" rather compressing the flllld, the resulting sound pressure at the 
interface is much smaller. That is, the pressure has only a small component that 1s 
in phase with the vibration velocity of the excitation, which is the reason for the 
mefficient low-frequency sound radiation of small bodies. For such small sound 
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sources, mamtaimng the same velocity with rncreasing frequency means that It is 
increasmgly more difficult to push aside the fluid. When it becomes much easier 
to compress the fluid than to push it aside, the pressure produced at the interface 
reaches its ma,'\1mum and is nearly in phase with the excitation velocity and 
the efficiency of sound radiation approaches that of a plane wave. The remaimng 
very small but finite phase difference is essential because it determrnes the radius 
of curvature of the wave front. 

Piston Generating Sound in Rigid Tube with Open Side Branch. To 
illustrate the effect in a quantitative manner that the efficiency of sound generation 
is decreased if it is easier to push the fluid aside than to compress it, consider the 
situation shown in Fig. 10.lb. It differs from the situation depicted in Fig. IO.la 
by the addition of an open side branch to the pipe in the immediate vicinity 
of the piston. Let assume that the piston, the main pipe, and the side-branch 
pipe all have the same cross-sectional area S and that the effective length of the 
open-ended side branch is l'. The mass of the air in the side branch is p0Sl'. 
The force needed to push this mass aside, jwvpp0Sl', 1s smaller than the force 
Vpp0coS needed to compress the fluid, and the presence of the open side branch 
will reduce the ability of the piston to exert force on the fluid. 

The sound pressure that the oscillating piston with peak velocity amplitude iJP 
produces is given by 

p(x 
~ 1 z 

0) = vp ·• Nim 
1/(jwpol') + 1/(poco) 

Separating the real and imaginary parts in Eq. (10.7) yields 

p(x = 0) = i) (wpol')
2

poco + (jwpol')(Poco? N/m2 

P (poco)2 + (wpol')2 

At low frequencies where wpol' « Poco, Eq. (10.8) yields 

p(x = 0) ~ vp(Jwpol') N/m2 

At high frequencies where wpol' » Poco, Eq. (10.8) yields 

(10.8) 

(10.9) 

(10.10) 

(10.11) 

Inspecting Eqs. (10.9) and (10.10), note that the sound pressure produced by the 
piston is small, is nearly 90° out of phase of the velocity of the piston, and 
increases linearly the frequency w. Usmg the vocabulary of electric engineers, 
the low impedance of the mass in the open side branch, Jwp0l', "shunts" p0c0, 

the plane-wave impedance of the flmd in the tube. 
More specifically at low frequencies most of the volume displaced by the 

oscillating piston flows into the open s1de branch, where it encounters little "resis
tance," and only a very small portion flows into the main tube. Consequently, 
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the magnitude of the reaction force exerted on the piston owmg to the presence 
of both the side branch and the mam pipe is only a minute amount larger than 
the small force needed to keep the fluid mass in the side branch oscillating. The 
same small force is exerted on the flmd m the main pipe. This force is substan
tially smaller than it would be if the entrance of the side branch were closed. 
Accordingly, the sound pressure in the main tube is also substantially smaller. 

The sound power that the piston is radiating mto the main tube is the product 
of the velocity of the piston and the small component of the reaction force that 
is m phase with the velocity and 1s given by 

Wrad 
0)] S = lfi2 S Poca(wpol')2 N mis 

z P (poco)2 + (wpol')2 
(10.12) 

The hat above the variables mdicates peak amplitude. If the rms value of the 
piston' velocity were used, the factor ½ would be omitted in Eq. (10.12). 

Inspecting Eq. (10.12), note that at low frequencies where wpol' « poco, the 
radiated sound power approaches zero with decreasing frequency. At high fre
quencies where wp0l' » p0c0, the radiated sounds power becomes independent 
of frequency and approaches that obtained m Eq. (10.7) for the pipe without an 
open side branch. 

Pipe with Open Side Branch Representing Sound Radiation of Pulsating 
Sphere. Following the qualitative suggestion by Cremer and Hubert,3 we are 
assigning the specific values for Sand l' m Eqs. (10.9)."and (10.12), namely, S = 
4n:a2 , vp = Vs, and l' = a, and considering that the wavenumber k w/co and 
vpS = v,4n:az q is the peak volume velocity of our sound source, Eq. (10.9) 
yields the well-known3 formula for the peak value of the sound pressure on the 
surface of the sphere: 

p(a) iJ j wpoa Nimz 
s 1 + jka 

(10.13) 

Also note that the volume of fluid in the side branch is Vad = 4na3 and the 
added mass of the fluid is Maa = 4:ir a 3 Po- For a pulsating sphere the volume Vact 
is three times the volume of the sphere and is called the added volume m the 
acoustical literature and m M 00 is called the added mass. The added mass plays a 
central role m the sound radiation of small pulsating and oscillating rigid bodies. 
The added mass is a measure of the ability of these bodies to exert a dynamic 
force on the surrounding fluid. 

Substituting the same values into Eq. (10.12) yields the well-known formula4 

for the sound power radiated by the a pulsating sphere of radius a and peak 
surface velocity 

(
poco) (ka)z Nimz 

2 1 + (ka)z 
(10.14) 
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Sound Radiation by Volume-Displacing Sound Sources 

To describe the sound radiation of small volume-displacing sound sources, we 
talce the unusual approach of starting with the case where the source operates in 
the most restrained environment and then gradually weakemng the restraints to 
arnve at the unrestramed case where the sound source operates in an undisturbed 
infinite fluid. 

On the top of Figure 10.2 Is shown the starting point where the volume
displacing sound source is represented by a piston that vibrates with an axial 
velocity vp in the mouth of a ngid lineaihorn. The horn represents the restraint. 
The linear horn IS a ng1d hollow cone with the tip cut off. The cutoff end 
becomes the mouthpiece of the horn. The diameter of the cross-sectional area of 
the linear horn increases linearly with increasing distance r from the tip and its 
cross-sectional area increases with r2 The cross-sectional area of the horn at Its 
mouth, l0, is chosen to fit the mouth of a human speaker. The symbol 0 is the 
solid angle (0 equals :n: for a quarter space, 2:n: for a half space, and 4:n: for a 
full space, as illustrated in Fig. 10.3). 

The cross-sectional area at the large end of the horn is chosen to be SEnct c:: 
J,., 2 2::. c5/ f~t' where fmr is the lowest frequency of interest (usually 500 Hz for 
voice commumcation) so that practically no sound is reflected from the far end 
of the horn. If this condition is fulfilled, the use of the linear horn is equivalent to 
increasing the size of the mouth of the human speaker by the ratio of the end and 
mouthpiece cross-sectional areas of the horn, as illustrated by the lower sketch 
in Fig. 10.11. -.,, 

The cross-sectional area of the horn can be expressed as 

S(r) = 0r2 m2 (10.15) 

According to Cremer and Hubert,3 the sound pressure inside the horn as a function 
of distance from the tip can be expressed as 

~c ) vp (l/r) 
pr = 

1/(poco) + I/(jwpol) 
N/m2 (10.16) 

r- I 

FIGURE 10.2 Vibrating piston sound source dnvmg a linear acoustical horn (see text 
for explanation of symbols). 
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where v P is the vibration velocity of the piston at the mouth of the horn and 
l is the radial length from the cutoff tip of the cone to the mouthpiece end, as 
illustrated m Fig. 10.2. Observing Eq. (10.16), note the following: 

1. The term JWPol represents the added mass that 1s the consequence of the 
expansion of the cross section, which makes .it possible to push the fluid 
off axis. In the extreme case when 0 -,),- 0 the horn turns into a rigid pipe 
and the added mass becomes infinite. Trus means that the near field in the 
pipe extends to infinity. 

2. The sound propagates in the linear horn at all frequencies (which IS not the 
case in an exponential horn, where no sound propagates below its cutoff 
frequency). 

V 

3. At low frequencies when kl= (w/cO)l « 1 the sound pressure increases 
linearly with frequency as p(r):;::;; jwp0 (l2Jr)vp. 

4. Above the frequency w :::: co/ l the linear horn works at full efficiency and 
the sound pressure as a function of distance becomes p(r):;::;; vp(l/r)p0c0. 

Considenng that the volume velocity at the mouth of the horn is q = vp0l2, 

the radiated sound power takes the form 

W: 2 (k
2

) 1 
raa = q Poco 0 1 + (kl)Z 

PoW2 [ 1 ] N . mis 
co0 1 + :n:(SJJ,.,2 )(4n'j0) 

(10.17) 
Figure 10.3 shows what happens if we gradually weaken the restraint by increas
ing the solid angle 0 from zero to 4:n:. In the extreme case, when the solid angle 

-IIVP t 
0=0 

I="" 

~ 0 :n: >•, 0=3:n: 

~v, '"'" -¾', 0=4:n: 

FIGURE 10.3 Increasing the solid angle 0 of the horn; Top left: 0 = 0, pipe. Middle left: 
0 Tt, quarter space. Bottom left: 0 2Tt, half space. Middle 11ght: 0 3n, three-quarter 
space. Bottom right: pulsating sphere m unbounded space. 



Idaho Power/1206 
Ellenbogen/191

358 SOUND GENERATION 

of the horn e is zero and tip length l approaches infinity, the horn becomes 
a cylindrical pipe, as shown m the top sketch. In thls extreme case the sound 
pressure m the pipe 1s 

p(r, t) = (q/S) (10.18) 

indicating that theoretically the amplitude of the sound pressure would not de
crease with distance. A practical use of thls attribute is shown on the left 
in Fig. 10.11. 

Consider now the effect of increasmg the solid angle of the horn from 0 = 0 by 
an infinitesimally small 110. Consequence of thls is a phenomenological change 
in the behavior of the sound field, namely the sound pressure approaches zero 
at an infirutely large axial distance while for the pipe it would remain just as 
hlgh as on the surface of the piston. Such quantum jumps are not allowed in 
Newtoruan physics. The change in the behavior of the sound field is rapid but 
continuous. In the constant cross-sectional area of the pipe the near field extends 
infinitely. In the linear horn with infinitesimally small solid angle the near field 
extends nearly infinitely. Since in practice there are only finite-length pipes and 
horns, a microphone near the end of the anechmcally tennmated finite-length 
horn with an infinitesimally small solid angle would practically sense the same 
sound pressure as lt would in a pipe. 

Let us now explore the behavi9r of our linear horn given m Eq. (10.17) at 
solid angles of practical interest. Eqlll1ion (10.17) yields 

(10.19) 

where n 1 when the volume source is located in an infinite, undisturbed flUid; 
n = 2 when the volume source 1s flash mounted in an infinite, hard, 

flat baffle and radiates into a half space; 
n = 4 when the sound source is located in a two-dimensional comer 

and radiates mto a quarter space; and 
n = 8 when located in a three-dimensional corner and radiating into an 

eighth space. 

If there is a net volume displacement (as far as the far-field sound pressure and the 
radiated sound power are concerned), the specific distribution of the velocity over 
the vibrating surface is unimportant. This is because the non -volume-displacing 
vibration patterns (dipole, quadrupole, etc.) radiate low-frequency sound much 
less efficiently than volume-displacing patterns. 

Figure 10.4 shows volume sources with different distributions of the vibration 
velocity but having the same net volume velocity. The solid and dashed lines 
represent the locatrnn of the vibrating surface at two time instances. The solid 
line shows the maximum and the dashed line the minimum volume displacement 
positions, respectively. 
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I 

FIGURE 10.4 Small volume sources with different distributions of the vibration veloc
ity but the same net volume velocity. 

Limits of Maximum Achievable Volume Velocity of Pulsating Sphere. The 
maximum peak volume velocity limax achievable with a small pulsating sphere 
of volume Vspnere 4rra3 /3 is limited by (1) the impossibility of having a 
larger volume displacement than the volume of the sphere, (2) the desire of 
not having supersonic surface velocity, and (3) the desire of keeping nonlin
ear distortion within acceptable limits. These requirements are accounted for in 
Eq. (10.20) below. 

cf.max n 
Vspnere a/(3co) + 1/(12rrcv) 

(10.20) 

where the first summand m the denominator accounts for the first liinit, the second 
for the second lirrut, and the factor n « l m the numerator for the thlrd limit. 

Combining Eqs. (10.19 and (10.20) and solving for Wract yield the maximum 
peak acoustical power a pulsating sphere of radius a can produce: 

W, (max) < 2n ° A ( Poc3a4k2n2 ) 
rad - -{1_+_[3-/(-12-rr-)]-[l-/-(k_a_)]}-=-2 

2 ( poo>2coa
4
n

2 
) 

rr 1 + [3/(12n)][co/(wa)] 
N ·mis (10.21) 

If we use the pulsating sphere as a loudspeaker to reproduce voice and music, it 
would be appropriate to choose n in the range of 0.001-0.01 to keep distortion 
at peak events w1thln tolerable limits. 

A dodecahedron-shaped enclosure with a loudspeaker flash mounted on each 
of the 12 faces of the enclosure 1s often used to simulate an omnidirectional 
volume sound source. The top photograph in Fig. 10.5 shows such a special reci
procity transducer5-7 (loudspeaker) that the author has developed for the NASA 
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FIGURE 10.5 Photographs of a 4-in. edge-length dodecahedron loudspeaker to srmulate 
a pulsating sphere as an omnidirectional sound source with volume velocity calibration 
and compensat:rnn for acoustical loading. Top: View of the loudspeaker. Bottom: Removed 
internal ¼-in. 1:11crophone used for volume velocity calibration and for correcting the 
acoustical loadmg when the source is placed in a confined envrronment. 

Langley Research Center. The lower photograph in Fig. 10.5 shows the mternal 
microphone removed from the center of the speaker. The mternal m1crophone is 
used for volume velocity calibration at low frequencies, for measunng and com
pensating for the effect of acoustical loading (when the loudspeaker is placed 
m a small, confined environment such as inside an automobile or m the cockpit 
of an airplane or placed near a boundary) on the volume velocity, and for mea
suring nonlinear distortion at low frequencies. The volume velocity calibration 
of the tran~duc~r at mid- and high frequencies was accomplished expenmen
tally by cahbrating the transducer as a microphone and utilizing the principle of 
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reciprocity to obtain the volume velocity as a function of the applied voltage to 
the loudspeakers. 

Example 10.1. detenmne the nummum radius amm of a pulsating sphere that 
should radiate 1 W peak acoustical power at 100 Hz for a distortion parameter 
n = 0.005 and n = 0.01. 

Solution solving Eq. (10.21) for the radius a yields 

aIIDn= { 
0.088 m ~ 3.5 in. for n 

0.075 m =--3 in. for n 

0.005 
0.01 

The mvest1gations above mdicates that to radiate a practically meaningful 
amount of sound power at low frequencies requires a sizable sound source. Con
sequently, a point sound source is a practical inlpossibility. Furthermore, if the 
point sound source does not exist, then there are no physically meamngful acous
tic dipoles and quadrupoles. 

Consequently, it wound be physically more meaningful to substitute the fol-
lowing m the engineenng acoustical vocabulary: 

small-volume sound source instead of monopole or point source, 
force (acting on the fluid) instead of dipole, and 
moment ( acting on the fluid) instead of quadrupole. 

Sound Radiation by Non-Volume-Displacing Sound Sources 

Parts (a) and (b) in Figure 10.6 show the response of an unbounded fluid to 
ngid, non-volume-displacing sound sources and parts (c) and (d) that of volume
displacmg sound sources. All of the sources are small compared with the acous
tical wavelength. The upper row depicts the body and shows the variables that 
are responsible for the sound generation. The lower row shows, m a schematic 
manner, how the flmd particles are pushed aside, creating a near field. The sym
bol vb represents the dynamic velocity of the body and Vn the particle velocity in 
the near field. As we will show latter, the kmetlc energy flux of this near field, 
w(0.5p0vn), mtegrated over the entire fluid volume outside the body represents 
the added mass, which is a measure for the vibrating body's ability to exert a 
dynamic force on the fluid ("grab onto it"). 

In Fig. 10.6 (a) and (b) are examples of non-volume-displacmg sound sources 
and (c) and (d) of volume-displacing sound sources. 

In Fig. 10.6a the upper sketch depicts a small rigid body that exhibits random 
motion in one dimension with a velocity Vb and the lower sketch depicts the 
direction and path of the particle velocity in the near· field at a given moment 
in time. Note that the flmd "pushed aside" by the forward face of the body is 
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~ 
@m~ 

(a) {b) (c) (d) 

FIGURE 10.6 Schematic representation of vanous non-volume-displacmg and volume

displacing sound sources and the associated particle velocity in the near field. The symbol 

ii is the vibration velocity of the body and Vn 1s the particle velocity in the near field. 

(a) Non-volume-displacmg sound source; small, rigid body of arbitrary shape movmg 

with a velocity i3 in an unbounded fluid. (b) Stationary, small, rigid body exposed to a 

flow field of stationary velocity U with a fluctuating component ii. The angle of attack 

1s a and the resultmg dynanuc force 1s h = CL (½p0u2) and CL 1s the lift coefficient of 

the body. (c) Volume-displacmg small sound source typified by a loudspeaker mounted 

on the face of an airtight, rigid enclosure. (d) Volume-displacing small sound source flash 
mounted in an infimtely large, plane, rjgid baffle. 

-;4 

"sucked in" by the void created by the receding backward face of the body. 
This "push-pull" situation results in a very small force. Borrowmg from the 
vocabulary of electronic engineers, this situation is referred to as an "acoustical 
short circuit" 

In Fig. 10.6b the upper sketch depicts a small stationary body exposed to a 
flow field of average velocity U and a fluctuating component it. The fluctuating 

component of the flow produces a fluctuating lift force h and a fluctuating drag 
force FD (the drag force is not shown to preserve clanty). 

In Fig. 10.6c the upper sketch shows a loudspeaker mounted on a face of a 
rigid-walled enclosure. In this case the ngid enclosure prevents the "pulling" by 

the receding back face of the speaker. Moving aside the fluid by "push" alone, 
without the help of the "pull," requires more force. More force acting on the fluid 
translates into higher sound radiation. This is the reason that a small oscillating 

surface radiates sound more efficiently if its back side is enclosed than the same 
surface would radiate if the back side is not enclosed. 

Sound sources with an enclosed back side displace the same volume m the 

back side as on the front side. However, the volume displaced by the back 
side is prevented from "communicating" with the surrounding fluid by the rigid 
enclosure. If a dynamic force of constant amplitude drives the vibration velocity 

(which is the case for our loudspeaker shown in the upper sketch in Fig. 10.6c), 
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the obtamable vibration velocity 1s limited either by the volume stiffness of the 

air in the enclosure volume or by the mass of the moving part of loudspeaker. 
If the enclosure is small compared with the acoustical wavelength, the sound 

pressure that is produced at the surface of the active part has time to spread 
around the outside wall of the enclosure dunng each vibration cycle. As a 

direct consequence of this, all small volume-displacing sound sources, indepen
dent of their geometry, have an omnidirectional sound radiation pattern m the 
far field. 

In Fig. 10.6d the upper sketch shows a vibrating surface (in the form of a 
loudspeaker membrane) flush mounted in a flat infinite rigid baffle. This is a 

situation that basically resembles the configuration in Fig. 10.6c, except that the 
sound radiation must take place in a hemisphere (half space). Consequently, for 
the same volume displacement the mean-square sound pressure p~ at a given 
radial distance r will be twice as large as an omnidirectionally radiating source 
would produce. 

Response of Unbounded Fluid to Excitation by Oscillating Small Rigid 
Body. The dynamic "near-point" force acting on the fluid is always in the form 
of a dynamic pressure over a small area. By small, we mean here and in the 

rest of this chapter that the body is small compared with the acoustic wavelength 
(). = Co/f). 

The quintessential question 1s, "How does the organized monon that a small 
rigid body imparts on the fluid spread out, that is, diffuse in various directions 
with increasing distance through the molecular collision process. 

Diffusion of Sound Energy in Response to Excitation of Fluid by Oscil
lating Small Rigid Sphere. This section deals with the prediction of the sound 

radiation pattern and the radiated sound power of small, ngid, oscillating bodies 
for one-dimensional, harmonic, and random motion. 

Harmonic Excitation. The sound field that the harmomc, one-dimensional, 
oscillatory velocity v(w) vb e1wt of a small rigid sphere generates is well known 
and for r ?: a is given by4 

A A ( Jwpoa3 ) (1 + jkr) e-jk(r-a) eJwt N/m2 
p(r, <p, w) = vb(w) cos(<p) 2 - k2aZ + '2ka r2 

J (10.22) 

where p(r. (f}, w) = peak sound pressure (N/m2) at distance r (m) m direction¢ 

vb = peak velocity of body in ¢ = 0 direction, mis 
w = radian frequency, 2nf Hz 
f = frequency of oscillation, Hz 

p0 density fluid, kg/m3 

a = radius of sphere, m 
k = wavenumber, w/co, m-1 

co = propagation speed of sound, mis 
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It is mstructive to evaluate Eq. (10.22) at the two extreme cases, namely on 
the surface of the sphere (r a) and in the geometric far field where kr » l. 

On the surface of the oscillating sphere Eq. (10.22) yields the reaction pressure 
of the fluid 

(10.23) 

The radiation impedance of the sphere, defined as the ratio of the surface 
pressure and the radial velocity v1, cos(rp), is 

Zrad = 

Poco for ka » 1 

Ns/m3 (10.24a) 

(10.24b) 

(10.24c) 

The dynamic force exerted on the fluid in the direction of the oscillation, Fax, 
is obtained by integrating the axial component of the elementary radial force, 
dFx = cos(rp) dFrad = p(a, rp) cos(rp) dS over the surface of the sphere, yielding 

2 A - z'"'k4a4 + jka(2 + k2a 2) 

3vopoco(2rra ) 4 + k4a4 
N (10.25a) 

2rra2 

jwpovo-3- jWVoPo Yad for ka « I (10.25b) 

4rra2 

-
3

-pocoilo for ka » I (10.25c) 

where V 00 is the added volume and Po Va11 is the added mass (as we will define 
latter on). Observing (10.24b) note that at low frequencies Fax is the force 
needed to produce the same acceleration as that of the sphere (jwil0) on a con
centrated mass that is equal the added mass. 

The radiated sound power, Wract, is obtained as a product of the oscillatory 
velocity and the component of the axial force that is in-phase with it, yielding 

1 1 A 2 , k4a4 

21vo1Re{Fax} 21vol Poco(4:n-a~)
4

+k4a4 Nm/s (10.26a) 

Wrad }lilo!2poco(rra2/3)k4a4 for ka « 1 (10.26b) 

}lilol2Poco(4rra2 /3) for ka » I (10.26c) 
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Equat10n (10.25) indicates that at low frequencies (ka « 1) the radiated sound 
power is small and mcreases With the fourth power of the frequency and at high 
frequencies (ka » 1) reaches a frequency-independent value. 

In the far field (kr » 1) Eq. (10.22) takes the form 

i)0 3 3 (2 - k2a2
) + j2ka N/m2 

- -; cos(rp)pocok a 
4 

+ k4a4 (10.27a) 

p(r, rp, w) = fi0 (w) cos(rp) , ,.,_ 3 f k 
1 -

4 
(J)L Po"'-n a or a « 

rrcor 
(10.27b) 

ilbPoCo (;) cos(rp) for ka » 1 (10.27c) 

Sound Radiation of Oscillating Small Rigid Nonspherical Bodies. Real
izing that 2rra3 /2 = 4rra3 /3 + 2rra3 /3 and that Vb = 4rra3 /3 1s the volume of 
the sphere and Yau 2na3 /3 is the added mass of an oscillating rigid sphere, 
we can write Eq. (10.24) m the form 

2 

p(r, rp, (J)) ~ - w Po Vb(eu) cos(rp)[Vb + Yad(□, W)] ej(M-kr) N/m2 (10.28) 
4rrrc 

where the symbols □ and \(I in the argument of V aa signify that the added 
mass depends on the geometry of the body and the specific direction of its 

oscillatory motion. 
While Eq. (10.27b) is valid only for a small oscillatmg rigid sphere, 

Eq. (10.28) is exact for an oscillating sphere and is a good engineering 
approximation for small rigid bodies of any shape. It is instructive to rewrite 
Eq. (10.28) in the form 

2 
p(r,rp,w)::::::: __ w Po i)b((J))cos(rp)(Splv)ej(wt-1<:r) N/m2 

4rrrco 
(10.29) 

where SP is the projected area of the body on a plane perpendicular to the 
oscillatory motion and 

lv == Vb+ Yact(D, W) 
Sp 

m (10.30) 

is a length defined by the author in Eq. (10.30), where the angle \(I corresponds 
to the direction of the oscillation of the body. The importance of the length lv is 
that it defines the frequency range to ka « 1, where the body can be considered 
small and where Eq. (10.29) is valid. 

The cos(rp) dependence of the directivity pattern in the vicm1ty of the oscil
lating body is strictly valid only for spheres. However, in the far field of any 
oscillating small rigid body (i.e., kr » I and klv « 1) the same cos(rp) depen
dence applies provided that the fluid displaced by the forward-moving face of the 
body is free to move to the void left by the opposite face. A detailed mathematical 
proof of this is given by Koopmann and Fahnline. 8 
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Prediction of Iv. The length lv of various three-dimensional and two-dimensional 

bodies are listed in Table 10.1. The lv values in Table 10.1 where computed uti

lizing the formulas for V act given by Newman9 

For the spheroid with major axis 2a and mmor axes 2b and aspect ratio bla, tbe 

Ver-lengths lvx, lvy, and luz are obtained by finding m{
1 

Vad(x)/Vb and m~
2 

Vact(Y)/Vb = Vad(Z)/Vb in Fig. 10.7 at the desired b/a ratio and performing the 

operation indicated in Table 10.1. The mcrease m moment of inertia (in addition 

to that measured m a vacuum) when the ellipsoid body rotates around any of the 

minor axes is obtained by finding the numerical value of m;
5 

that belongs to the 

appropriate b / a ratio and performing the operation indicated in Table 10.1. 

Predicting Radiated Sound Power. The sound power radiated by small 

oscillating rigid bodies 1s obtamed by integrating the far-field intensity 

I= p
2

(r, rp, w)/ p0c0 over the surface of a large sphere of radius r centered 

at the oscillating small ngid body, namely 

111: lfil2(r, ({}, w) 2 . 
Wract :::: • 2rcr sm(.p) d.p N mis 

o PoCo 

Combining Eqs. (10.29) and (10.31) yields 

0.2 0.4 0.6 0.8 

!!._. 
a 

1.0 1.2 1.4 

(10.31) 

(10.32) 

1.6 

FIGURE 10.7 Added-mass coefficient Vact/ Vb for a spheroid, of length 2a and maxi

mum diameter 2b. The added-mass coefficient m~1 corresponds to longitudinal acceler

ation, m22 corresponds to lateral acceleration m the equatonal plane, and m
55 

denotes 

the added moment of inertia coefficient for rotation about an axes m the equatonal plane 

representing the ratio of the added moment of mertia and the moment of inertia of the 

displaced volume of the fluid. After Ref. 9. Reproduced by permission of the MIT Press. 
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&: TABLE 10.1 (continued) 
(X) 

$ 

Name and Sketch 

Long thin plate strip L » 2a; kL « I 

I 7,, 
L 

'~:. 
Long round finned rod L » 2a;kL « 1 

b 

y~, 

Long rectangular plates crossing 
perpendicularly L » 2a;kL « 1 

a 

a 
L 

'k. 
Long cylindrical rod of radius a 
L » 2a;kL « 1 

l~~. 

Vad and 1~ 

Vad(X) = = 0 
Vact(Y) = 
Ivx = Ivz 0 
Ivy = (n: /2)a 

d 
Vad(x) NPia 
Vact(Y) = n:a2 L 
Vad(Z) = n:[a2 + (b2 - a2)2 /b2]L 
fvx = NPia 

= n:a 
fvz = n: [a2 /b + (b2 a2)2 /2b3] 

Vact(X) NPia 
Va,1(y) Vact(z) n:a2L 
Ivx NPla 
Ivy Iv, = (n: /2)a 

Va,1(x) = NPia 
Vact(Y) = Va,1(z) n:a2L 
Ivx = NPia 
Ivy= Ivz :n:a 

M 

Mx = C½)n:poa4L 

Mx = see footnote b 

Mx = (2/n:)a4 L 

Mx=O 

(continued overleaf) 
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For a oscillating, small, ngid spherical body of radius a the area proJected on 

the plane perpendicular to the direction of the oscillatory motion SP = :rr a2 and 
Iv 2a and Eq. (10.32) yield 

(10.33) 

This 1s the well-known3.4 formula for the sound power radiated by a small 

(ka « 1) sphere of radius a oscillating with an rms velocity amplitude of vb,nns• 

Random Excitation. Let us investigate the case where a small rigid sphere 

exhibits random motion in one dimension (e.g., in the x direction). As described 

in Chapter 3, the random motion is characterized by the power spectrum of its 
velocity m the x direction, Svv(x). 

The power spectrum, as defined m Chapter 3, represents the quantity obtained 

by filtering the random time signal in a 1-Hz bandwidth multiplying by itself 

and time averaging the product. In this chapter we use the symbol S with a 

double subscript to represent a power spectrum or cross spectrum. The double

letter subseript of S identifies which of the two filtered sig11al are multiplied 

with the other before time averagmg. For example the symbol Svv(w) repre

sents the autospectrum of the random velocity signal filtered in a 1-Hz band

width centered at the angular frequency w = 2:rr f, where f 1s the frequency in 

hertz. The symbol Sxy(w) represents a cross spectrum of two random sig11als 

x(t) and y(t) obtained by filtering both signals m a 1-Hz bandwidth, multi

plying them, and t1IDe averaging the product. The power spectrum of a signal 

resulting from the superposition of two sig11als z(t) = x(t) + y(t) is computed 

as Szz(w) = Sxx(w) + Syy(w) + 2Sxy(w). If the two random processes x(t) and 

y(t) are not correlated, Sxy(w) = 0. If the two random processes of the same 

power spectral density are fully correlated (i.e., they have the same cause), the 

cross spectrum is identical to the autospectrum, Sxy(w) Sxx(w) = Syy(w) and 
Szz(W) 4Sxx(W) = 4Syy(w). 

If the velocity of the vibrating body is exclusively in the x direction and 

is a random function of time, with a power spectrum of Sv,v, (w) the power 

spectrum of the sound at distance r in the direction </) from the positive x axis, 
Spp(r, <p, w), is 

(10.34) 

where 

(10.35) 

Hypothetical Experiment 2: Force Acting on Fluid. To find the dynamic 

force acting on the fluid Ff, let us perform the thought experiment shown in 

Fig. 10.8. Let a dynamic force Fb act on a small, rtg1d, hollow body of arbitrary 

shape at 1ts center of gravity and detennine the oscillatory velocity vb of the 
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U] p(r,q;) 

FIGURE 10.8 Hypothetical expenment to determining the force that acts on the 
fluid and the sound field it produces by letting the wall thickness of an oscillating, hollow 
rigid body approach zero. 

body responding to the force as 

(10.36) 

where mb is the mass of the body and Zrad F1 /vb is the radiation impedance: 

-""' 
Fb JCUVb[PMCVb Ve)+ Po Ve+ Po Vad(D, \JJ)] N (10.37) 

where Vb is the volume of the oscillating, hollow, rigid body and Ve is the 
volume of the inside cavity, filled with the same fluid that surrounds the body. 
Both volumes are in cubic meters. The symbol PM represents the density of the 
solid part of the body in kilograms per cubic meter. The symbol Vact, in cubic 
meters, is the added volume, or in the hydrodynamic vocabulary the added mass 
coefficient. The symbols □ and \JJ in the argument of Vact is to remind us that 
1t 1s a function of the body's geometry and the particular angle of its oscillatory 
motion to one of the designated axes of the body. 

Let us now investigate the very important extreme case of Eq. (10.37) where 
the wall thickness of the hollow body approaches zero ( and still remams ng1d) by 
settmg Ve-+ Vb. In this case the entire applied dynamic excitation force Fb 

is acting directly on the fluid, yielding 

(10.38) 

The first term in Eq. (10.38) represents the flux of the momentum of the 
fluid volume displaced by the body, p0 Vb[o(vb)/dt], and the second term, 
Po Vact (□, \JJ)[o(vb)/dt], the flux of the momentum of the near field obtamed 
by integrating the component of the particle velocity that is out phase with the 
velocity of the body over the entire volume outside of the body. Fortunately, we 
do not need to perform this integration to obtain Vad(□, \JJ) because 
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(a) hydrodynamists have computed 1t for many body geometries of interest 
(see Table 10.1 and Fig. 10.7), 

(b) for most bodies of practical interest it can be well approximated by 
spheroids of the appropriate aspect ratio (see Fig.10.7), and 

(c) it can be detennined experimentally. 

Equation (10.38) is of fundamental importance. It signifies the following: 

1. The force acting on the fluid acts in the direction of the oscillatory motion. 

2. Two-dimensional bodies, which have no volume (Vb 0) can exert force 
on the fluid provided their velocity has a component perpendicular to their 
plane and, consequently, Vact :f 0. 

3. No force can be exerted on the fluid without a finite added mass (i.e., 
Vad-:/= 0). 

The far-field sound pressure as a function of distance r, direction({), and frequency 
cu produced by a pointlike force 1s obtamed by solving Eq. (10.38) for vb and 
inserting this value into Eq. (10.25), yielding 

( ) .kF1cos(cp) j(uJI-kr) 
p r, q;, cu = - J--'---e 

• 4irr 
Fj COS(({)) j(r,Jt-kr) 

2r>.. e N/m2 (10.39) 

The radiated sound power Wrad is obtained by integrating the intensity 
I p2 (r, iJ, u>)/ Poco over the surface of a sphere of radius r » (1/ k) centered 
on the excitation point. Carrymg out the integration yields 

k2F2 
f,rms 

12:n-poco 

(1)2p2 
J,rrru; 

12:n-pocb 
N mis (10.40) 

If the excitation is random, the excitation and response parameters have to be 
replaced by their respective power spectra. 

Equation (10.39) describes the diffusion law of acoustics. It gives the full 
answer to the question "How does this organized motion-that is, in the direction 
of the force at the application point-diffuse with increasing distance in other 
directions through the molecular collision process?" 

Equation (10.39)signifies that: 

1. The sound pressure in any particular direction is proportional the projection 
of the force vector in that direction, F1 cos(¢), indicating that the strength 
of the diffusion varies as cos(¢). The radiated sound pressure has its max
imum in the direction of the force and it 1s zero perpendicular to 1t. This 
is consistent with the fact that the oscillatory motion of the body exerts 
on the fluid the maximum force in the motion direction and no force at all 
m the direction perpendicular to it. The directivity pattern cos(¢) in three 
dimensions is represented by two spheres of unit diameter aligned in the 
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(f) =0 

+ 
rr 

(f) 2 

FIGURE 10.9 Far-field sound radiation pattern of a small ngid body oscillatmg in the 
rp O direction or an oscillatory force acting on the fluid in the q; 0 direction. 

direction of the oscillatory motion or the ditection of the force and centered 
on the line of the oscillating body or on the point where the force acts on 
the fluid, as shown (in two dimensions) in Fig. 10.9. 

2. The sound pressure in any direction is rnversely proportional to the source
receiver distance r. 

3. Independent of what causes the dynamic force F1 which acts on the fluid, 
the sound pressure fully determines the sound radiation pattern and sound 
power output of small rigid bodies. The force can be, for example, the 
reaction force to the oscillatory movement of the body or that caused by 
fluctuating lift or drag forces generated on small stationary bodies by the 
fluctuation of the inflow velocity or by vortex shedding at the trailing 
edge of airfoils. Fluctuating inflow is caused by incoming turbulence of 
a scale that is large compared with the size of the body. If the scale of 
the convected pressure fluctuations (turbulence) 1s large compared with the 
size of the rigid body, the force would be identical to that obtained by 
moving the body m a stationary fluid m the ditection and with the velocity 
of the fluctuatmg component of the unsteady inflow and predicting lift and 
drag forces. 
However, a rigid stationary body exposed to fluctuating aerodynamic forces 
radiates sound into a movmg media. Consequently, the radiated sound pres
sure and sound power is different from that an oscillating rigid body, that 
exerts the same dynamic force on the fluid, would produce in a station- • 
ary media. The effect of moving media on sound radiation is treated in 
Chapter 15. 
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4. The sound pressure is independent of the density of the surrounding fluid. 
This is because the acceleration of the fluid caused by the force is mversely 
proportional to the density and the sound pressure is proportional to the 
product of the density and acceleration. 

If the force applied to the F1 is of random nature, it is charactenzed by its 
power spectral density Spp(w) and the sound pressure it produces by its power 
spectral density Spp(r, <p, w), as defined in Chapter 3. In thts case Eq. (10.39) 
takes the form 

l

wcos(<p) 1
2 

Spp(w, r, <p) = SFF(w,) 
4 nrco 

(10.41) 

and the power spectrum of the radiated sound power takes the form 

Sw(w) = Sh(w) 1· 

12 
ol2 3 1

2 

(N · m/s)2 (10.42) 
npoco 

Response of Bounded Fluid to Point Force Excitation. It .is mstructive to 
mvestigate briefly what effects nearby boundaries have on the sound radiation 
pattern and on the sound power radiated by a point force. We will consider 

1. the most severe restricting boundaries, surrounding the oscillating rigid 
body by an infimtely long (or finite-length but at both ends anechoically 
terminated) small-diameter rigid pipe; 

2. rigid plane boundanes; and 
3. yielding plane boundaries. 

Rigid Pipe Surrounding Point Force. Figure 10.10 shows the situation where 
a point force of arbitrary onentation 1s acting m a fluid mside of a pipe of diam
eter d and cross-sectional area S = d2n/4 = r2n that is anechoically terminated 
at both ends. Let the axis of the pipe coincide with the x axis of the Cartesian 
coordinate system and let the pomt force, which acts at x 0, have components 
Fx, and F2 • [If we place a small rigid oscillating body with known velocity 
vb into the tube, we must first determme the oscillatory force Ff according to 
Eq. (10.38).] Let restrict our analysis to the frequency range where the acous
tical wavelength is large compared with the mternal diameter of the pipe (i.e., 
A » d) when only plain sound waves can propagate in the pipe and assume that 

FIGURE 10.10 Force exerted on the fluid mside of a small-diameter, infimtely long, or 
on both ends anecho1cally termmated rigid pipe. 
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the near field of the body giving rise to the force 1s not influenced by the pres
ence of the pipe (i.e., klv « d). Tins is not an unreasonable assumption because 
we can always choose a reasonably small size body and compensate for it by 
appropriately mcreasing its oscillatory velocity (as long as vb « c0) to produce 
the same force on the flmd. With these minor restrictions, the sound pressure at 
a distance x » d the sound pressure p(x) and the power spectrum Spp for any 
x » d will be 

p(x) -p(-x) ( S) e-kxe;a>t N/rn2 

Spp(f) = ( Sp~(f)) N/m2 

(10.43) 

(10.44) 

Note that Eq. (10.40) signifies that the amplitude of the sound propagating inside 
the ngid pipe does not diminish with mcreasing distance, as was the case when the 
point force was acting on an unbounded flmd [see Eq. (10.39)]. Before electroa
coustical communication was invented, sea captains cornrnurucated with distant 
crew m the belly of a slnp through pipes, as shown m Fig. 10.lla, and on the 
deck by usmg an acoustical horn, as depicted m Fig. 10.llb. 

Equal sound power is radiated toward the right and left and the total sound 
power is 

w;act = 
-2[(:Fx)2 IS] 

N/m2 (10.45) 
PoCo 

~~ 
1 \ 

[ Horn 
j 

J 

) ) 
(a) (b) 

FIGURE 10.11 Passive devices used for voice communication to large distances before 

the mvention of electroacoustical devices. (a) Captain gives orders to crew member located 

1n a lower deck. (b) Top: Captain gives orders to distant crew member on deck usmg an 

acoustical horn. Bottom: Usmg a horn is equivalent to enlargmg the mouth of the speaker 
to the size of the downstream cross-sectional area of the horn. 
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1 (f) stFx (f) NI 2 

Sww = IS(poco)l2 m (10.46) 

where S~w (f) is the power spectrum density of the radiated sound power. The 
prime notation signifies that the parameter is obtamed when the point force is 
actmg inside a small-diameter (kr « 1) ngid pipe. 

The ratio w;,,d/Wract is a measure of the effect that enclosing the force .with a 
rigid pipe has on the radiated sound power. It is obtained by dividing Eq. (10.45) 
by Eq. (10.39), yielding 

:: = (
6

;) (:2) L + (Fy/Fx); + (Fz/ Fx)2 ) 
(10.47) 

Equation (10.47) indicates that no sound power is radiated if Fx = 0, independent 
of how large Fy and Fz nnght be. The effect of placing the force inside the pipe 
reaches its maximum if the force is aligned with the axis of the tube (i.e., Fy 

0) and the value mside the curly brackets is unity. In tins case Eq. (10.47) 
simplifies to 

W' ( 3) 
w: = 2n 

(10.48) 

Example 10.2. Calculate the mcrease in radiated sound power and the sound 
power level when an axially onented force located in a rigid pipe of a 

2.5 cm = 0.025 m mtemal radius at a frequency f 100 Hz at a temperature of 
20°c = 68°F. 

Solution Utilizing Eq. (10.2), we find c0 = 342.6 mis and with the above values 
Eq. (10.48) yields 

(3/2n-)(342.6)2 = 2854 
rr(0.025)2(100)2 

mdicatmg that the same pomt force oriented axially in this ngid tube radiates 2854 
times as much sound power than it does in a unbounded fluid. Tins corresponds 
to a 10log10(2854) 34.6 dB mcrease of the sound power level. 

10.2 EFFECT OF NEARBY PLANE BOUNDARIES 
ON SOUND RADIATION 

In tins section we only consider entirely ngid and fully yielding plane boundaries. 
Other boundanes of practical mterest, such as lining the rigid boundary with a 
porous sound-absorbmg material of finite thickness, is beyond the scope of this 
chapter. For guidance in this situation see Chapter 6. The mfinitely ng1d plane 
boundary is approached by an infinitely large, nonporous wall and the fully 
yielding plane boundary by the undisturbed horizontal air-water mterface. With 
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regard to their effect on the sound power radiated by a point force ( or by an 
oscillating small rigid body), the plane boundanes do not need to be infinitely 
large. For practical purposes it is sufficient that they extend, in each direction 
from the posltlon of the force, many acoustical wavelengths. 

A water tank with practically all boundanes pressure releasmg (pressure reflec
tion coefficient R '.:::'. 1) is realized by lining the retaining sidewalls and the 
bottom of the pool with a thm impervious foil with ·an elastic layer behind. These 
pools are the equivalent of reverberation chambers with the important exception 
that in this case the sound pressure reflect10n coefficient R ~ -1 instead of 
R ~ + 1 in the case of the (air-filled) reverberat10n chamber. In both cases the 
walls have theoretically zero sound absorption coefficient, a ~ [l IR2/] (see 
Chapter 8). As we will show latter, the viciruty of a rigid boundary increases the 
sound power output and that of a yielding boundary decreases the sound power 
output provided that the sound source 1s less than a half wavelength from the 
plain boundary. 

Effect of Nearby Plane Rigid Boundaries. Rigid plane boundanes are places 
where the particle velocity is zero and the sound pressure doubles. If the sound 
source is a small, oscillating, rigid body or a dynrunic force acting on the fluid, 
the directivity pattern of the image source must have the same strength but a 
mirrored directivity pattern of the actual sound source to produce zero particle 
velocity in the d,irection perpendicular to the plane of the boundary and, at the 
same time, double the sound pressUJ£'at all locations in the plane of the rigid 
boundary, as illustrated in 10.12. 

The sound field in the receiver side of the rigid plane boundary can be con
structed as the superposition of the sound fields that would re,sult from the real 
sound source and its mirror image if both were placed in an mfinite fluid. Then, 
as the sound source approaches the plane ngid interface, the sound field on the 
source side approaches that of a smgle source with doubled sources strength. 

Rigid wall 

/// 
Air 

FIGURE 10.12 Representation of a plane ngid boundary, such as at arr-hard wall 
interface, by rrurronng the ongmal sound source and supenmposmg the sound field of 
the real and m-phase image source m the source-side half space. 
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If rt approaches a ngid two-dimensional corner (i.e., the mtersection of two 
perpendicular plane rigid surfaces), there will be three collapsmg mirror images 
and the sound field m the source-side quarter space approaches that of a smgle 
source with 4 times larger source strength. Finally, if the sound source approaches 
a three-dimensional comer (the mtersection of three perpendicular rigid plane sur
faces), there will be seven collapsing mirror images and the sound field m the 
source-side one-eighth space approaches that of a smgle source with 8 times the 
source strength. 

Effect of Nearby Plane Pressure-Re/ease Boundaries. The pressure
release boundary is well approximated by the plane water-air interface shown 
schematically in Fig. 10.13 for the force acting perpendicular to the interface 
and Fig. 10.14 when. it acts parallel to the interface. For an oblique-incidence 
force, the force vector can be decomposed mto a component that 1s perpen
dicular to the interface and into components that are parallel to the mterface. 
Consequently, we will mvestigate the perpendicular and parallel cases only. If 
the sound source 1s a small, oscillating, rigid body or a dynamic force acting on 
the fluid, the directivity pattern of the image source must have the same strength 
but opposite phase and a mirrored directivity pattern of the actual sound source 
to produce zero sound pressure on the entire interface and, at the same time, 
double the sound particle velocity at all locations in the plane of the pressure 
release boundary. 

Excitation Is Perpendicular to Pressure-Release Boundary. For the case 
shown m Fig. 10.13, where the distance to the interface is small compared to 
the wavelength (kd « 1) and the body exerting the force is small (klv « 1) 
and the direction of motion and the force exerted on the fluid are perpendicular 
to the plane pressure-release mterface, the superposition of the sound pressures 
produced by the real source and that produced by its negative mirror image yields 

d 

(-)----'-

'f Vj= Vs 

Air 

Water 

FIGURE 10.13 Representation of a plane pressure-release boundary, such as the water
arr interface, by nnrrormg the onginal sound source and the 180° out-of-phase mmor 
image supenmposmg the sound field of the real and image sources m the source-side half 
space. Motion 1s perpendicular to the interface. 
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FIGURE 10.14 Representation of a plane pressure-release boundary, such as the water
air mterface, by mrrroring the origmal sound source 180° out of phase and supenmposmg 
the sound field of the ongmal sound source and the image in the source-side half space_ 
Motion is parallel to the mterface. 

the sound pressure, mtensity, and radiated sound power in the liquid obtamed by 
substituting F PQwQh m the respective formulas given by Bies and Hansen10 

for the sound radiation of longitudinal quadrupoles constituted from two dipoles 
of strength Qh, where Q 1s the volume velocity of the monopoles that make up 
the cijpole and 2 h is the distance between them: 

p(r,<p,w)=(2-) (w:) Fdcos2(<p)=(2-)k2Fdcos2 (<p) N/m2 (10.49) 
1rr c0 :rrr 

I (r, <p, w) = -------'-- = ------(
F2d2k4 cos4 (<p)) F 2d2w4 cos4 (<p) 

(:rrr )2 poco (:rrr)2pocg 
Nim s (10.50) 

Wrad = ( 5:) F;:::
4 

= ( 5:) F
2
d

2
u}cos

4(<p) N -mis (10.51) 

where p(r, <p, w) is the sound pressure at distance r at an angle <p from the 
direction of the motion or from the force at the angular frequency w = 2:rr f, 
I (r, <p, w) 1s the sound intensity in the radial direction from the excitation point, 
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Wrru1 is the radiated sound power, F is the rms value of the force, and d is the 
distance between the excitation point and the plam pressure-release boundary 
(i.e., the depth of the excitatlon point m the water. 

Note that Eqs. (10.49)-(10.51) are valid for both cases: 

(a) A smgle excitation source is at a distance d from the plane pressure
release boundary. 

(b) Two identical small bodies at a distance 2d oscillate with the same ampli
tude but opposite phase m an infinite fluid (for practical purposes far 
enough from the interface). 

Observmg Eq. (10.49), note that (1) the radiauonpattem is much more directional 
than that obtained when the body radiates mto an infinite fluid [cos2 (<P) vs. 
cos(q; )]; (2) here again the sound pressure is independent of the density of the 
fluid; and (3) comparmg Eq. (10.49) to Eq. (10.39) reveals that the v1cimty of 
the pressure-release boundary substantially reduces the efficiency of the sound 
radiation at low frequencies. Those familiar with quadrupoles will realize that 
Eqs. (10.49)-(10.51) describe a longitudinal quadrupole constituted either by two 
opposmg forces of equal magnitude acting on the fluid a short distance 2d apart 
or by two equal-size small rigid bodies oscillating m opposite direct10ns in a 
small distance 2d apart. 

Excitation Is Parallel to Pressure-Release Boundary. Figure 10.14 shows 
the situation where the excitation is parallel to the plane pressure-release bound
ary. For this case the sound field descriptors, obtamed in a similar manner as for 
the longitudinal quadrupole above, are 

p(r. <p, w) = (~) c,} Fd cos(<p) sin2 (t/l) N/m2 (10.52) 
n:c0r 

I (r, <p, t/1, w) (~) (2-)
2 

w4 (F d)2 cos2 (q;) sin4 (t/l) N/m s (10.53) 
PoCo nr 

Wract= (~) [(Fd)2k4] (~) [(Fd)2w4] N. mis (10.54) 
15n Poco 15n PoC5 

Those familiar with quadrupoles will realize that Eqs. (10.52)-(10.54) describe a 
lateral quadrupole. 

Sound Radiation of Oscillating Moment in Infinite Liquid. An oscillating 
moment consists of a pair of oscillating forces which (a) act in the same plane, 
(b) have the same magnitude but opposite direction and phase, and (c) are at a 
short distance apart. 

Observing Fig. 10.14, we realize that the force pair has all the above attributes. 
Consequently, if we substitute M m place of Fd in Eqs. (10.52)-(10.54), the 
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(a) (b) 
-F=a5 dS' 

(cl 

FIGURE 10.15 Different ways of exertmg a moment on a fluid: (a) rotary oscillation 

around axes of nonrevolution; (b) rotation around axes of nonrevolution; (c) by shear 
stresses. 

equations describe the sound radiation of an oscillating moment, yielding 

p(r, <p, w) (-\-) w2M cos(<p) sin2 (i,lr) N/m2 

Jr c0r 
(10.55) 

The moment can be any combination of F and d provided that kd « I. 

As shown m Fig. 10.15, the moment M can be the result of the oscillatory 
rotation of solid bodies around axes of nonrotational symmetry, shear stresses 

actmg on the fluid (as it is the main source of noise of hlgh-speed jets), or any 
other acceleration motion that results in a increase of the rotary mertia of the 

body above that which would exist if the oscillatory rotation would be taking 

place in a vacuum. For a large number of body shapes this additional moment of 
rotary inertia M that acts on the flmd is given m Table 10.1 under heading Mx 
and for ellipsoids of different aspect ratios in Fig. 10.7. 

Figure 10.15 shows vanous ways for the moment excitat10n of a fluid. Figure 

10.15a depicts moment excitation by an oscillatory rotation of a body around a 
nonsymmetric axis, and Fig. 10.15b shows excitat10n by steady rotation along 

t~e same axes. Figure 10.15c shows moment excitation by shear forces, where 

F = a- dS acts on a small fluid volume dV = 2(dS)d. The symbol ij is the 
fluctuatmg shear stress m newtons per square meter. Thls is the type of moment 

excitation found m the shear layer of high-speed jets and is treated in Chapter 15. 

10.3 MEASURES TO REDUCE SOUND RADIATION 

In this section we will discuss some of the measures n01se control engineers and 
machlne designers might employ to minimize the sound radiation of vibrating 

bodies. Most of these measures have been already discussed in a qualitative 
manner in Section 10.1. In this section we will show certain specific measures in 
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the form of conceptual sketches and give references where the reader can find 
more detailed design information. 

Fish as Example for Minimized Added Mass. Through evolutionary devel
opment, fish have developed body shapes that minimize the reaction force on 
them when they accelerate therr motion m the forward direction. If not in motion, 

most fish have their pectoral fins deployed perpendicular to their body. If they 
sense danger and want to dart away as fast as possible, the pectoral fins move 
rapidly backward (just like the oars of a paddleboat). For moving their pectoral 

fin in this direction they have a large added mass and can produce a large impul
sive force on the water, which propels them forward. As the pectoral fins come 
near their body, the fins rotate 90° to align therr body so that they contribute only 

a negligible amount to the friction coefficient. After thls first impulsive burst, the 
pectoral fins are not deployed again until the fish want to use them to rapidly 

stop forward motion. With pectoral fins aligned the forward motion is propelled 
by the movement of the tail. At rest they deploy the pectoral fins again to be 
ready for the next dart. 

To survive, predator fish must develop a body that minimizes the added mass 

for swimming in the forward direction so that they can generate a minimum 
of waterborne sound when they mcrease the1r speed (accelerate) when closmg 
in on therr prey. Otherwise the prey would sense the sound generated by their 
acceleration early enough to dart into a safe hiding space. In choosing body 

shapes that, for a given oscillatory velocity, radiate the least amount of sound in 
the direction of the body's motion, noise control engineers are well advised to 
choose the shape of the vibrating body to resemble the body of a fish. 

As shown in Fig. 10.16, the most promising body shape would resemble that 
obtained by cutting two identical-size fish perpendicularly at the location of their 
largest cross-sectional area and fitting the two head-parts together so that the . 

two mouths point in the opposite direction. For motion m a direction different 

Side 
view 

Top 
view 

Fish Rigid body with minimum 
added mass in the ± x direction 

z 
1 

FIGURE 10.16 Learning from fish how to design bodies of IDimmum sound radiation 

owing to minimum added mass when oscillating in a specific direction. 
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from forward, especially m the direction perpendicular to it, the added mass of 
the fish is much larger, indicatmg the importance of the directional and shape 
dependence of the added mass of vibrating bodies of a geometry that is different 
from a sphere. The sphere has the distinction of having the same, large added mass 
for accelerating in any direction of motion. This large added mass is the reason 
that fish do no have a spherelik:e body (except some slow- swimming variety 
that inflate themselves to deceive their would-be predator). If fish would rotate 
instead of swim (mostly along straight paths), all of them would have a near:, 
sphere-like body. On the other hand, if we wish to reduce the noise generated 
by the spinning of a ngid body, the sphere 1s the best choice. Surrounding a 
rotating nonspherical body with a sphencal shell that rotates with the body will 
substantially reduce the nmse radiation. 

Reduction of Sound Radiation at Specific Frequencies. There 1s a class 
of noise sources, such as power transformers and turbine-generators, that radiate 
exclusively or predominantly tonal noise. Figures 10.17 and 10.18 show how the 
tonal noise produced by such equipment can be controlled by lining their radiating 
surface with Helmholtz resonator arrays tuned to the frequency (or frequencies) 
of their tonal noise output. 

As shown in tlie lower sketch in Fig. 10.18, the nmse radiation at the tumng 
frequency of the resonators 1s achieved by the low impedance of the resonator 
mouth in the vicinity of its resonanc~ frequency. The fluid displaced by tlie solid . --~ 
part of the face of the resonator finds it easier to enter the resonator volume than 
to undergo compression. The smaller the compression, the lower is tlie radiated 
sound. Information on how to design Helmholtz resonators can be found m 
Chapter 8. 

In the case of power transformers these tonal frequencies are 120, 240, 360, 
and 480 Hz in the Umted States and 100, 200, 300, and 400 Hz in Europe. Noise 

(a) 

J__x (b) 

y 

FIGURE 10.17 Frequency-selective reduction of sound generation owmg to incorpo
ration of Helmholtz resonators mto the body: stiffened structural pipe beam vibrating 
perpendicular to 1ts axes or rotating at constant rate as a spoke of a wheel. 

~ 

► 
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FIGURE 10.18 Frequency-selective reduction of sound radiation of a large flat surface, 
such as the outside wall of transformer tank, by lining 1t with a Helmholtz resonator array. 

control measures for such nmse sources and their advantages, disadvantages, and 
cost are compiled in reference 11. 

Vacuum Bubbles. Figure 10.19 shows the concept of reducing the sound radi
ation of a transformer tank by lining the oil-side surface of the transformer tank 
with vacuum bubbles and how the presence of the vacuum bubbles, owmg to their 
very large compliance, relieves the dynamic pressure on the tank wall and, con
sequently, reduces the sound radiation. As shown schematically in Fig. 10.20a, 
vacuum bubbles are twm curved thin shells with a small volume in between. 
When the cavity is evacuated, the shell nearly flattens out. In this evacuated final 
state they yield a compliance (inverse of the dynaffilc volume stiffness) that can 
be up to 50 times larger than the compliance of the arr volume they replace and 
up to 1000 times that of tlie compliance of oil volume they replace. A unique 
feature of the vacuum bubbles is that there is vacuum in the cavity and there is 
no limit for tlie dynrunic compliance, as there would be·if the cavity were filled 
with a fluid. Below tlieir resonance frequency, which is determined by the surface 
mass of the shell and its dynamic volume compliance, their volume compliance 
1s independent of frequency. They work well even if the frequency approaches 
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FIGURE 10.19 Reduction of the sound radiation from a transformer tank by lining the 

oil-side face of the tank wall with an array of vacuum bubbles of extremely high volume 

compliance. The vacuum bubbles can be oriented either perpendicular to the wall (as 

shown here) or parallel to it. Lower sketches indicate how the vacuum bubbles, which 

are much more compliant than either the oil or the tank wall, "soaks up" the momentum 

of the penodically approaching and receding oil. The velocity of the oil is due to the 

vibration of the transformer core driven by magnetostrictive forces. 

zero. Informat10n on how to design a vacuum bubbles for specific applications 
IS given in references 12-14. 

Figure 10.20 shows the geometry of a vacuum bubble (also called Scillator 

by its inventor Dr. Bschorr12
) before and after evacuation of the cavity. As the 

name vacuum bubble Implies, it is useful only in the evacuated state. 

Vacuum bubbles are very sensitive to changes m static pressure (barometric 

pressure in air and depth-dependent pressure in liquids). Consequently, their most 

prolillsing application would be in space stations, where the static air pressure 
can be controlled accurately. 

REFERENCES 387 

2 

(a) 

(b) 

FIGURE 10.20 Conceptual sketch of a vacuum bubble. (a) Cross-sectional shape before 

evacuat10n of the cavity: 1, double-curved thin shell rn the form of a top segment of a 

large-radius hollow sphere; 2, flat-plate strip base with punched holes. (b) Shape after 
evacuation of the cavity. 
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CHAPTER 11 

Interaction of Sound Waves with Solid 
Structures 

ISTVAN L. VER 

Consultant in Acoustics, Noise, and Vibration Control 

Stow, Massachusetts 

The response of structures to dynamic forces or dynamic pressures is the subject 

of structural dynamics and acoustics. Structural dynamics is concerned predom

inantly with dynamic stresses severe enough to endanger structural mtegnty. 

Structural acoustics deals with low-level dynamic processes m structures result

ing from excitation by forces, moments, and pressure fields. The primary mterest 

in airborne and structure-borne noise problems is the prediction of 

1. power input into the structure, 

2. the response of the excited structure, 

3. propagation of structure-borne sound to connecting structures, and 

4. sound radiated by the vibrating structure. 

The subject matter of this chapter 1s specific to noise control problems and thus 

is restricted to the audible frequency range and to air as the surrounding medium, 

though many of the concepts are directly applicable to liquid media or to higher 
or lower frequencies. 

A typical noise control problem 1s illustrated in Fig. 11. l. A resiliently sup

ported floor slab in the room to the left (source room) is excited by the periodic 

impacts of a tappmg machine, while the microphone in the receiving room to the 

nght registers the resultmg noise. A part of the vibrational energy is dissipated 

m the floating slab, a part is radiated directly as sound into the source room, 

and the remamder is transmitted through the resilient layer into the building 
structilre. 

The radiated sound energy builds up a reverberant sound field m the source 

room that in tum excites the walls. The vibrations in the wall separating the two 

rooms, identified as path 1 m Fig. 11. 1, radiate sound directly into the receiver 

room. The vibrations in the other partitions of the source room travel in the form 

of structure-borne sound to the six partitions of the receivmg room and radiate 
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CHAPTER 11 

Interaction of Sound Waves with Solid 
Structures 

ISTVAN L. VER 

Consultant in Acoustics, Noise, and Vibration Control 
Stow, Massachusetts 

The response of structures to dynanuc forces or dynanuc pressures 1s the subJect 
of structural dynanucs and acoustics. Structural dynamics is concerned predom
mantly with dynanuc stresses severe enough to endanger structural mtegrity. 
Structural acoustics deals with low-level dynamic processes in structures result
mg from excitation by forces, moments, and pressure fields. The primary mterest 
m arrbome and structure-borne noise problems is the predict10n of 

1. power input mto the structure, 
2. the response of the excited structure, 
3. propagation of structure-borne sound to connectmg structures, and 
4. sound radiated by the vibrating structure. 

The subJect matter of this chapter is specific to noise control problems and thus 
is restricted to the audible frequency range and to air as the surrounding medium, 
though many of the concepts are directly applicable to liqmd media or to higher 
or lower frequencies. 

A typical n01se control problem is illustrated in Fig. 11. 1. A resiliently sup
ported floor slab in the room to the left (source room) is excited by the periodic 
impacts of a tapping machme, while the microphone in the receivmg room to the 
right registers the resultmg noise. A part of the vibrational energy 1s dissipated 
in the floating slab, a part is radiated directly as sound mto the source room, 
and the remamder 1s transmitted through the resilient layer into the building 
structure. 

The radiated sound energy builds up a reverberant sound field m the source 
room that in tum excites the walls. The vibrations in the wall separating the two 
rooms, identified as path 1 in Fig. 11.1, radiate sound directly mto the receiver 
room. The vibrations m the other partitions of the source room travel in the form 
of structure-borne sound to the six partitions of the receivmg room and radiate 
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C. Room below 

Key, r--..r,..., Structure-borne path. 

@) Airborne path 

FIGURE 11.1 Sound transnussion paths between an rmpact source in room A and a ,. ,) 

recelVer in room B. Also shown are the paths to room C below. 

sound mto the receiver room. The structure-borne paths are identified by waves, 
2, 21 and 3, 3' 

To reduce the noise level m the receiving room by a desired amount, the acous
ucal engineer must estimate the sound power transmitted from the source room 
to the receiver room through each path and then design appropriate measures to 
(1) reduce power input to the floating slab, (2) increase power dissipation in the 
slab, (3) increase vibration 1solat10n, (4). reduce the structure-borne noise along 
Its propagation path between source and receiver room, (5) reduce the sound 
radiated by the partitions of the source room, and (6) reduce the reverberation 
buildup of the sound in the receiver room by increasing sound absorption. 

The aim of this chapter is to provide the informauon needed to solve such 
typical noise control engmeering problems. ✓ 

11.1 TYPES OF WAVE MOTION IN SOLIDS 

Wave mot10n in solids can store energy in shear as well as in compression. The 
types of waves possible in solids include compress10nal waves, flexural waves, 
shear waves, torsional waves, and Rayleigh waves. Compressional waves are 
of practical importance in gases and liqmds, which can store energy only in 
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compression. The different types of waves m solids result from different ways of 
stressing. For a wave to propagate m solids, liquids, and gases, the medium must 
be capable of storing energy alternatively m kmetic and potential form. Kinetic 
energy is stored in any part of a medium that has mass and 1s m motion, while 
potential energy 1s stored m parts that have undergone elastic deformation. 

Solid matenals are characterized by the followmg parameters: 

Density PM 
Young's modulus E N/m2 

Poisson's rauo V 

Loss factor rJ 

The shear modulus G is related to Young's modulus as 

E 
G= --- N/m2 

2(1 + v) 
(11.1) 

The sketches on the left of Table 11.1 illustrate the deformation pattern typical 
for compress10nal, shear, torsional, and bending waves in bars and plates. Acous
tically important parameters of solid materials are compiled in Table 11.2. Note 
that all tables m this chapter are placed at the end of the text. Thickness and 
weight per umt surface area of steel plates are listed in Table 11.10. Percentage 
open area of perforated metal is given m Table 11.11. 

In dealing with structure-borne sound, we must distingmsh between velocity 
and propagation speed. The term velocity refers to vibration velocity of the 
structure (i.e., the time derivative of the local displacement), winch 1s linearly 
proportional to the excitation and will be designated by the letter v. As illustrated 
on the left of Table 1 l. 1, the displacement and velocity are in the direction of 
wave propagation for longitudinal waves and perpendicular to 1t for shear and 
bending waves. 

The term speed refers to the propagation speed of structure-borne sound, 
which 1s a charactensuc property of the structure for each type of wave motion 
and is mdependent of the strength of excitation provided that the deformations 
are small enough to av01d nonlinearities. Propagation speeds will be designated 
by the letter c. We must distinguish between phase speed and group speed (or 
energy speed). 

The phase speed c is defined m terms of (1) the wavelength A, which 1s the 
distance in the propagation direction for which the phase of a sinusoidal wave 
changes 360°, and (2) the frequency f of the sinusoid. Consequently, c = Aj 
Formulas to calculate phase speed of the various wave types are given on the 
nght side of Table 11. l. Note that the phase speed for longitudinal, shear, and 
torsional waves is mdependent of frequency. Consequently, they are referred to 
as nondispers1ve waves. This means that the time history of an impulse, such as 
caused by a hammer blow striking axially on one end of a serm-mfinite bar, 
as illustrated in Fig. 11.2a, will have the same shape regardless of where the 
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FIGURE 11.2 Time history of beam motion for impulsive excitation: (a) axial impact
generating nondispersive compressional .waves; (b) normal rmpact-generatmg dispersive 
bending waves. 

axial motion is sensed. Because the pulses sensed at different locations are time
delayed vers10ns of each other, the propagation speed of the longitudinal wave can 
be determined expenmentally as the ratio of the axial distance and the difference 
of amval time. Since all frequency components travel at the same speed, the 
phase speed (which is defined only for a steady-state sinusoidal excitation) is 
identical with the speed of energy transport. 

The phase speed of the bending wave can be easily measured by exciting 
the infinite beam with a steady-state sinusoidal force acting normal to the beam 
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axis and measuring the gradient of the phase dcp / dx along the beam. The phase 
velocity cs is defined as 

2nf 

I d</J/ dxl 
mis (11.2) 

However, the situation is much more complicated m the case of a complex 
waveform such as illustrated m Fig. 11.2b, where an infinite beam is impacted 
normally and a bending-wave pulse that contains a wide band of frequencies is 
created. Because of their higher phase speed, high-frequency components speed 
ahead of the low-frequency component. Consequently, the width of the pulse 
increases as it travels along the beam. The speed of energy transport for the 
bending-wave pulse is not obvious. In case of light fluid loading (when the 
energy earned in the surrounding fluid is negligible), it is meamngful to define 
the energy transport speed as the ratio of transmitted power W and the energy 
density E" (per unit length of beam). For a pulse whose spectrum peaks at 
frequency f the energy speed csc is twice the phase speed1: 

csc(f) = 2cs(f) mis (11.3) 

Accordingly, the power transillltted by a plane bending wave m the direct10n of 
propagation per umt area of a structure normal to that direction is 

(11.4) 

where v is the rms value of the bending-wave velocity and PM is the density 
of the material. According to Eq. (11.4), the bending-wave power in an mfinite 
beam of cross section S is given by 

(11.5) 

and power transillltted by a plate of thickness h across a line length l aligned 
parallel to the wave front is 

(11.6) 

11.2 MECHANICAL IMPEDANCE AND POWER INPUT 

Except for the initial transient, the velocity at the excitation point is zero if 
a structure is subjected to a static force. Accordingly, a static force does not 
transmit power into a fixed structure. For dynamic excitation by a point force 
or moment [the moment M = Flm is defined as a pair of forces (F) of equal 
magnitude but opposite direction acting simultaneously at a short distance ( ½ l M) 
on both sides of the excitation pomt], there is always a finite dynamic velocity 
or dynamic rotation at the excitation point. If the velocity at the excitation pomt 
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has a component that IS m phase with the force, or the angular velocity has a 
component that 1s in phase with the moment, then power IS fed continuously into 
the structure. 

Mechanical Impedance 

The mechanical Impedance 1s a measure of how a structure "resists" outside forces 
or moments. A thorough understanding of mechanical impedances is a necessary 
requirement for understanding and for solvmg most nmse control problems. The 
concept of mechanical rmpedance is best introduced by cons1denng a hannomc 
force F acting on an ideal lumped-parameter system such as a rigid 
unrestramed mass, a massless spring, or a dashpot. The velocity response is also 
a harmonic function of the form v = f.ieJwt. The force rmpedance Z p 1s defined as 

ii 
N s/m (11.7) 

and the moment rmpedance as 

M 
ZM = N • s/m (11.8) 

") ·. 
where M 1s the exciting moment (torque) and 0 1s the angular velocity at the 
excitation point. 

The point force impedance for these basic lumped elements are listed below: 

Element Zp 

F m 
Mass jwm -+{) 

Spring -;s/w ~ 
Dashpot r F rDf _...,--I 

where m is the mass of a rigid body, s 1s the stiffness of the spring, and r is the 
resistance of the dashpot. Note that the direction of the force must go through 
the center of gravity of the mass so that the velocity response 1s free of rotation
and 1s m the direction of the force. For the rigid mass and. the massless spring 
the force impedance is imaginary, mdicating that the force and velocity are in 
quadrature and the power input 1s zero. 

Formulas for computing the point force and moment impedances of infinite 
structures are given m references 2-12 and m Tables 11.3 and 11.4, respectively. 
Both force and moment impedances are idealized concepts, defined for pomt 
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forces and pomt moments. Forces or moments can be considered applied at a 
point, provided that the surfaces over which they act are smaller than one-sixth 
of the structural wavelength. Naturally, the excited surface area must be large 
enough so that the force does not cause plastic deformation of the structure. 
There 1s proportionality between force and moment impedances in the form of 

(11.9) 

where Zp,1 1s the effective length given m Table 11.5. 

Power Input 

For the dashpot the force impedance is real. The velocity 1s m phase with the 
force and the power' that is fed continuously into the dashpot and dissipated 
m 1t 1s given by ½IF12/r. More generally, for a system with a complex force 
impedance the input power is 

W 12n:/w 
- F(t)v(t) dt = ½I.Fl Ii.ii cos¢ 
2n 0 

w 
(11.10) 

where fr and ii are the peak amplitude of the exciting force and the velocity, ¢ 
is the relative phase between F(t) and v(t), and Re{} refers to the real part of 
the bracketed quantity. Equat10n (11.10) is valid for any situation, not only for 
the dashpot. 

Rigid masses, massless spnngs, and dashpots are useful a,bstractions that repre
sent the dynamic properties of structural elements. At sufficiently low frequencies, 
the housing of a resiliently mounted pump behaves like a rigid mass, while 
the resilient rubber mount that supports 1t behaves like a spring. This. lumped
parameter characterizat10n of mechanical elements becomes mvalid when, with 
increasmg frequency, the structural wavelength becomes smaller than the largest 
dimensions of the structural element. • 

To deal with fimte structures that are large compared with the structural 
wavelength, we need another useful abstraction. Regarding their input 1mpe• 
dance-which governs power input-it 1s useful to consider such structures as 
mfinite. The strategy for predicting the vibration response and sound radiation 
for these structures 1s to estimate the power mput as if they were mfinite and 
then predict the average vibration that such input power will cause m the actual 
firnte structure. Because most structures are made of plates and beams, our strat
egy requires us to characterize the impedance of infinite plates and beams. The 
abstraction of mfinite size is invoked so that no structural waves reflected from 
the boundaries come back to the excitat10n pomt. In this respect, structures can 
be considered mfinite if no reflected waves that are coherent with the input come 
back to the excitation point because the boundaries are completely absorbmg 
or because there is sufficient dampmg so that the response attributable to the 
reflected waves is small compared to that attributable to the local excitation. 
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In respect to point force_ excitation, infimte structures are charactenzed by 
0-err pomt force impedance ZFoo or point mput adllllttance (also called mobility) 
Y Foo, defined as 

- Fa 
ZFoo = --=-- N s/m 

Vo 

- 1 vo 
y Foo = --- = --;:;- mJN · S 

ZFoo Fa 

(11.11) 

(11.12) 

where Fa is the applied pomt force and v0 is the velocity response at the excitat10n 
pomt. The tilde above the symbols (which we will drop m further considerations) 
signifies that Fa and v0 are complex scalar quantities characterized by a magnitude 
and phase. Since vo usually has a component that is m phase with Fa and one 
that is out of phase with Fa, the parameters Z F and Y F usually have both real 
and imagmary parts. 

The power mputs to infimte structures excited by a point force or by a point 
velocity source (i.e., a vibration source of high mtemal impedance) are, respec
tively, 

i A2 { 1 } Win= l 2F0 I Re --
ZFoo 

w (11.13a) 

W~=Gpp Re --··{ ell } 
ZFoo 

W/Hz (11.13b) 

Win= (½D5) Re{ZFoo} w (11.14a) 

W~ = Gvv Re{ZFoo} W/Hz (11.14b) 

where Fa and Do are peak amplitudes of the exciting smusoidal force and velocity 
and G FF and Gvv are the force and velocity spectral densities when the excitation 
i~ of broadband random nature. For excitation by a moment of peak amplitude 
M or by an enforced angular velocity of peak amplitude 0, the corresponding 
expressions are 

W{n { 1 } Hz= GMM Re ZM W/Hz 

1 A 

Wm= 1201 Re{ZM} W 

W{n = Gee Re{ZM} W/Hz 

(11.15a) 

(11.15b) 

(11.16a) 

(11.16b) 

Table 11.3 lists the pomt force impedance Z Foo and Table 11.4 the moment 
impedance Z Moo for sellll-infinite and mfimte structures. Table 11.5 lists the effec
tive length lM that connects the point force and moment impedances according 
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to Eq. (11.9). Information regarding power input to infinite structures for force, 
velocity, moment, and angular velocity excitation is compiled m Table 11.6. The 
most complete collection of impedance formulas, which includes beam~, box 
beams, orthotropic and sandwich plates with elastic or honeycomb core, grills, 
homogeneous and rib-stiffened cylinders, sphencal shells, plate edges, and plate 
intersections and transfer impedances of various kinds of vibration isolators, is 
presented in reference 12. 

For approximate calculations or for cases where no formulas are given in 
Tables 11.3-11.6, the power input to infinite structures can be estnnated accord
mg to Heckl10•11 as 

(11.17) 

(11.18) 

where Eq. (11.17) is used for localized force excitat10n (i.e., low-impedance 
vibration source) and Eq. (11.18) for localized velocity excitation (i.e., high
impedance vibrat10n source) and Zeq is estimated as 

Zeq = WPMSE[a)..] N, s/m (beam) (11.19a) 

Zeq = WPMhE[rr(a)..)2] N s/m (plate) (11.19b) 

Zeq = cvpME[1rr(a)..)3
] N, s/m (half space) (11.19c) 

where PM is the density of the matenal, S is the cross-sectional area of the 
beam, h is the plate thickness, ).. is the wavelength of the motion excited most 
strongly (bending, shear, torsion, or compression), and E is 1 when the structure 
is excited m the "llllddle" and 0.5 when it is excited at the end or at the edge 
(sellll-mfimte structure) and a is a number in the range of 0.16-0.6. If not known, 
it is customary to use a = 0.3. 

The eqmvalent impedance Zeq m Eq. (11.19) has an mstructive and easy-to
remember interpretation, namely that the magmtude of the point input impedance 
is roughly equal to the impedance of a lumped mass that lies withm a sphere 
of radius r :::: ½).. centered at the excitation pomt. This portion of the structure 
is shown in the third column of Table 11.3. This principle can be extended to 
composite structures10 such as beam-stiffened plates where the combmat10n of 
Eqs. (11.19a) and (11.19b) yields 

(11.20) 

Another useful rule of thumb is that, regarding P?Wer mput, excitation by a 
moment M and by an enforced angular velocity 0 can be represented by an 

A • • A 11 
eqmvalent pomt force Feq or equivalent velocity Veq, 
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ft: c::: M 
eq - 0.2;\,B 

N 

Veq ~ 0(0.2;:\.,B) mfs 

(11.21) 

(11.22) 

If the excitation force extends over an area that 1s large compared with the bending 

wavelength, the power transmitted mto the structure becomes substantially less 

than it would be for a concentrated force. For extended velocity source the 

power transmitted becomes significantly larger than 1t would be for a concentrated 
velocity excitation. 

According to reference 5, the real part of the point force impedance, Re {ZFoo}, 
can be predicted according to Bode's theorem as 

(1123) 

where E is defined here as an exponent of the Zeq-versus-frequency curve (i.e., 

Zeq ~ w"), where E = 0 for homogeneous 1sotrop1c thick plates, E = 0.5 for 

beams in bending, and E = } for cylinders below the nng frequency. 

Parameters Influencing Power Input. When the excitation point 1s near a 

structural junction, part of the mc1dent vibration wave is reflected. This reflected 

wave rnfluences the velocity at the excitatipn pornt and thereby also the driving 

point impedance and consequently the power mput. Fig. 11.3a shows the effect 

of the vicinity of a T-junction compnsed of identical, anechoically terminated 

beams on the point force impedance Z2(x0) as a funct10n of the distance x0 

between the junction and the excitation pomt.13 As expected, the impedance 

mcreases rapidly with decreasing distance when x0 < ½>-, 8 . The Junction has a 

considerable effect even for large x0, causmg approximately a 2 ; 1 fluctuation in 

the magnitude of the impedance. Figure 11.3b shows the measured distribution 

of the beam vibration velocity lv(x)I along each of the three beam branches, 

mdicating that the observed strong standing-wave pattern is limited to that part 

of beam 2 that lies between the Junction and the excitation pomt. 
The impedance formulas presented in Tables 11.3-11.6 are strictly valid only 

when the surrounding fluid medium has no appreciable effect on the response of 

the structure. This is generally true for arr as the surrounding medium but not 

for water, which is 800 times more dense than air. The effect of fluid loading at 

low frequencies is equivalent14 to adding a virtual mass per umt area p;, 

(11.24) 

to the mass per umt area of th.e plate. In Eq. (11.24), Po 1s the density of the fluid 

and cB(f) and AB(f) are the bending-wave speed and the wavelength of the free 

bending waves m the unloaded plate (see Table 11.1). Because p~ 1s mversely 

proportional to w112
, fluid loading results m greater reduction of the response 
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FIGURE 11.3 Effect of the vicinity of T-Junctlon on the measured point force impe

dance and velocity response13 : (a) nonnalized force impedance Z1 (xo)/Z100 as a function 

of the nonnalized distance x0 / ;,_ 8 and x1 1s the distance from the junction along beam t; ( b) 

distribution of normalized velocity, v(x)/vo, along the three beam branches as numbered 

m (b). 

at the excitation point at low than at high frequencies. Flmd-loading effects are 

treated in references 14-17. 

11.3 POWER BALANCE AND RESPONSE OF FINITE STRUCTURES 

For fimte structures, the response at the excitation point, and accordingly also the 

input admittance, Y 1/Z, depends on the contribution of the waves reflected 

from the boundanes or discontinuities. Consequently, Y vanes. with the location 



Idaho Power/1206 
Ellenbogen/213

400 INTERACTION OF SOUND WAVES WITH SOLID STRUCTURES 

of the excitation point and 'With frequency. However, both the space-averaged 
and frequency-averaged input admittances of the finite structure (Y (x, f) }x and 
(Y (x, f)) f equal the pomt input admittance of the eqmvalent mfimte structure. 18' 

namely, 
(Y(x, f))x (Y(x. f))f Y00 mlN, S (11.25) 

Figures 11.4a and 11.4b show the typical variation of the real and imagmary 
parts of the pomt input admittance of a fimte plate with location x and frequency 
f, respectively. Thls particular behavior has considerable practical importance: 

1. The power introduced into a finite structure by a point force of random
noise character can be well approximated by the power that the same force 
would introduce mto an equivalent infinite structure. 

2. The power introduced mto a fimte structure by a large number of randomly 
spaced point forces can be approximated by the power the same forces 
would introduce into an equivalent infinite structure. 

Resonant Modes and Modal Density 

The peaks in Fig. 11.4a correspond to resonance frequencies of the firute struc
ture, where waves reflected from the boundaries travel in closed paths such that 
they arnve at their starting point m phase? The spatial deformation pattern that 
corresponds to such a particular closed path 1s referred to as the mode shape and 
the frequency where 1t occurs as the eigenfrequency or natural frequency of the 
finite structure. The importance of such resonances lies in the hlgh transverse 
velocity caused by the in-phase superposition of the multiple reflections that may 
result m increased sound radiation or fatigue. 

Exact calculation of the natural frequencies 1s possible only for a few highly 
idealized structures. Fortunately, the modal density n(f), whlch is defined as 
the average number of natural frequencies m a 1-Hz bandwidth, depends not 
too strongly on the boundary conditions. Accordingly, one can make a reliable 
statistical predict10n of the modal density using the formulas obtained for the 
equivalent idealized system. 

For example, the modal density of a. thin, flat, homogeneous, 1sotrop1c plate 
of not too hlgh aspect ratio two octaves above the first plate resonance is already 
well approximated by the modal density of a rectangular plate of equal surface 
area, whlch 1s given by1 

s (11.26) 

where Sis the area (one side) and h 1s the thickness. Note that n(f) is independent 
of frequency and that it is large for large and thin plates. 

The modal density of rooms of volume V one octave above the first room 
resonance is usually well approximated by the first term of the modal density of 
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a rectangular room with hard walls, 

n(f) 
n:S L 

+ +- s 
8c0 

(11.27) 

where S 1s the total wall surface area and L is the longest dimens10n of the rect
angular room. The first resonance frequency, modal densities, and mode shapes 
of a number of finite structures and the point input rmpedance (the inverse of the 
admittance) of the equivalent infinite structure are compiled in Table 11. 7. More 
detailed mformat10n on mode shapes, natural frequencies, and modal densities 
are given in reference 19. The following important relationship exists between 
the modal density and the real part of the point force adrmttance of the equivalent 
infinite system1 : 

l 4 for thm plate 
2 for thin cylinder 
1 for thin sphere 

where M is the total mass of the finite system. 

Power Balance 

The power balance given in Eq. (11.29), 

win Wa +-Wtl+ Wrad w 

(11.28) 

(11.29) 

states that, in steady state, the power introduced, Win, equals the power dissipated 
in the structure, W,;, the power transffiltted to connected structures, Wtr, and the 
power radiated as sound into the surrounding fluid, Wract• If the excitation is by 
a point force of peak amplitude and the structure is a homogeneous isotropic 
thm plate of thickness h, area S (one side), density PM, with longitudinal wave 
speed cL, immersed in a fluid of density Po, and speed of sound c0, Eq. (11.29) 
takes the form 

(11.30) 

where Ps = PMh is the mass per unit area of the plate, w 2n:f 1s the radian 
frequency, rJd and r/tr are the dissipative and transmissive loss factors, and a is the 
sound radiation efficiency of the plate (see Section 11.6). Combming dissipative 
and transmissive losses into a single composite loss factor 7/c 1/d + 1/tr and 
assuming Re{Yp} = Yp00 l/Zp00 1/(2.3psCLt), as g1venin Table 11.3, and 
solving for the space-time averaged mean-square plate velocity {v2) yield 

4.6p}cLtWTJcS (1 + 2pocoa / PsuYt/c) 
(11.31) 

Example 11.1. Predict the space-time averaged velocity response ((v2)) 1/ 2 of 
a 2-mrn-thick, 1 x 2-m steel plate to a point force Fo 10 N peak amplitude I 

J 
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at a frequency of 10 kHz when a 1 and 1/c = 0.01. Compare {v2) with the 
mean-square velocity at the excitat1on point v5. The input parameters to be used 
in connection with Eq. (11.31) and Table 11.2 are 

s 

yielding 

10 N Ps = PMt = 7700 kg/m3 x 2 x 10-3 m = 15.4 kg/m2 

5050 mis CV 2n:f 2:rr X 104 raci/s 1/c = 0.01 

2 m2 Po = 1.2 kg/m3 co= 340 mis a 1 

102 

4.6 X (15.4)2 X 5.05 X 103 X 2 X lQ-3 X 2n: X 104 X lQ-2 

1 
x------------------

2(1 + 2 X 1.2 X 340/15.4 X 2:rr X 104 X 2 X lQ-2) 

= 6.7 X 10-6 mls2 

H) 2.6 X 10-3 mis 

1 A1 --- 10
2 

= 2 Fo~y 00 = 4.6psCLt = 4.6 X 15.4 X 5.03 X 103 X 2 X 10-3 

= 0.14 mis 

V~ = (0.14)2 X 106 = 2925 
(v2) 6.7 

11.4 REFLECTION AND TRANSMISSION OF SOUND 
AT PLANE INTERFACES 

When a plane sound wave traveling in a homogeneous medium encounters a 
plane mterface with another medium, it may be (1) totally reflected, (2) partially 
reflected, or (3) totally transmitted depending upon the angle of mcidence, the 
propagation speed of sound, and the density of the materials on both sides of the 
mterface. Interfaces of practical importance are between air and water, between 
a1r and solid matenals, between air and porous matenals -(such as ground or 
sound-absorbing materials), and between layers of fibrous· sound-absorbing mate
rial such as treated in Chapter 8. 

The simplest case is when the wave front of the incident plane wave 1s parallel 
to the plane of the interface (i.e., the wave propagates normal to the mterface), 
as shown schematically m Fig. 11.5. In this simple case the transmitted wave 
Ptran retains the propagation direction of the incident wave Pinc and the followmg 
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11 .. 

• II 

p ej(wt-k2x) 
tr 

Ii • 

FIGURE 11.5 Reflection and transmission of a plane sound wave normally incident 
on the plane interface of an infimtely thick medium: Pinc, Pref, Ptr, peak amplitudes of 
mcident, reflected, and transmitted pressure; p, c, density and speed of sound of respective 
media. 

relationships apply: 

4Re{Z2}/Re{Zi} 2Z2 
= 

Prran 

Pinc IZ2/Z1 + 112 Z2 + Z1 

Pref = l _ Wtran = Z2 -
Pinc Wref Z2 + Z1 

and for the power transmission and reflections 

l
z z \

2 
1- 2 1 

+Z1 

Wref I Z11
2 

Wine= Z2 + Z1 

(11.32) 

(11.33) 

(11.34) 

(11.35) 

where Z, = p1c, is the characteristic impedance of media i for plane waves and 
Pi and c, are the density and sound speed of the medium. For an air-steel 
interface and for a water-steel mterface where Z2/Z1 = 3.9 x 107 /4.1 x 102 

and Zi/Zi = 3.9 x 107 /1.5 x 106, respectively, Eqs. (11.32)-(11.35) yield 

Interface Prran/ Pinc 

Arr-steel 1.99998 
Water-steel 1.927 

Pref/ Pinc 

0.99998 
0.927 

0.00004 
0.141 

0.99996 
0.859 
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indicating that plane waves normally incident from air onto bulk solid materials 
transmit only an extremely small portion of the incident energy while those 
mcident from liquids are able to transnut an important fraction of the incident 
sound energy. 

If the plane wave arnves at the plane mterface at an oblique angle ¢1 (¢1 0 
1s normal incidence), the angle of the reflected wave <Pr = ¢; but the angle of 
the transIDitted wave ¢z depends on the ratio of the propagation speeds m the 
two materials according to Snell's law: 

sm¢1 
sm</)z. 

(11.36) 

If the plane interface is between two semi-mfinite fluids or between a flmd and a 
porous sound-absoroi:ng matenal, only compressional waves are generated. How
ever, at interfaces between a fluid and a solid the energy transmitted into the 
semi-infimte solid contains both compressmnal and shear waves. As illustrated 
in Fig. 11.6, the transmitted wave breaks toward the normal of:the interface if 
c2 < c1 and away from the normal if c2 > c1. 

y 

0 

FIGURE 11.6 Reflection and transmission of an oblique-lllcidence plane sound wave 
at the plane interface of two sellll-infinitely thick medium, k1 = w/ci, k2 = w/c2. 
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If c2 < Ci, there is always a transrrutted wave even for grazmg incidence 

(¢1 = 90°), and for lossless media the power transmission reaches 100% at an 

oblique-incidence angle ¢1 when 

(c2/c1)2 sm2 ¢1 

cos2 ¢1 
(11.37) 

If c2 > c1 sound transrmssion occurs only m a limited mc1dence angle range 

0 < </>1 < <l>1L = sin-1(cif c2). For angles </>1 > ¢ 1L there is a total reflection and • 
the sound wave penetrates into the second medium only in the form of a near 

field that exponentially decays with distance from the interface. The pressure 
reflection coefficient for oblique-incidence sound is given by 

{ 

Z2/Jl - [(c2/c1) sin¢1J2 - Zi/ cos¢1 

R(</>i) = Pref(ef>i) = Z2/ /I - [(c2/c1) sm ¢1]2 + Zif cos </>1 

Pmc(</>1) for c2 < C1 or c2 > c1 and ¢1 < ¢1L 
1 for c2 > c1 and <Pt > <PtL 

(11.38) 

The limiting angle for plane-wave sound transmission from air to steel 1s ¢Le = 
sin-1(co/c,) 3.8° for compressional waves and <PLS sin-1(c0/c,) = 4.5° for 

shear waves. For sound transmission from water to steel, the corresponding lim

iting angles are ¢Le 13° and </>is 15°, respectively. For angles larger than 
these, there 1s total reflection and only eJponentially decaymg near fields exist 
m the solid. 

11.5 POWER TRANSMISSION BETWEEN STRUCTURAL ELEMENTS 

In the preceding sections, the power lost to a connected structure was considered 

only as an additional mechanism that mcreases the loss factor of the excited struc

ture. In many practical problems, however, the power transrmtted to a ne1ghbonng 
structure 1s the pnme reason for a noise reduction program. 

The power balance equation states that the power introduced into the directly 

excited structure 1s either dissipated in it or is transmitted to neighboring struc

tures. Accordingly, if in a noise reduction problem the power 1s to be confined to 

the excited structure, the power dissipated in the structure must greatly exceed the 

power transmitted to the neighboring structures. This requrres a high loss factor 

for the excited structure and a construction that minimizes the power transmission 

to neighboring structures. Methods to achieve high dampmg are the subject of 
Chapter 14. 

Reduction of Power Transmission through a Change 
in Cross-Sectional Area 

The simplest construction that causes a partial reflection of an mcident com
pression or bending wave 1s a sudden change in cross-sectional area, as shown 
schematically in Fig. 11.7. 
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FIGURE 11.7 Attenuation at discontimnty m cross section as a function of tlnckness 

ratio. (After reference 1.) 

Reflection Loss of Compression Waves. The reflection loss t:,.RL, defined 

as the logarithmic ratio of the mcident to the transrrutted power (for both sections 

of the same material), is calculated as1 

(11.39) 

where IY Szf S1 is ratio of the cross-sectional areas (see Fig. 11.7). 

The reflection loss as a function of cross-sectional area ratio 1s plotted as the 

dashed line in Fig. 11.7. Since Eq. (11.39) is symmetrical for S1 and S2, the 

reflection loss is mdependent of the direction of the incident wave. This equation 

is also valid for plates where u h2/ h1 is the ratio of the thicknesses. Note 

that a 1 10 change m cross-sectional area yields only 4.8 dB reflection loss. To 

achieve 10 dB reflection loss, a 1 • 40 change m cross-sectional area would be 

necessary! 

Reflection Loss of Bending Waves. The reflection loss for bending waves 

of perpendicular incidence at low frequencies is mdependent of frequency and 1s 

given by1 

_ ½(u2 + IY-2) + (ul/2 + u-1/2) + 1 
!!..RB - 20log (dS/4 + u-s/4) + (u3/4 + u-3/4) dB (11.40) 

The equatwn is also plotted m Fig. 11.7 (solid line). 
We conclude from Fig. 11. 7 that a change m cross-sectional area 1s not a 

practical way to achieve high reflection loss in load-bearing structures. 
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Reflection Loss of Free Bending Waves at an L-Junction 

Structural elements that necessitate a change in the direction of a bending wave 
play an important role in structures. We consider here normally mcident bending 
waves at a Junction between two plates (or beams) at right angles: For low 
frequencies both the transmitted and reflected energy is predominantly ill the 
form of bending waves. In this frequency range the reflection loss (logarithmic 
ratio of incident to transID1tted power) for plates and beams of the same materials 
1s given by1 

[
a5/4 + a~5/4l 

6.RBB = 20log ✓'i, J dB (11.41) 

This equation is plotted m 11.8. Because !:!..R8 s is symmetric m a, the 
reflection factor does not depend upon whether the onginal bending wave is 
incident from the thicker or from the thinner beam or plate. Note that the lowest 
reflection loss of 3 dB occurs for equal thicknesses (er = 1). If the two plates 
or beams constitutmg the junction are of different material, replace the ratio 
a= h2/ h1 by 

(11.42) 

where B and cB are the bending stiffness'1Wld propagation speed of free bending 
waves, respectively (see Table 11.1). At higher frequencies the incident bending 
wave also excites longitudinal waves in the second structure.1 

(B2/c"l)/(B1/c1) ---'>--
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FIGURE 11.8 Attenuation of bending waves at comers (in absence oflongitudinal wave 
interacuons) as a function of thickness ratio. (After reference 1.) 
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Reflection Loss of Bending Waves through Cross Junctions 
and T ..Junctions 

409 

Other structures that may provide a substantial reflection of an incident be11ding 
wave are the cross junction of walls shown schematically ill Fig. 11.9 and the 
T-junction in 11.10. If a bending wave of perpendicular incidence reaches 
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FIGURE 11.9 Attenuation of bending waves at plate mtersections (in absence of lon
gitudinal wave mteractions) as a function of thickness ratio. (After reference 1.) (-·-) 
AR12 for random mcidence computed by K.ihlman.20 " 
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FIGURE 11.10 Attenuation of bending waves at plate intersect10ns (in absence of lon
gitudinal wave mteractions) as a function of thickness ratio. (After reference 1.) 
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the cross junction from plate 1, it is partially reflected and partially transmitted 
to the other plates. The transillltted power splits mto a number of different wave 
types, namely, bending waves m plate 3 and longitudinal and bending waves in 
plates 2 and 4. Because of the symmetry in the geometry, plates 2 and 4 will 
have the same excitation.1 

The reflection loss ( defined as the logarithmic ratio of the power in the incident 
to that in the transillltted bending wave) is given as a function of the ratio 
of the plate thickness for plates or beams of the same material and 1s shown 
m Figs. 11.9 and 11.10. When the plates are made of different matenal, the 
ratio a h2/ h1 is given by Eq. (11.42). The amplitudes of the bending waves 
transmitted without a change m direction are restramed by the perpendicular 
plate, and the refl.ect10n loss in this direction, L'iR13 , increases monotonically 
with increasmg thickness of the restraining plate, h2 . Since this plate effectively 
stops the vertical motion of the horizontal plate at the junction, even for very thin 
vertical walls, t.R13 remams level at 3 dB, mdicating that only the power carried 
by the bending moment can pass the junction. For those bending waves that 
change direction at the junction, the reflection loss becomes a mimmum (L'iR12 = 
9 dB) at a thickness ratio a = h2/ h1 = 1 for the cross junct10n; corresponding 
numbers for the T-junction are 6.5 dB at a thickness ratio a = h2/ h 1 1.32. The 
reflection loss then increases symmetrically for increasmg or decreasing thickness 
ratio (h2/ h1). 

The transmission of free bending waves at cross junctions for random inci
dence has been computed and the reffoctron loss for a number of combmations 
of dense and light\veight concrete plates detennined.20 The results for t.R12 are 
plotted in Fig. 11.9 (as x's), which indicate that t.R12 for random incidence 
is somewhat higher than that for normal incidence. It was also found that for 
random mc1dence L'iR12 is mdependent of frequency but b,.R13 decreases with 
increasmg frequency. 

Power Transmission from a Beam to a Plate 

The structural parts of a modern building frequently mclude columns and struc
tural floor slabs. Consequently, the power transmission from a beam to a plate, 
which models this situation, is of practical interest. Let us first consider the 
reflection loss for longitudinal and bending waves incident from the beam onto 
an mfinite homogeneous plate. 

Reflection Loss for Longitudinal Waves. When a longitudinal wave in the 
beam reaches the plate, its energy 1s partly reflected back up the beam and 1s 
partly transmitted to the plate m the form of a bending wave. The reflection loss 
(equal to the logarithmic ratio of the incident to the transnutted power) 1s 

by21 

(11.43) 
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where Yb = 1/Zb admittance of semi-infinite beam for longitudinal waves, 
m/N s 

Yp pomt admittance of mfimte plate, 1/Zp, m/N s 

Both Yp and Yb are real and frequency independent and can be found for infinite 
beams and plates from Table 11.3 by taking the reciprocal of the impedances, 
that Yb = 1/ PbCLbsb and Yp = 1/2.3ppCLph2 

Complete Power Transmission between Beam and Plate far Longitu
dinal Waves. Inspecting Eq. (11.43), we note that the reflection factor is zero 
(all the mcident energy 1s transmitted to the plate) when Yb Yp- Equating the 
values for Yp and Yp given above yields the requirements for complete power 
transnuss1on from the beam to the plate: 

2.3 PpCLvh2 m2 

PbCLb 
(11.44) 

If the column and the slab are of the same matenal so that PpCLp = PbCLb, 
Eq. (11.44) simplifies to 

(11.45) 

This equation says that for perfect power transfer from a beam of square cross 
section to a large plate, the cross dimension of the beam must be 1.52 times 
the thickness of the plate and for a beam of circular cross section the radius 
must be 0.86 times the plate thickness. Actually, this is well within the range 
of slab thicknesses-column cross section ratios commonly found in architectural 
structures. The reflection factor for different geometries of steel beam and plate 
connections has been measured.21 The results for a substantial nusmatch (a) and 
for a near matching (b) are plotted in Fig. 11.11. 

Reflection Loss for Bending Waves. When a beam carries a free bending 
wave, a part of the energy earned by the wave is transmitted to the plate by the 
effective bending moment and excites a radially spreading free bending wave 
in the plate. A part of the incident energy is reflected from the junction. Here 
the reflection loss 1s detennined by the respective moment impedances1,21 of the 
plate and the beam: 

(11.46) 

where the moment admittances ybM and Y;'l1 are glven by1,20 

(11.47) 
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FIGURE 11.11 Reflection loss for longitudinal waves, t,.RL, for a steel beam plate 

system: (a) plate thickness 2 mm, beam,~ro~s section 10 x 20 mm; (b) plate thickness 

4 mm, beam cross section 5 x 10 mm. (After reference 21.) 

and 

(11.48) 

where k wavenumber, m-1 

BP = bending stiffness per unit width of plate, N , m 
a effective distance of pair of point forces making up moment on 

plate, m; for rectangular and circular beam cross section a,. = ½d 
and a,, 0.59r 

d = side dimension of rectangular beam cross section (in direction of 
bending), m 

r = radius of circular beam cross section, m 

The reflection loss obtained21 for the bending-wave excitation of a steel rod of 

1 x 2 cm cross-sectional area attached to a 0.2-cm-th!ck semi-infimte steel plate 

for two perpendicular directions of bending of the rod 1s plotted in Fig. 11 .12. 

Complete Power Transmission for Bending Waves. Since the moment 

impedances of the plate and beam are both frequency dependent, complete power 

transmission (6.RB 0) can occur only at a single frequency. The criteria for 
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FIGURE 11.12 Reflection loss for bending waves, t,Rs, for a steel beam plate system 

for two different directions ofbemling of the beam (a and b). Plate thickness 2 mm, beam 

cross sect:ton 10 x 20 mm. (After reference 21.) 

perfect power transmission is achieved when both the real and imagmary parts 

of the moment impedances otthe beam and plate are equal, which requires that 

where BP = bending stiffness of beam, N · m2 

Ab = bending wavelength in beam, m 
Ap = bending wavelength in plate, m 

(11.49) 

(11.50) 

Reduction of Power Transmission between Plates Separated by Thin 

Resilient Layer 

In architectural structures it 1s customary to provide a so-called vibration break 

by inserting a thin layer of resilient material between structural elements. The 
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FIGURE 11.13 Attenuation due to an elast:Ic interlayer of 3-cmctlnck cork between 
IO-cm-thick slabs of concrete as a function of frequency. (After reference 1.) 

geometry of such a vibration break is shown m Fig. 11. 13. Often tins constructmn 
serves also as an expansion joint. 

Reflection Loss for Compression Waves. The reflection loss 1s given by1 

(11.51) 

where Z 1 impedance of solid structure for compress10nal waves, N s/m 
s; stiffness of resilient layer in compression, Nim 

Above a certain frequency (cv = 2s;/Z1) the ~RL-versus-frequency curve 
increases with a 20-dB/decade slope with increasmg frequency. Below tins 
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frequency the resilient layer transmits the incident wave almost entirely. As an 
example, 1 the b.RL -versus-frequency curve for a 3-cm-thick layer of cork inserted 
between two 10-cm-thick concrete slabs (or columns) is shown in Fig. 11.13. 

To achieve a high reflection loss, the resilient layer must be as soft as is 
permitted by the load-bearing requirements (sdw « 2 1). However, the stiffness 
of the layer cannot be reduced indefinitely by increasing the thickness. For fre
quencies where the thickness of the layer is comparable with the wavelength of 
compressional waves in the resilient material, the layer can no longer be consid
ered as a simple spring characterized by tts stiffness alone. The reflection loss m 
this frequency region is given by1 

[ 
1 ( Z Z,)

2 
] ~RL = lOlog cos2 k;l + 4 z, + z sin2 k,l dB (11.52) 

where k; = wavenumber for compressional waves in resilient material, m-1 

Z = impedance of equivalent infimte structure for compression waves, 
Z3, N s/m 

Z, impedance of eqmvalent infinite (length) resilient material for 
compression waves, N s/m 

l length of resilient layer, m 

The impedances Z, Z, and the wavenumber k; are assumed real; thus Eq. (11.52) 
does not account for wave damping in the resilient material. As expected, 
/';,.RL = 0 for = Z. The maximum of ~RL is reached when k;l = (2n + 
l)(½rr); here the reflection loss becomes 

z2+z2 
~RL,max = 20 log ~zz, (11.53) 

For k;l = mr(l ½nl,), the denormnator of Eq. (11.51) becomes umty mde-
pendent of the magnitude Z, yielding 

b.RL,rrun O for l 

Finally for k;l « 1 and Z, « Eq. (11.52) simplifies to Eq. (11.51). 

Reflection Loss for Bending Waves. The geometry m Fig. 11.13 suggests 
that for bending waves of perpendicular incidence the moments and forces actmg 
on both sides of the Junction must be equal. However, the transverse velocity 
and angular velocity on both sides of the junction are different because of shear 
and compressional deformation of the resilient layer. The elastic layer behaves 
qmte differently for bending waves than it does for compressional waves. 1 The 
most strikmg difference 1s the complete transmission of the incident bending 
wave at. a certain frequency and a complete reflection of 1t at another, higher 
frequency. Unfortunately, it turns out that the frequency of complete transrmss10n 
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for architectural structures of interest usually occurs in the audio frequency range. 
As an example, Fig. 11.13 shows the reflection factor for bending waves as 
a function of frequency for a layer of 3-cm-thick cork between IO-cm-thick 
concrete slabs. The transm1ss10n IS complete at a frequency of 170 Hz and then 
decreases with increasing frequency. The reflection loss for bending waves can 
be approximated by1 

[ 
1 ( E 2~3izh2)

2

] AR8 ~ lOlog 1+ 4 1- ,,_ 

where E Young's modulus of structural matenal 
= Young's modulus of elastic material 

l length of elastic layer, m 
h = thickness of structure, m 

AB = wavelength of bending waves in structure, m 

dB (11.54) 

The bending wavelength in the structure for which the elastic layer provides 
a complete transmission of bending waves 1s given by 

(11.55) 

If one wrnhes to reduce the frequency of complete transmission, the ratio 
EI E, and the length of the resilient layer must be large. However, the length of 
the resilient material should always be small compared with the wavelength of 
bending waves m the elastic layer to avoid resonances. 

A complete reflection of the incident bending wave occurs when the bending 
wavelength in the plate equals :re times the plate thickness, ABs cb/fs = :rch. 
Consequently, the frequency where complete reflection occurs 1s independent of 
the dynamic properties and the length of the elastic layer and 1s given by the 
thickness and the dynamic properties of the plate or beam. 

11.6 SOUND RADIATION 

The sound radiation of small ng1d bodies ts treated m Chapter 10. This section 
deals exclusively with the sound radiation of thin flexible plates excited to vibra
tion by pomt forces or by sound fields. Sound radiation of small rigid bodies is 
treated in Chapter 10. 

Vibration of rigid and elastic structures forces the surrounding fluid or gas 
particles at the mterface to oscillate with the same velocity as the vibrating 
structure and thus causes sound. The sound waves propagate in the form of 
compress10nal waves that travel with the speed of sound in the surrounding 
medium. 
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Infinite Rigid Piston 

Conceptually the simplest sound-radiating structure 1s an infimte plane rigid pis
ton. The mot10n of the piston forces the fluid particles to move along parallel 
lines that are perpendicular to the plane of the piston. There is no divergence 
that could lead to mertial reaction forces, such as those that can occur along 
the edges of a fimte piston where the fluid can move to the side. Consequently, 
the reaction force per unit area (i.e., the sound pressure) 1s fully attributable to 
compression effects. This 1s the same situation as if the piston would be placed 
in a tube of rigid walls, as discussed already m Chapter 10. If the piston vibrates 
with velocity v cos wt, 1t generates a plane sound wave traveling perpendicular 
to the plane of the piston. The sound pressure as a function of distance is 

p(x, t) = VPoCo cos(cvt - kox) N/m2 (11.56) 

and the radiated sound power per umt area is 

(11.57) 

where p0 and c0 are the density and speed of sound of the medium, cv 2:rc f is 
the radian frequency, ko w/co = 2n/Ao 1s the wavenumber, Ao coif is the 
wavelength of the radiated sound, and (v2)i 1s the time-averaged mean-square 
velocity (i.e., v = Vrms), 

Infinite Thin Plate in Bending 

If a plane bending wave of velocity amplitude v = ./iv and bending wave speed 
CB travels on a thin plate in the positive x direction, the sound pressure as a 
function of x and perpendicular distance z is given by1 

p(x, y) (11.58) 

where kB= 2nf/cB = 2n/As and k0 2nf/co 2:rc/).,,o are the bending wave
number in the plate and the wavenumber in the air, respectively. Inspectmg 
Eq. (11.58), one finds that for cB(c0 (kB/ko)l) the sound pressure 1s 90° out of 
phase with the velocity at the interface so that no sound power is radiated by the 
plate. The sound pressure constitutes a near field that decays exponentially with 
increasing z. For CB >co, kB/ko < 1, Eq. (11.58) has the form 

N/m2 (11.59) 
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where the pressure and velocity are m phase at the mterface (z = 0) and the 
sound power radiated by a unit area of the plate 1s / 

W!m.2 for As > Ao 
(11.60) 

which, with increasing frequency (J,,,0 /As « 1), approaches that of an mfinite 
rigid piston as given in Eq. (11.57). 

Radiation Efficiency 

It 1s customary to define the radiation efficiency of a vibrating body as 

(11.61) 

where (v~) is the normal component of the space-time average mean-square 
vibration velocity of the radiatmg surface of area S and Wract 1s the radiated 
sound power. With this defimtion, Eqs. (11.57) and (11.60) yield for the piston 

foHn:(inite ngid piston 
for ). B < lo for mfimte plate in bending 
for AB > Ao for infinite plate in bending 
for pulsating sphere 

(11.62) 
It is important to know that the radiation efficiency depends not only on the s1ze 
and shape of the radiating body as compared with the wavelength but also on the 
manner the body 1s vibrating. If a sphere vibrates back and forth mstead of pul
sating, then the net volume displacement is zero and the radiation efficiency 1s22 

O'ract 
(koa)4 

4 + (koa)4 
(11.63) 

Comparing Eqs. (11.62) and (11.63) reveals that at low frequencies a rigid body 
vibrating in translation radiates much less (approximately ¼Ck0a)2 times) sound 
power than a pulsatmg . body of the same surface area. Radiation efficiencies 
of some typical structural elements are given in Table 11.8 (see references 22 
and 23 for a more extensive collection). Radiation effic1enc1es for oscillating 
three-dimensional bodies of near-unity aspect ratio (such as a sphere or cube) are 
plotted m Fig. 11.14 and those of pipes of circular rods oscillating as ngid bodies 
in Fig. 11.15. Note that with increasing frequency, when the distance between 
the neighboring, out-of-phase moving parts of the vibrating body becomes larger 
than the wavelength of the radiated sound (i.e., 2rr a > Ao for oscillating bodies 
and As > Ao for plates in bending), it becomes more difficult to push the arr 
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FIGURE 11.14 Radiation efficiency of oscillaung three-dimens10nal bodies. (After 
reference 22.) 
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FIGURE 11.15 Radiation efficiency of oscillating ngid pipes and rods of radius a. 

(After reference 22.) 
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rapidly enough aside then to compress it, and the radiat10n efficiency approaches 
unity. 

Point-Excited Infinite Thin Plate 

When a very large homogeneous isotropic thin plate is excited by a pomt force 
of amplitude F0 or by an enforced local velocity of amplitude i)0, free bending 
waves with a propagation speed of cs(f) ~ .JI propagate radially from the 
excitation point. At low frequencies, where CB < c0 , the free bending waves 
radiate no sound. Far from the excitation point, where the wave front approaches 
a straight line, the sound radiation that does occur is due to the in-phase vibration 
of the plate in the vicinity of the excitation pomt. The sound intensity radiation 
pattern has a cos2 </J dependence, where </> is the angle to the normal of the 
plate. The mechanical power mput Wm, the radiated sound power Wract, and the 
acoustical-mechanical convers10n efficiency 'lam = W rad/ W;n are listed below: 

Point Force Excitation 

J A2 1 
Wm= 2F0 ---

2.3pscLh 

Wrad(f < le) = fr24 
4.rrps co 

Po cL 
rJamU <le)= 0.37-

PM Co 

Point Velocity Excitation 

(½v~)2.3pscLh 

2.38co 
• "" Po cL 
0.37-

PM co 

(11.64) 

(11.65) 

(11.66) 

where Ps PMh is the mass per unit of the plate, PM is the density and ci the 
speed of longitudinal waves in the plate material, h is the plate thickness, and Po 
and co are the density and speed of sound in the surrounding fluid. 

Equations (11.64)-(11.66) contain the following, quite surprismg, informa
tion: 

1. Win, Wraa, and rJam are independent of frequency and plate loss factor. 
2. For point force excitation, the radiated sound power depends only on the 

mass per unit area of the plate (Wraa ~ 1/ p;) and not on stiffness. 
3. For point velocity excitation, the radiated sound power depends only on 

stiffness (Wract ~ cih2
) and not on the plate material density. 

4. The acoustical-mechanical conversion efficiency is the same for pomt force 
or point velocity excitation, and 1t is independent of plate thickness h and 
is a material constant [11am ~ (cL/ p,11)(Po/co)]. 

For noise control engineers, observations 2 and 3, embodied in Eq. (11.65), 
are very important. To minimize sound radiation from highly damped, pomt
excited, thin, platelike structures, the plate should have large mass per umt area 
for force excitation (e.g., by a low-impedance vibrat10n source) and low stiff
ness (low E/ PM) for velocity excitation (by a high-impedance vibration source). 
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Equation (11.66) supplies the rationale for violin makers, who want to convert 
as large a portion of the mechanical power of the vibrating string as possible into 
radiated sound, to use wood (11am = 0.024) and not steel (1/am = 0.0023) or lead 
(rJam = 0.0004) for the body of the violin. 

Note also that the radiated sound power given m Eq. (11.65) usually represents 
the mmimum achievable for a finite-size plate since it accounts only for the sound 
radiated from the vicinity of the excitation point. 

Point-Excited Finite Plates 

For fimte-size plates, the sound power radiated has two components. The first 
component is radiated from the vicinity of the excitation point given m Eq. (11.65). 
The second component is radiated by the free bending waves as they mteract 
with plate edges and discontinuities. The contribution of these two components to 
total radiated noise is represented by the first and second terms in Eqs. (11.67a) 
and (11.67b ), where the first equation is valid for point force and the second for 
pomt velocity excitation: 

wF ~ fr2 [__l}f}__ + PoCoCYraa ] W 
rad - 4.rrp;co 4.6p}cih(J)rJc 

(11.67a) 

v ~ ~2 rpocih
2 

(cih) ] W rad = v -,.,-,- + 1.15 - PoCoCYract 
'- 2 . .::,8co WrJc 

w (11.67b) 

where T/c 1s the composite loss factor and CYract is the radiation efficiency of the 
plate for free bending waves. The second term m Eqs. (11.67) has been denved 
by the power balance (see Section 11.3) of the finite plate, assummg that the 
mechanical power mput to the finite plate can be well approximated by the 
power mput to the equivalent mfinite plate. 

Equations (11.67a) and ( 11.67b) can be used to assess the useful upper limit of 
the composite loss factor (T/':""') which, if exceeded, results only in added expense 
but no meaningful reduction of the radiated noise. This is done by equating the 
first and second terms in the square brackets and solvmg for 11c· 

11.7 SOUND EXCITATION AND SOUND TRANSMISSION 

The sound transIDission process has the followmg three components: (1) descnp
tion of the sound field at the source side, (2) prediction of the vibration response, 
and (3) sound radiation from the receiver side of the partition mto the receiver 
room. Item 1 is treated m Chapter 7. Items 2 and 3 will be treated in this section. 
Regarding the appropnate way of analysis, partitions can be classified as either 
small or large compared with the acoustical wavelength. 

Sound Transmission of Small Partitions 

In the following analyses we define a partition small if its dimensions are small 
compared with the acoustical wavelength. Consequently, if the frequency is suf
ficiently low, even partitions of large size are considered "acoustically small." 
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The subject of sound transnnssion of acoustically small plates has been mostly 
ignored or treated only qualitatively m books on n01se control engineenng. The 
reason for thIS 1s that the traditional definition of sound transmission loss, which 
1s based on the ratio of the mcident and transnntted sound power, does not 
make sense m this low-frequency region where the sound power radiated mto 
the receiver room is independent of the of incidence of the sound strikmg 
the source side of the partition. In this low-frequency region the partition will 
radiate the same sound power for grazing incidence (sound wave on the source 
side-propagates parallel to the partition) than it does at normal incidence (where 
it propagates perpendicular to the plane of the partition). 

It is mstructlve to start the investigation of sound transmission with a small, 
smgle, homogeneous, isotropic plate that 1s flash mounted m the test section 
between two reverberation rooms, as shown schematically in Fig. 11.16. 

Let our investigat10n start at very low frequencies and proceed by gradually 
increasing the frequency of the incident sound. We will investigate the followmg 
cases: 

1. The size of the panel. L, 1s small compared with the acoustical wavelength 
:A. and the frequency of the incident sound wave, /, is small compared with 
the frequency of the first mechanical resonance of the plate, f Ml; 

and f « fo/1.1 

2. The size of the panel, L, is small compared with the acoustical wavelength 
:A. and the frequency of the incident sound wave, f, matches the frequency 
of the first mechanical resonance of the plate, !MI· 

and f = J,w1 

3. The size of the panel, L, 1s small compared with the acoustical wavelength 
A and the frequency of the incident sound wave, f, 1s much larger than the 
frequency of the first mechanical resonance of the plate, fMI· 

FIGURE 11.16 
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Sound Translillss10n of a small homogeneous isotropic partition. 
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Case 1 (L « )" and f « f,.11). If the size of the partition is much snpller than 
the acoustical wavelength, the sound pressure, even at incidence (i.e, the 
sound wave propagates parallel to the plate), is nearly constant across the source 
side of the plate. At any other angle of incidence, the sound pressure is even more 
evenly distributed across the plate than at grazing. At normal mcidence, where the 
sound wave propagates perpendicular to the plane of the plate, the sound pressure 
1s absolutely evenly distributed over the surface of the plate independent of the 
wavelength (for normal incidence the trace wavelength 1s infirutely large at all 
frequencies). In the case 1 frequency range the sound transmission of the plate 
is controlled by its volume compliance Cv defined as 

(11.68) 

where Cv volume compliance of plate, m5/N 
p ~ sound pressure on source side of plate, N/m2 

As long as the dimensions of the plate are small compared with the acoustical 
wavelength, Ps 2Pinc, where Pinc is the amplitude of the mcident sound wave. 

Considering now that the volume velocity q d L\ V / dt = JWCvPs and using 
Eq. (10.49) from Chapter 10 the formula for the radiated sound power yields 

(11.69) 

where Po density of gas, kg/m3 

co speed of sound in gas, mis. 

Considenng that our small plate radiates omnidirectionally mto a half space, 
the sound pressure as a funct10n of distance is 

Ps 2 ) p(r) = -(w CvPO 
2nr 

N/m2 (11.70) 

where r is the radial distance m meters from the center of the panel. 
Formulas to predict the volume compliance Cv and resonance frequency ,f,"11 

for rectangular plates with simply supported and clamped edges are given in 
Chapter 12. Panels found m practical applications have a Cv that is larger than 
predicted for clamped edges and smaller than that predicted for srmply sup
ported Also the resonance frequency of practical panels falls between 
those resonance frequencies predicted for clamped and simply supported 

Case 2 (L « :A. and f;:,;; fM 1). At the first resonance frequency of the panel, 
/Ml, the mass part of the panel impedance (which increases with increasmg fre
quency) becomes equal in magnitude but opposite in phase to the stiffness part of 
the panel impedance, which 1s decreasmg with increasmg frequency. At and in the 
vicinity of the resonance frequency even a small sound pressure on the source side 
can cause a large volume velocity and the panel motion is limited only by energy 



Idaho Power/1206 
Ellenbogen/225

424 INTERACTION OF SOUND WAVES WITH SOLID STRUCTURES 

dissipation in the panel and by its radiatrnn resistance. In the v1cmity of J,m the 
sound power radiated by the receiver side of the panel reaches a maximum. The 
dissipative losses in the panel cannot be predicted analytically. Consequently, the 
sound transm1ss10n cannot be predicted with satisfactory accuracy. In designing 
enclosures for equipment with a high-intensity tonal component at low frequen
cies the panels or subpanels should be chosen that their first resonance frequency 
should be substantially higher than the frequency of the low-frequency tonal 
component of the enclosed equipment. The first resonance frequency of platelike 
elements can be increased by curvmg them m two perpendicular directions to 

form stiffness. 
Case 3 (L « 1c and f » fM1). Above the first mechanical resonance fre

quency the velocity of the plate is controlled by the mass per unit area Ps = PMh 
PM = density of plate matenal, kg/m3 

h = plate thickness, m 

The volume velocity of the plate in this frequency region can be approximated 
by 

s 
q RJ p,-.--- m3 /s 

JWPs 

the radiated sound power by 

N mis 

and the sound pressure at a distance r by 

alp2S 
p(r) ~ Ps--0- N/m2 

21tr 

where S is surface area ( one side) of the plate in square meters. 

(11.71) 

(11.72) 

(11.73) 

More accurate prediction of the transmitted sound power can be obtained by 
determining the response of each of the volume-displacing modes of the plate 
responding to the spatially uniform sound pressure on the source side of the plate 
and determining the net volume velocity as the sum total of the volume velocities 
of all modes, as done m Chapter 6. 

If the spatial distribution of the plate vibration v (x, y) is known, the sound 
pressure in the receiver-side half space p(x, y, z, w) can be computed as1 

jwpof e-jkr 
p(x, y, Z, w) = 

2
rr v(x, y, w)-r-dS N/m2 (11.74) 

where r is the distance between the small surface element of the plate and the 
observation point. Equation (11.74) is valid only for a flat plate flash mounted 
in an rnfinite, flat, hard wall. 

In the low-frequency region, where the plate dimensions are small compared 
with the acoustical wavelength (✓S « 1c), the transID1tted sound power depends 
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only on the sound pressure on the source side of the plate Ps and does not depend 
on the angle of rnc1dence or the sound power incident on the source side of the 
plate, W inc. Consequently, the traditional defimtion of the sound transID1ssion loss 
given in Eqs. (11.79) and (11.80) makes no sense m this frequency region. 

Sound Transmission of Large Partitions 

This section deals with the sound transmission loss of acoustically large partit10ns, 
where it is meaningful to charactenze the excitation by the sound power incident 
on the source side of the partit10n and define the transID1ss1on coefficient r and 
the sound transmission loss Ras given m Eqs. (11.75) and (11.76), respectively. 

The most common problem that noise control engineers have to deal with 
is the transID1ss1on of sound through solid partittons such as windows, walls, 
and floor slabs. The problem may be either prediction or design. The prediction 
problem is typically this: Given a noise source, a propagation path up to the 
partition, and the size and construction of the partition and the room acoustics 
parameters of the receiver room, predict the noise level in the receiver room. 
The design problem is typically stated as: Given a source, a propagation path, 
the room acoustics parameters of the receiver room, and a noise criterion (in the 
form of octave-band sound pressure levels), detennine the construction of those 
partitions that would assure that the noise criteria are met with a sufficient margm 
of safety. 

The transmission coefficient r and sound transmission loss R, which charac
tenze sound transrmssion through partitions, are defined as 

R(¢, w) 

Wtra11s(¢,w) 

Wine(¢, u>) 

1 Wine(¢, w) 
lOlog -- = lOlog W. (¢ ) 

r(ef;, w) trans , w 

(11.75) 

dB (11.76) 

where Winc(<P, w) is the sound power incident at angle¢ at frequency w 2rrf 
on the source side and W1rans(¢, w) is the power transmitted (radiated by the 
receiver side). 

Though knowledge of the sound transmission loss of a window or curtain 
wall for a particular angle of incidence may be desirable sometimes, it is a 
more common problem to characterize the transIDission of sound between two 
adjacent rooms where the sound is mc1dent on the separating partition from all 
angles with approximately equal probability. In such "random mcident" sound 
fields, the sound intensity (energy incident on a unit area) /random 1S related to the 
space-averaged mean-square sound pressure in the source room (p ) as 

!random W/m2 (11.77) 
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FIGURE 11.17 !:ixper1menta! setup for laboratory measurements of the sound transrms
text for definition of symbols). 

Laboratory procedures ASTM £90-0224 and ISO 140-1 1997,25 adopted for 
measuring the sound transrmssion loss of partitrnns, are based on such a diffuse 
sound field obtained by utilizing large reverberation rooms (see Chapter 7) as 
source and receiver rooms. The measurement procedure depicted in Fig. 11.17 
has three steps. The first step is to measure the sound power incident on the 
source-side face of the test partition of area Sw: 

w (11.78) 

by measuring the space-time average mean-square sound pressure level 
1
1p2 ) 

.source 
m the source room by spatially sampling the sound field. The second step is to 
measure the transmitted sound power Wtrans from the power balance of the receiver 
room, 

W, _ (/;ec) A, 
trans - 4poco w (11.79) 

yielding the laboratory sound transrmssion loss 

(Lp}s - (Lp)R + lOlog :: dB (11.80) 

where A, is the total absorption m the receiving room. The third step is to 
determme Ar from the known volume and the measured reverberation tinle y60 
of the receiver room, as described m Chapter 7. 

Once R1ab has been measured, 1t can be used for predicting the mean-square 
sound pressure in a particular receiver room acoustically characterized by its total 
absorption Ar through a partitlon of surface area Sw for an mc1dent sound field 
of mtensity line as 

'flincSw(4poco) _ 'fSw < P;ource 
Ar - Ar (11.81a) 
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Sw 
R1ab + 10 log - dB 

Ar 
(11.81b) 

provided that the partition is not much smaller than tested and that conditions 
are not much different. Curves of measured random-incidence sound transmission 
loss versus frequency for standard windows, doors, and walls are available from 
manufacturers and should be used in and prediction work. Measured sound 
transrmssion losses of some selected partitions are given by Bies and Hansen in 
therr Table 8.1 (see the Bibliography). 

The purpose of the discussion that follows 1s to identify the physical processes 
and the key parameters that control sound transrmss10n through partitions and to 
provide analytical methods that further the development of an mformed Judg
ment needed for working with data obtained m laboratory. measurements. Most 
importantly, however, this will focus on predicting sound trans1D1ss10n loss for 
s1tuat10ns that are different from those employed in the standardized laboratory 
measurements (i.e., for near-grazing incidence) and for the task of designing 
nonstandard partitions for umque applications. 

Excitation of structures by an mc1dent sound wave is significantly different 
from excitation by localized forces, moments, enforced velocities, or angular 
velocities. As discussed in the previous secttons, the response of thin, platelike 
structures to localized excitation results in radially spreading free bending waves. 
The propagatton speed of these waves, cB(f), is as unique a characteristic of 
the plate as 1s the period of a pendulum. The thinner the plate and the lower the 
frequency, the lower 1s the propagation speed. 

If the structure 1s excited by an incident sound wave, forcing occurs simulta0 

neously over the entire exposed surface of the plate. The incident sound enforces 
its spatial pattern on the plate, causing it to mstantaneously conform to its trace. 
The trace "runs" along the plate with a speed that approaches the speed of sound 
m the source-side media when the sound runs nearly parallel to the plate (graz
mg mcidence) and approaches infiruty as the sound mcidence approaches normal. 
This "sound-forced" response of the thin plate to sound exc1tat10n 1s referred to 
as the "forced wave." In contrast to the free bending waves, the speed of the 
forced bending wave is mdependent of frequency, plate thickness, and mass per 
unit area (though the amplitude of the response depends on them). Because of 
their supersonic speed, forced waves radiate sound very efficiently at all fre
quencies (e.g., their radiation efficiency O"F 2: 1), except for panels that are small 
compared with the acoustical wavelength. 

Transmission of Normal~lncidence Plane Sound Waves through 
an Infinite Plate 

It 1s advisable to mtroduce the complex process of sound transmission by con
s1denng first the least complicated case when a plane sound wave is normally 
incident on a uniform homogeneous, isotropic, flat plate of thickness h, as shown 
in Fig. 11.18. Because the pressure exerted on the plate is in phase over the 
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FIGURE 11.18 Transmission of a normally incident sound wave through a flat, homoge
neous, isotropic plate. The transmttted pressure PT is the sum of all the infirute components 
on the nght. (See text for definition of symbols.) 

entire sutface of the plate, only compressional waves are excited. The sound 
wave of pressure amplitude P+ propagates in a gas of characteristic plane-wave 
impedance Zo1 = Po1co1- It encounters the solid plate of characteristic impedance 
ZM = pcL and on the transmitting side (right) will radiate sound into another 
gas of characteristic impedance Z02 Po2c02. The multiple reflection and trans
mission phenomena at the mterfaces are governed by Eqs. (11.32) and (11.33). 
The amplitude of the transmitted sound pressure PT in the receiver-side media 
is obtained by the summation of the transmitted components, as illustrated in 
Fig. 11.18, y1elding26 

N/m2 (11.82) 

where Ro, R1, and R2 are the reflection factors at the interfaces and directions 
mdicated in Fig. 11.18 and h is the plate thickness. Propagation losses can be 
taken into account by a complex wavenumber k:r, km(l + ½Jr,), where km 
w/cL is the wavenumber of compressional waves in the plate and 1J is the loss 
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factor. The normal-incidence sound transmission loss 1s defined as 

Wine l P'.;_ dB RN= lOiog = 10 og2 
Wrac1 PT 

(11.83a) 

Assummg that the same gas 1s on both sides of the plate, Eq. (11.82) yields 

[ 
2 ( Zo Zm ) 

2 
, 2 1 ] RN= l0log cos k:nh + 0.25 Zm + Zo srn kmh dB (11.83b) 

which for lk;,,h I « 1 yields the simple expression 

(11.83c) 

known as the normal-incidence mass law. In Eq. (11.83c), Ps ph is the mass 
per umt area of the plate and p0c0 = is the charactenstic impedance of the 
gas, assumed the same on both sides. 

Figure 11.19 shows the computed normal-mcidence sound transmission loss 
of a 0.6-m- (2-ft-) thick dense concrete wall. At low frequencies where the plate 
thickness 1s less than one-sixth of the compressional wavelength (f < cL/6h) the 
sound transmission loss follows the normal-incidence mass law of Eq. (11.83c), 
mcreasing by approximately 6 dB for each doubling of the frequency or the mass 
per unit area. At high frequencies compressional wave resonances in the plate 
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FIGURE 11.19 Normal-incidence sound transm1ss1on loss Ro of a 0.6-m-thick dense 
concrete wall computed according to Eq. (11.83b) assummg 1/ = 0. 
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occur and the Rwversus-frequency curve exhibit strong minima at fn = ncLf2h, 
yielding 

( 
rr Zm ) R'fJ"n = 20 log 1 + 4 Zo r,n dB (11.84a) 

,,and the maximal achievable sound transID1ssion loss can be apprmurnated as 

R'{t"- ~ 20log Zm dB 
2Zo 

(11.84b) 

Equation (11.84a) mdicates complete transmission of the incident sound (RWn = 
0 dB) at compressmnal wave resonances if ri 0. However, Eq. (11.84a) indi
cates that even a small loss factor of r, = 0.001 ensures that the normal-mc1dence 
translnission loss of a concrete partition does not dip below 24 dB at compres
sional wave resonances. Note, however, that no such dips are observed for random 
mcidence because different mcident angles correspond to different frequencies 
where such dips occur. As indicated in Eq. (11.84b ), the maximum achievable 
normal-incidence sound translniss1on loss of homogeneous, isotropic single plates 
of any thickness 1s lilllted by the ratio of the charactenstic impedances and 1s 
80 dB for dense concrete, 94 dB for steel, and 68 dB for wood. 

Transmission of Oblique-lncidenc~ Plane Sound Waves through 
an Infinite Plate "' 

The transID1ssion of oblique-incidence sound through mfimte plane plates can be 
formulated either m terms of shear and compressional waves, where the bending 
of the plate is considered as a superposition of these two wave types, or by 
utilizing the bending-wave equation of the plate. Both formulations are discussed 
below. 

Combined Compressional and Shear Wave Formulation. The combined 
shear and compression wave formulation, which 1s valid also for thick plates, has 
been treated in Chapter 9 of the 1992 edition. It is too mvolved to present it here. 
The interested reader is referred to references 27 and 28 or to pages 248-288 of 
the 1992 edition of this book. 

Separation Impedance Formulation. Sound transrmss1on through plates can 
be converuently characterized by the separation impedance Zs defined asl.26 

Zs = Ps - Pree N s/m3 
1.ln 

(11.85) 

where p, is the complex amplitude of the sound pressure at the source-side face 
of the plate representing the sum of the incident and reflected pressures (Ps = 
Pmc + Prell), Pree is the complex amplitude of sound pressure on the receiver-side 
face, and 1.ln is the complex. amplitude of normal velocity of the receiver-side face 
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of the plate. In the case of single panels, 1t is generally assumed that both faces 
of the panel vibrate in phase with the same velocity. The sound translnission 
coefficient of the plate r and its sound transIIllssion loss R are given by1

,
26 

ll+Zscos¢1\
2 

2poco 

1 
R(¢,) = lOlog r(q;,) 1010 1 + s (I z ·1

2

) 
g 2poco/ cos¢ I 

dB 

where¢ 1s the angle of sound incidence(¢= 0 for normal incidence). 

(11.86) 

(11.87) 

The formulation of the sound transnussion in terms of the separation impedance 
of Eq. (11.87) lends itself exceptionally well to predicting the sound translniss10n 
loss of multilayer partitions where the constituent layers may be thin plates sep
arated by air spaces with and without porous sound-absorbing material (such as 
double and triple walls), windows, and so on. The reason for this 1s that the sep
aration impedance of such multilayer partitions can be expeditiously obtained by 
appropriately combining the separation impedances of the constituent layers. 

The separation impedance for a thick isotropic plate 1s obtained by solving 
the bending-wave equation of the plate as formulated by Mindlin29

• 

( 
a2 ) ( h 02 

) a
2 

vz - p; atz B y72 - p~ atz ~(x, y) + PMh 8t2~(x, y) 

( 
B PMh

2 02 
) D. (x 0) (11.88) 

l - Gh + 12G at2 p 'y, 

where t:,.p(x, y, 0) is the pressure differential across the plate, t;(x, y) is the 
plate displacement in the z direction normal to the plate surface, V2 = fJ2 /ox2 + 
a2 ;ay2 is the Laplacian operator, PM is the density, G is the shear modulus, 
B 1s the bending stiffness, and h is the thickness of the panel. The solution of 
Eq. (11.88) for a plane sound wave of mcidence angle¢ yields30 

J {[pMh + (pMh3 /12 + PMB! G)(«Nc~) srn2 ¢]w 
-[(B /cci) sm4 ¢ + /irh3 /(12G)]w3

} Zs = ___ __:__:....__;;;:_:...._ _ _:__ _ _:::.:... ____ __,c__ __ 

l + Bw2sin2¢/(Gclh) - PMh2 w2/(12G) 

Equation (11.89) can be approximated by 

Z ~ Z + + N -s/m3 
( 

1 1 )-l 
s = m ZB Zsn· 

N • s/m3 (11.89) 

(11.90) 

where Zm = jwpMh is the mass impedance of the plate per umt area and ZB = 
-;Bw3srn4 ¢/cci and Z811 = -)Ghwsin2 ¢/cl are the bending-wave and shear 
wave impedances of the plate per unit area. 
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ff IZshl « [Zsl, the plate responds predominantly in shear and Zs;?::: Zm + 
Zsh· In this case, Eq. (11.89) yields 

2010gll + JWPMh[l -(cs/co)2sm
2

¢1 dB 
2poco/ cos(/> 

(11.91) 

Equation (11.91) indicates that trace coincidence between the mcident sound 
wave and the free shear waves in the plate (which would lead to complete 
transmission) can be av01ded at all mc1dent angles provided that the panel is 
specifically designed to yield a low shear wave speed such that c; :::: G / p < 
cJ = PoK/ Po- Unfortunately, this desirable condition cannot be met with homo
geneous plates made of any construction-grade matenal. As we will discuss later, 
however, It is possible to satisfy the cs < co cntenon with specially designed31 

inhomogeneous sandwich panels without compromising the static strength of the 
panel and thereby preserving the mass law behavior described by 

~ ( P2 wcos<f>) Rsn(</>) = Rmass(4>) = 20log 1 + -. --
2Poco 

dB (11.92) 

which is representative of a limp panel of the same mass per urut area Ps = PMh 
as the shear panel. 

Thin homogeneous panels are easiei;_ to bend than to shear so that « Zsh· 
It follows that Zs ~ Zm + Z B and Eqs. (1~ .87) and (11.89) yield 

R(¢) = lOlog 1 = lOlog 11 + Jpse.u[l - (f/fc)2sin4 ,P] 12 dB (11.93) 
1:(4>) 2poco/cos¢ I 

where fc 1s the critical frequency where the speed of the free bending waves in 
the plate, cs Uc), equals the speed of sound m the media. It is given by 

where Ps = mass per unit are, PMh kg/m2 

h plate thickness, m 
B bending stiffness of plate, Eh3/[12(1 -v2)] N m 

(11.94) 

Consequently, the product fcPs 1s a constant for a specific plate material and 
liquid (usually air). It is given by 

fcPs = ( c5) JI2(1 - v2) /PM Hz(s)-1 

2u \/Ii: (11.95) 

This product is listed m Table 11.2 for air as a surrounding medium. It is used 
to determme fc as fc Psfclfc, 
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The coincidence frequency in arr of homogeneous isotropic plates can be 
easily detenmned by cutting a narrow strip of length l m meters, supporting 
the two ends of the strip on a knife edge (to simulate simple supported edge 
conditions), and measunng the sag d m millimeters at the midpoint of the strip. 
The coincidence frequency is computed as 

2 /d/mm I fc = 1.65(10 \ 1 -- Hz(s)-
V l/m 

(11.96) 

Equation (11.93) indicates that above the critical frequency fc given in Eq. (11.94 ), 
trace comcidence between the incident sound wave and the free bending waves in 
the plate occurs when f = fcl sin2 4> (which is called the coincidence frequency) 
and would result in complete transmission if the plate had no internal damping. 

It 1s customary to account for internal damping in Eq. (11.88) by introducing a 
complex Young's modulus E' = E(l + JT/) that results in complex wavenumbers 
k~ kc(l + ½}TJ) and k; = ks(l + ½}TJ) and yields the following modified form 
of the sound transmissmn loss: 

1 
R(q;) = lOlog 1:(¢) 

= 10 log { 11 + __ P_s_w __ 
2Poco/ cos 4> 

Equation (11.97) mdicates that m the vicimty of f fcl sm2 (jJ the curves of 
sound transmission loss versus frequency exhibit a mirumum that is controlled 
by the damping. 

Figure 11.20 shows the curve of sound transmission loss versus frequency for a 
4.7-rnm-( ft-in.-) thick glass plate for normal(¢ = 0°), <p 45°, and near-grazmg 
(</J 85°) angles of incidence computed according to Eq. (11.97). Figure 11.20 
illustrates the decrease in sound transmission loss that occurs with mcreasing 
angle of mcidence (owing to the cos¢ term) and the trace-matching dip that 
occurs at f Jc! sin2 ¢. 

Transmission of Random-Incidence (Diffuse) Sound through 
an Infinite Plate 

A plane wave impmging on the plate at one particular angle is not a typical 
problem. The sound field in a room is better modeled as a diffuse sound field, 
which is an ensemble of plane sound waves of the same average mtens1ty trav
eling with equal probability in all directions. A region of unit area on the plate 
will be exposed, at any instant, to plane sound waves incident from all areas on 
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FIGURE 11.20 Computed TL-versus-frequency curve of a 3.7-mm-( fg-in.-) thick rnfi

rnte glass plate for vanous angles of incidene!'): (■) normal (</> = 0°); ( ♦) <f> = 45°; (►) 

4> = 85°, (□) random. 

a hemisphere whose center 1s the area on the plate. These waves are uncorrelated 

and have equal intensity. The sound intensity incident on the unit area of the plate 

from any particular angle will be the intensity of the plane wave at angle line 

multiplied by the cosine of the angle of incidence. The total transrmtted intensity 
is then 

lrrans lr(¢)hncCOS0dQ W/m2 (11.98) 

The mtegration is over a hemisphere of solid angle Q, where dQ = sin¢ dq; d0, 

Because line is the same for all plane waves and r is independent of the polar 

angle 0, an average transrmssion coefficient may be defined by 

J/1
im r(¢) cos¢sm¢ d¢ 

Jd' Jim cos ef> sm ef> d¢ 
(11.99) 

where ¢fun is the limiting angle of incidence of the sound field. For random 

mcidence, ¢fun is taken as ½ n, or 90°, The sound transmission coefficient -r ( ¢) 

is that given m (11.97), and the random-incidence sound transmission loss 
is given by 

Rranaom 
1 

lOlog = dB 
r 

(11.l0Oa) 
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At low frequencies (J « fc) the random-incidence sound transrmssion loss (for 

TL,v > 15 dB) is found by averaging the argument of Eq. (11.97) over a range 

of ¢ from 0° to 90° to y1eld32:~3 

Rranoom ;,; Ro - 10 log(0.23Ro) dB (11.100b) 

whlch is commonly referred to as the random-incidence mass law. 

It has become common practice to use the field-incidence mass law, which is 

defined (for Ro::::15 dB) as34 

Rfield;,; Ro 5 dB (11.101) 

This result, which yields better agreement with measured data than Eq. (11.100b ), 

approximates a diffuse incident sound field with a limiting angle ¢um of about 

78° ID Eq. (11.99).34 

The mass law transmission losses Ro, Rfield, and Rranctom, valid for frequencies 

well below coincidence, are plotted versus f Ps in Fig. 11.21. 

Field-Incidence Sound Transmission for Thin Isotropic Plates, 

Rtield• Equations (11.98) and (11.99) must be solved by numencal integration. 

fps= frequency X surface moss, Hz X kg/m 2 
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FIGURE 11.21 Theoretical sound transm1ss10n loss of large panels for frequencies well 

below coincidence (f :::0.5 fc). Field mc1dence assumes a sound field that allows all angles 

of incidences up to 78° from normal. 
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The results of such an integration of the transmission coefficient between the 
angles 0° and 78° and application of Eq. (11.l00a) to give the field-incidence 

transmission loss are presented m Fig. 11.22 for all values off/ le- The ordinate 
is the difference between the field-incidence transmission loss Rfield and the 
normal-mcidence mass law transmission loss at the critical frequency Ro(fc). 

The latter is easily determined from Eq. (11.83c) or from Fig. 11.21 when the 
mass per umt area and the critical frequency of the panel are known. Note that 
predicted transmission losses of less than about 15 dB for f « fc or less than 
25 dB for f :'.:::'. fc from Fig. 11.22 are not accurate. 

Example 11.2. Calculate the normal-mcidence mass law for an aluminum panel 
weighmg 10 lb/ft2 at a frequency of 500 Hz. Also determine the random-inci
dence and field-incidence mass laws. What is Rfield at 2800 Hz when 7/ 10-2? 

+30r---,--------,-----,---r----,-----.----,.---, 

-40~-~-~-~--~-~-~-~-~ 
0.0625 0.125 0.25 0.5 2 4 8 16 

f lfc 

FIGURE 11.22 Field-incidence forced-wave transmission loss. The ordinate is the 
difference between the field-mcidence transmission loss at the frequency f and the 

normal-incidence transmission loss at the critical frequency (f / fc = 1). Note that for 
a predicted transmission loss of less than 15 dB or for the dashed areas on the figure, 
the transmission loss depends on both the surface weight and the loss factor, and the 

curves provide only a lower bound estimate to the actual transID1ss10n loss. Use of 
Cllrve: (1) dete!lllne Psfc from Table 11.2, (2) deterillllled (3) determine Ro(fc) from 

Fig. 11.21 or Table 11.2, (4) read R1(f) - Ro(fc) from Fig. 9.21 at the required 17, and 

(5) R1(f) [R1U) Ro(fc)] + Ro(fc). Top curve 1s the normal-mcidence mass law 
defined m (11.83c). 
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Solution The normal-mc1dence mass law is given by Eq. (11.83c) and the upper 
curve of Fig. 11.21. We have f Ps = 500 x 10 5000 Hz lb/ft2 From Fig. 
11.21, Ro 45.5 dB. The random-incidence mass law 1s given by Eq. (11.100b) 
and the lower curve of Fig. 11.21; that is, Rrandom = 35 dB. The field-mcidence 
mass law is given by Eq. (11.101) and the rmddle curve of Fig. 11.21, that is, 
Rfield = 45.5 - 5 40.5 dB. 

From Table 11.2, Pde= 7000 Hz lb/ft2; fc = 7000/10 700 Hz and Ro 

<fc) 48 dB from Fig. 11.21. Evaluatmg Fig. 11.22 at f /Jc= 2800/700 = 4 
and r, = 0.01, we get R1(f) - Ro(fc) -6 dB, yielding R,(f) = [Rr(f) 

RoUc)] + Ro(f) -6 + 48 = 42 dB. 

Sound Transmission for Orthotropic Plates. Sound transmission for ortho
tropic plates differs from that of isotropic plates because orthotropic plates have 
markedly different bending stiffnesses in the different pnncipal directions. The 
difference m bending stiffness for plane plates may result from the amsotropy 
of the plate matenal (such as for wood caused by grain orientation) or from the 
construction of the plate such as corrugations, ribs, cuts, and so on. Consequently, 
the speed of free bending waves is different for these two directions and the 
orthotrop1c panel has two coincidence frequencies given by35 

fc1 = c; [E Hz 
2TC'(B~ 

c;f[;s fc2=- - Hz 
2TC By 

(11.102a) 

(11.102b) 

where Bx is the bending stiffness for the stiffest direction and By the direc
tion perpendicular to this. The random-incidence sound transnnssion loss of an 
orthotrop1c plate 1s predicted by35 

l0log 

Rrandom ~ 

for f « fc1 

lOlog [~1 lei {Tct (in 4f )
4

] 

2n3 r, f V hz fci 

for fc1 < f < fez 

lOlogl r( Ps(J) )
2
]- l0log rrf.fc2 for f > fc2 

2poco 271 
(11.103) 

where 7/ is the loss factor. For corrugated plates, as shown m Fig. 11.23, the 
bending stiffnesses can be approximated by 

N-m (11.104a) 
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(11.104b) 

where s and s1 are defined in Fig. 11.23. Note that the increase m bendin'g 
stiffness caused by corrugations, ribs, and stiffeners always results m a reduction 
of the sound transIT11ssion loss, while measures such as partial-depth saw cuts, 
which decrease bending stiffness, result m an increase of the sound transrmssion 
loss of plates. 

Sound Transmission Loss for Inhomogeneous Plates. Sound transnuss10n 
loss for mhomogeneous plates, such as appropnately designed sandwich panels, 
can be substantially higher than for homogeneous panels of the same mass per 
unit area, provided that such plates favor the propagation of the free shear waves 
(with frequency-independent propagation speed) rather than free bending waves 
for which the propagat10n speed increases with increasing frequency. However, 
they must be designed such that the shear wave speed remains below the speed 
of sound in air so that no trace coincidence occurs. Consequently, the sound 
transmission loss of such so-called shear wall panels closely approximates the 
field-mcidence mass law. Information for designing such panels is given in refer
ence 31. However, ordinary sandwich panels are very poor sound barriers because 
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FIGURE 11.23 Measured sound transmiss10n loss of steel plates (after Ref. 28): (a) 
plane plate, Ps = 8 (b) corrugated plate, Ps = 11 kg/m2 ; s, distance between cor
rugat10ns along surface; s', distance along straight line. 

I 
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of therr low mass and high bending stiffness that result m a coincidence frequency 
that usually falls m the middle of the audio frequency range. Dilation resonance, 
which occurs at the frequency where the combmed stiffness impedance of the 
face plate and that of the enclosed air equals the mass impedance of the plate, 
also leads to further deterioration of the sound transID1ss10n loss of sandwich 
panels. 

Sound Transmission through a Finite-Size Panel 

For most architectural applications, where the first resonance frequency of typical 
platelike partitions is well below the frequency range of interest and the plate size 
is much larger than the acoustical wavelength, (11.97) or Fig. 11.22 (which 
are strictly valid only for infinitely large panels) can be used to predict the sound 
transmission loss of fimte panels. In many industrial applications, the finite size 
of the panel must be taken mto account. 36 

In finite panels the sound-forced bending waves encounter the edges of the 
plate and generate free bending waves, such that the sum of the incident forced 
bending wave and the generated free bending wave satisfies the particular plate 
edge condition (e.g., zero displacement and angular displacement at a clamped 
edge). Consequently, the sound-forced bending waves contmuously feed free 
bending wave energy into the finite panel and build up a reverberant, free bends 
ing wave field. The mean-square vibration velocity of this free bending wave 
field, (v~) can be obtamed usmg a power balance for the fimte plate. The power 
introduced mto the fimte plate at the edges equals the power lost by the plate 
owing to viscous losses m the plate matenal, energy flow into connected struc
tures, and sound radiation. The transmitted sound radiated by the firute panel is 
given by 

(11.105) 

where (vi0 ) is the mean-square velocity of the sound-forced supersonic bending 
waves, O'FO c:: 1 is the radiation efficiency of the forced waves, S 1s the surface area 
of the panel, and aFR is the radiation efficiency of the free bending waves. Since 
O'fiR « 1 below the cntical frequency of the panel (f « fc), it 1s frequently the 
case that the vibration response of the panel is controlled by the free bending 
waves (i.e., (v~) » (vi0 )) but the sound radiation 1s controlled by the less 
intense but more efficiently radiating forced waves. 

The classical definition of sound transnuss10n loss 1s R 10 log(Winc/ W1rans), 
where Wine is the sound power incident at the source side and W1rans is that 
radiated from the receiver side of the panel. If the incident sound is a plane 
wave arriving at an incident angle¢ (¢ = 90° for grazing mcidence), then 1t 1s 

assumed that 

(11.106) 
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This assumption leads to the dilemma that at grazing mctdence (</> = 90°) no 
power is mcident on the panel. It is common knowledge that grazing mc1dence 
sound excites the panel to forced vibrat10ns, and the panel radiates sound into the 
receiver room when the forced bending waves m the panel and the sound wave at 
the receiver side, which run parallel to the panel, encounter the edges of the finite 
panel. This unresolved conceptual problem has been avoided34 by limiting the 
incident angle range to 78°, in computing the field incidence sound transmiss10n 
loss for the infinite panel according to Eq. (11.101), so as to yield reasonable 
agreement with laboratory measurements for panel sizes typically employed in 
such tests. 

Obv10usly, 1t IS not the mcident sound power but the mean-square sound pres
sure on the source side that is forcmg the panel. Since this quantity 1s proportional 
to the sound energy density in the source room Es = (p;) / p0c5, It has been 
suggested37•38 that the sound transnnssion loss of a finite partit10n be defined as 

(
Es S) lOlog --
ER A 

dB (11.107) 

where ER 4 W1rans/coA is the energy density m the receiver room, S 1s the 
surface area of the panel (one side), and A is the total absorption rn the receiver 
room. The transmitted sound power Wirans = ¼coAER is owing to the velocity 
of the plate. The forced response is dommated by the mass-controlled separation 
impedance '.:::'. J(J)Ps• The sound radiatron of the sound-forced finite plate 1s 
controlled by its radiation impedance Zrad ~ Re{Zract} = p0c0crp. Consequently, 
the low-frequency sound transrniss10n loss of the finite partition is predicted is 
predicted as38 

RE;:?;'. Ro - 3 - lOlogap dB (11.108) 

where Ro is the normal-incidence mass law sound transmission loss given in 
Eq. (11.83c) and <TF is the forced-wave radiation efficiency of the finite panel 
given m Table 11.8. Note that crp depends on panel size as well as on incidence 
angle and can be smaller or larger than unity. This implies that the sound transmis
sion loss of fimte panels can be larger than the normal-incidence mass law even 
for grazing incidence if the size of the panel is small compared with the wave
length. When the panel size is much larger than the acousucal wavelength, O'p 
approaches 1 / cos¢. For predicting the sound transnnssion loss of finite partitions 
over the entire low-frequency range (f « fc ), Eq. (11.108) should be used. 

According to reference 38, the classical sound transmiss10n formulas for infi
nite panels can be used to approximate the sound transrrnss10n loss of finite 

partiuons by substituting l/crp instead of cos ¢ and J1 - 1/o-~ mstead of sm ¢ 
rn Eq. (11.97) and carrying out the mtegrat1on m Eq. (11.99) from ¢ = O to 
¢ 90° to obtam an estimate of the random-incidence sound transrniss10n loss 
that agrees well with laboratory measurements. There is no need to resort to linut
ing the rnc1dent angle range to 78°" The radiauon efficiency for random-incidence 
(diffuse-field) sound-forced excitation is given rn Table 11.8, and this expression 
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s-o.,m2 

63 125 250 500 1000 Hz 

Frequency 
FIGURE 11.24 Random-incidence sound transnussion loss of 25-kg/m2 panels as a 
function of frequency with panel surface area S as a parameter, mass-controlled low
frequency region; computed according to Eq. (11.110). (After References 37 and 38.) 

should be used in Eq. (11.108). As shown in Fig. 11.24, the random-mc1dence 
sound transmission loss of partitions of approximately 4 m2 surface area, which 
are typically used in laboratory measurements, yield predicted values that are 
5 dB below the normal-incidence mass law, givmg theoretical Justification for 
using the field-incidence mass law defined m Eq. (11.101) for partitions of this 
size. Note, however, that for small partitions Eq. (11.108) is more accurate. It 
should be pointed out that all of the sound transmission loss prediction formulas 
are valid only in the frequency region well above the first bending wave resonance 
of the panel where the forced response 1s mass controlled. For small, very stiff 
partltions the frequency range of interest may extend mto the stiffness-controlled 
region below the frequency of the first bending wave resonance.* In this case, 

*For prediction m tins frequency region use Eqs. (11.70)-(11.73). 
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the volume compliance of the panel, as described m the beginning of this section 
m Chapter 12, should be used to predict sound transmission. 

Empirical Method for Predicting Sound Transmission Loss of Single 
Partitions. An alternate techmque useful in preliminary design is illustrated in 
Fig. 11.25. In essence, it considers the loss factor of the material to be determined 
completely by the material selection and substitutes a "plateau" or horizontal line 
for the peak and valley of the forced-wave analysis m the region of the cntical 
frequency.34

•
39 Its use will be demonstrated in Example 11.3. 

Example 11.3. Calculate the transmission loss of a ½-in.- (3-mm-) thick, 
5 x 6.5-ft (1.52 x 2-m) alummum panel by the alternate (plateau) method. 

Solution From Table 11.2, the product of surface mass and cntical frequency is 
Psfc == 34, 700 Hz· kg/m2 The ½-m.-thick alummum plate has a surface density 

;;l 
0 

r-
1 

10 dB 

_L 

Specific 
surtoce 

Moter1ol density 

lb/ft2 kg/m 2 ' 
perm. per cm : 

Aluminum 14 26.G 
Concretet dense 12 22.8 
Gloss 13 24.7 
Lead 59 112 
Plaster, sand 9 17.1 
Plywood, l!r 3 5.7 
Steel 40 76 
Brick 11 21 
Cinder block t 6 11.4 , 

*These materials have very low 
damping. The numbers ore for 
a typical panel m place. 

._. t Hollow block. The values were 
determ,ned for a 6-m. plastered 
black. 
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FIGURE 11.25 Approximate design chart for estimating the sound transrmsswn loss 
of panels. The chart assumes a reverberant sound field on the source side and 
approximates the behavior around the critical frequency with a honzontal line or plateau. 
The part of the curve to the left of A 1s detennmed from the field-incidence mass law 
curve (Fig. 11.21). The plateau height and length of the line from A to B are determmed 
from the table. The part above B is an extrapolation. This chart 1s fairly accurate for large 
panels. Length and width of the panel should be at least 20 times the panel thickness.34 
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of 8.5 kg/m2 From Fig. 11.21 we find that the normal-incidence transmission 
loss at the critical frequency is R0(f0 ) = 48.5 dB and that the field-incidence 
transmission loss at· 1000 Hz is Rfield (8500 Hz• kg/m2

) = 31.5 dB. 
The procedure by the plateau method is as follows34

•
39

• 

I. Using semilog paper (with coordinates decibels versus log frequency), plot 
the field-mcidence mass law transmission loss as a line with a 6-dB/octave 
slope through the point 31.5 dB at 1000 Hz. 

2. From Fig. 1 the plateau height for aluminum is 29 dB. Plotting the 
plateau gives the mtercept of the plateau with the field-incidence mass law 
curve at approximately 750 Hz. 

3. From Fig. 11.25, the plateau width is a frequency ratio of 11. The upper 
frequency limit for the plateau is therefore 11 x 750 Hz= 8250 Hz. 

4. From the point 29 dB, 8250 Hz, draw a line sloping upward at 10 dB/octave. 
This completes the plateau method estimate (see curve bin Fig. 11.34). 

Sound Transmission through Double- and Multilayer Partitions 

The highest sound transffilssion loss obtamable by a single partition 1s limited 
by the mass law. The way to "break this mass law barrier" is to use multilayer 
partitions such as double walls, where two solid panels are separated by an air 
space that usually contains fibrous sound-absorbmg material and double windows 
where light transparency requirements do not allow the use of sound-absorbing 
matenals. 

The transmission of sound through a multilayer partition can be computed m a 
similar manner as the sound absorption coefficient of multilayer sound absorbers 
treated m Chapter 8. Figure 11.26 shows the situation where a plane sound wave 
of frequency f = w /2n is incident at an angle ¢ on a panel that has N layers and 
N + 1 interfaces. The important boundary conditions are that the wavenumber 
component parallel to the panel surface kx = k sin ¢ must be the same in all of 
the layers and that the acoustical pressure and particle velocity at the mterfaces 
of the layers must be continuous.40~42 

The layers are characterized by their wave impedance formula, which relates 
the complex wave tmpedance at the mput-side interface with that at the 
termination-side mterface Zr and by their pressure formula that relates the com
plex sound pressure at the input-side mterface p 1 to that at the tenrunal-s1de 
interface PT. 

The impedance and pressure formulas for an impervious orthotropic thin plate 
are given by42 

Zr +Zs 

+ j [ WPs - ~ (Bxk! + 2Bxyk~k; + Byk;)] N s/m3 (11.109) 

PI N/m2 (11,110) 
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Layer No. Interface No. 
1 y 

2 

2 

3 

3 
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X 

N 
N • N+1 

FIGURE 11.26 Transmission of a plane oblique mcident sound wave through an infinite 
lateral dimension multilayer panel. 

where Ps is the mass per umt area anct")3 i's the bending stiffness of the orthotrop1c 
plate. 

For isotropic plates the second term m Eq. (11.109) reduces to Zs= Zm + 
= j(WPs Bk;_/w). If the impervious layer is a composite of an 1sotrop1c 

homogeneous plate with a bonded dampmg material of thickness ho, Young's 
modulus Eo, Poisson ratio v0 , and damping loss factor f/D and the plate charac
teristics are thickness hp, Young's modulus Ep, Poisson ratio vp; and loss factor 
T/p, then the complex bending stiffness B = Bcomp(l + }T/comp) is obtained1•42 

from 

B _ Eph! Eoho(hp + h 0 )2 
comp - 12(1 v~) + 4(1 v1) Nm (11.111) 

T/comp = ¼Bcomp(T/pEphp + rJoEoho)(hp + ho)2 (11.112) 

For a porous sound-absorbing layer of thickness h the impedance and pressure 
formulas are given by42 

Z _ Z ka (I+ Zafa/Zrfay)eiI'ayh + (1 
I - a kay (l + Zafa/Zrfay)eiI'ayh - (1 

PT 

Zaf a/Zrf ay)e- jI',yh 

Zaf a/ Zr r ay)r jI'ayh 
N s/m 

(11.113) 

(11.114) 
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where = pocoZan 1s the complex charactenstic acoustical impedance of the 
porous bulk material for plane waves and Zan is its normalized value while 
r a fanko 1s the cmnplex wavenumber of plane sound waves in the bulk porous 
matenal; r;Y r; - k;. Formulas for computing ran and on the basis of the 
flow resistivity of the porous material R1 are given m Chapter 8 [see Eqs. (8.22) 
and (8.19)]. The simpler approximate formulas for r a and Za given in reference 
42 are less accurate and their use is not recommended. 

In the special case of an air layer without porous sound-absorbing matenal, 
substitute Za • poco and ka ko into Eqs. (11.113) and (11.114). 

The computation of the sound transmission loss of a layered partition proceeds 
as follows: 

1. Set the termination impedance at the rece1ver-s1de interface (interface 1 m 
11.26) to Poca/ cos</> . 

2. Apply the appropriate impedance formula for layer 1 and compute the mput 
impedance at interface 2. 

3. Usmg the impedance computed in step 2 as the terminat10n unpedance for 
layer 2, compute the input impedance at interface 3 and proceed down the 
cham of impedance calculations until the input impedance at the source-side 
interface (interface N + 1 m Fig. 11.26), ZN+1, 1s obtained. 

4. Compute the sound pressure at the source-side interface as the sum of 
the incident and reflected pressures PN+l Pt[2a/(a + l)]ei(wt-kxx-k,y), 

where a ZN+i/(p0co/cos¢). 
5. Apply the appropnate pressure formulas m success10n until the sound pres

sure at the receiver-side interface, p, is obtamed. 
6. Determine the transmiss10n coefficient r(w, ¢)=Pi/Pi for all frequencies 

of interest. 
7. Perform computat10nal steps 1-6 for the incident angle range from ¢ = 0° 

to ¢ = 90° m one-third-degree increments. 
8. Compute the random-incidence sound transmission coefficient for isotropic 

layers (see ref. 42 for orthotrop1c impervious layers) as 

9. Compute the random-incidence sound transmiss10n loss of the infinite lay
ered partition as 

1 
Rrandom(w) = 101og-(-) 

TR CV 

Figure 11.27 shows the random-mcidence sound transmission loss of an infi
nite three-layer partition as well as that of its constituent layers, computed accord
ing to Eqs. (11.109)-(11.114). The partition consists of two I-mm-thick steel 
plates and a 100-mm-thick air space that may or may not contain a fibrous sound
absorbing material. Figure 11.27 illustrates the benefit of usmg sound-absorbing 
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FIGURE 11.27 Computed random-mcidence sound transmiss10n loss of a double 
wall and its constituent layers: (■) 100-mm-tluck fibrous absorber, flow resistmty 
R1 16,700 N/s m4; (♦) I-mm steel plate; (A) 1-mm steel plate and 100-mm fibrous 
absorber. Double wall consisting of two 1-mmctluck steel plates: (□) 100-mm air space, 
no fibrous absorber; (<>) 100-mm air space with fibrous absorber. 

Note that below 500 Hz the double wall without sound-absorbing material 
in the air space provides substantially lower random-mc1dence sound transmis
sion loss than a single 1-mm steel plate or the single plate combined with the 
sound-absorbing layer. The highest sound transnussion loss is obtained when the 
air space 1s filled with the porous sound-absorbing material. In practical situa
tlons, leaks and structure-borne connectlons between the face plates at of 
the partition usually lilnit the maximally achievable sound transmission loss at 
high frequencies to a range of 40-70 dB. At low frequencies the finite size of 
the partitlon results in higher values than predicted for infimte partit10ns. The 
effect of the sound-absorbmg material in the air space results in refraction of 
the oblique-mc1dence sound t-0ward the normal, thereby reducing the dynamic 
stiffness of the air between the plates. The sound-absorbing material also pre
vents high sound energy buildup in the cavity. These result m a substantial 
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mcrease m sound transmission loss. The flow resistivity of the sound-absorbing 
matenal should be about R1 5000 N s/m4

.43 Higher values of R1 yield only 
diminishmg returns. 

The filling of the air space with a gas of 50% lower speed of sound than arr 
(such as SF6 or CO2) has the same effect as the sound-absorbing matenal,44•45 as 
illustrated in Fig. 11.28. Using a light gas such as helium, which has three tlmes 
higher speed of sound than arr, also improves sound transmission loss to the same 
extent as a heavy-gas fill. In this case, the improvement is due to the higher speed 
of sound in the gas fill, which makes it easier to push the gas tangentially than 
to compress it. Double windows, which can be hermetically sealed and must be 
light transparent, are partitions where this beneficial effect can be exploited. 

Empirical Method for Predicting Sound Transmission Loss of Double 
Partitions. Goesele46 has proposed a simplified method to predict the sound 
transnuss1on loss R of a double partition when the measured sound transmission 
losses of the two constituent single partitions R1 and· Rrr are available, there are 
no structure-borne connections, and the gap 1s filled with porous sound-absorbmg 
material. The prediction 1s given as 

R ~ Rr +Rn+ 20log ( 
4
nt;oco) dB 

g 3 
"0 
C: .. 
~ 

5000 Hz 

Frequency 

(11.115) 

FIGURE 11.28 Improvement of the sound transrmss10n loss of a double glass partition 
(no contact at the edges) owing to heavy gas (SF6) fill of the gap: a, measured with 
arr-filled gap; b, measured with SF6-filled gap; c, computed for mmeral wool fill. (After 
Ref. 44.) 
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where 
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{ 

PoC~ 
s'= -T 

2rr:f poco 

co 
2nd 

N/m3 

N/m3 

(11.116a) 

(11.116b) 

is the dynamic stiffness per unit area of the gap and d is the gap thickness. 
1f no measured sound transmiss10n loss data for the constituent single parutions 

are available, the sound transmission loss of the double wall made of two identical 
panels can be predicted on the basis of material properties as 

R(/R < f < fc) ~ 20log :f/s1 + 40log (./if) dB (11.117a) 
v2poco .fR 

R(f > J'R, f > fc) ~ 40log [:rcf Psl ✓2TJ (L) 114
] 

PoCo fc 

+ 20 log 4:rc f ~oco dB 
s 

(11.117b) 

where fc is the critical frequency of the panels and JR is the double-wall reso
nance frequency 

(11.118) 

Figure 11.29 shows that Eq. (11.115) yields good agreement with measured data 
in the entire frequency region, while Eqs. (11.117a) and (11.117b) give good 
agreement only well below and well above the critical frequency but fail in the 
frequency region near the critical frequency. Prediction methods for the sound 
transmission loss of double walls with point and line bridges are given by refer
ence 30 and by Bies and Hansen (see Bibliography). 

Sound Transmission Loss of Ducts and Pipes 

Pipes and ducts that carry high-mtens1ty internal sound are excited into vibration 
and radiate sound to the outside. This sound transnussion in the breakout direction 
(i.e., from inside to outside) is charactenzed by breakout sound transmission loss 
Rio, which 1s a measure of the rate at which sound energy from the mtenor of the 
duct radiated to the outside. When pipes and ducts traverse areas of high-mtensity 
sound such as found in mechanical equipment rooms, the extenor sound field 
excites ductwall vibrations and the vibrating walls generate an internal sound 
field that can travel to distant quiet areas. This sound transmission from the 
outside to the inside direction is characterized by the breakin sound transID1ssion 
loss Ro,, which is a measure of the rate at which sound energy from the extenor 
sound field enters the duct. 
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l0100 200 500 1000 2000Hz5000 , __ 
FIGURE 11.29 Sound transmission loss of a double partition consisting of two iden
tical, 12.5-mm-thick gypsum boards separated by a 50-rnm-thick gap filled with fibrous 
sound-absorbing matenal: a, measured values; b, predicted by Eq. (11.117); c, predicted 
by Eqs. ( 11.116a) and ( 11.116b ); d, measured sound transrrnss1on loss of a single gypsum 

board wall. (After reference 46.) 

The sound power level radiated by a duct or pipe of length l, L':,, is predicted 
as47 

L'i(l) = L~(0) R,0 + lOlog ( ~l) + lOlog(C) dB rel0-12 W (11.119a) 

where 

C= 
1 - e-(r+{J)I 

(r: + /3)l 
(11.119b) 

r !_ X 10-R,a/lO 

s 
(11.119c) 

f3 
AL1 (11.119d) 
4.34 

where L~(O) 1s the sound power level m the duct at the source side, S 1s the 
cross-sectional area m square meters, P is the perimeter of the duct cross section 
m meters, and AL1 is the sound attenuat10n m decibels per umt length inside the 
duct due to porous limng. Equation (11.119a) contains only measurable quantities 
and 1s used as a basis for the expenmental evaluation of the breakout sound 
transmiss10n loss R;0 , by measuring the sound power W; 0 (l) radiated by a test 
duct of length l into a reverberation room, the sound power m the duct at the 
source side, W;(0), and the sound attenuation inside the duct, AL1, and solving 

Eq. (11.119a) for R;0 by iteration. 
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The sound power level of the sound propagating in one direct10n, L':,(l) when 
a duct of length l traverses through a noisy area (and sound breaks into the duct 
is predicted by47 

L':/,(l) v::,c - Rio - 3 + C dB rel0-i2 W (11.120) 

where v:;c is the sound power level of the sound mcident on the duct of length l, 
R;o 1s the breakm sound transmiss10n loss, and C 1s as defined in Eq. (11.119b). 
On the basis of reciprocity,48 the following relationship exists between breakout 
and breakm sound transmission loss: 

(11.121) 

where a and b are the larger and smaller sides of a rectangular duct cross 
section, f is the frequency, !cut 1s the cutoff frequency of the duct, and y 1s 
1 below cutoff and 0.5 above cutoff. Empirical methods for predicting the break
out sound transmission loss of unlined, unlagged rectangular sheet metal ducts are 
given in references 48-50. Chapter 17 contains predicted values of octave-band 
breakout sound transmission loss versus frequency for rectangular sheet metal 
ducts of sizes most frequently used in low-velocity HVAC systems. Sound trans
mission loss predictions for round an'i:l: fl-at-oval ducts are given elsewhere.49,so 

Figure 11.30 shows the breakin sound transmission loss of an unlined, unlagged 
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FIGURE 11.30 Breakm sound transrruss1on loss Rto of a 0.3 m x 0.91 mm tlnck sheet 
metal duct (after Ref. 48): (--) measured: (0 O O) predicted from measured R;

0 
usmg (11.121). 
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sheet metal duct. The solid curve was obtained by directly measuring the breakin 
sound transmission loss while the open circles represent data pomts obtamed by 
applying the reciprocity relationship embodied in Eq. (11.121) for the measured 
breakout sound transmission loss. The importance ofEq. (11.121) is that it makes 
it unnecessary to measure both R0 , and R;0 separately because if 'One has been 
measured, the other can be predicted. 

Sound Transmission through a Composite Partition 

Partitions that separate adjacent rooms frequently consist of areas that have dif
ferent sound transmission losses, such as a wall that contains a door with an 
uncovered key hole. If all parts of the composite partition are exposed to the 
same average sound intensity, Imc, on the source side, then the sound power 
transmitted is 

n n 

Wtrans = lmc LS; X 10-R,/lO = lmc L S;T; W 

and the transrmss1on loss of the composite partition is 

Wine 
Rcomp = 10 log -

Wtrans 

n S-
-lO log L -' x 10-R,/lO dB 

,=l Siot 

(11.122a) 

(11.122b) 

where S; is the surface area of each component, Stot is the total area of all 
components, and R; is the sound transrmssion loss of the ith component. The 
sound transwss10n loss of a small hole radius a « ).0 in a thin plate of thickness 
h is well approximated by26 

~ h + 1.6a 
Rhole = 20 log r;:; 

v2a 
dB (11.123) 

mdicating that small holes m thin partitions (h < a) yield a frequency-independent 
sound transmission loss of Rhole :::: 0 dB. Note, however, that Eq. (11.123) 1s valid 
only for small round holes. Long narrow slits can have a "negative sound trans
miss10n loss."51 The sound transmission loss of holes and slits can be increased 
substantially by sealing them with either porous sound-absorbing material or an 
elastomenc matenal or desigmng them as silencer jomts. Prediction of the sound 
transwssion loss of such acoustically sealed openings are given m references 52 
and 53. 

Flanking Sound Transmission 

The sound transmission loss of partitions is measured m acoustical laboratories 
where sound transID1ssion from the source room to the receiver room occurs 
only through the partition under test. However, if the same partition constitutes 
a part of a building, then sound can be transmitted through many paths, as 
shown schematically in Fig. 11.3 L Path 1 represents the primary path, which is 
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FIGURE 11.31 Sound transrruss1on paths between two adjacent rooms in a typical 
building (after Reference 54): 1, pmnary path; 2-4, flankmg paths. 

charactenzed by sound transmission loss of the separating partition R1, usually 
available from laboratory measurements. The sound transmission loss for each 
of then = 4 paths (1 the direct and 2, 3, and 4 the flanking paths) is defined as54 

wmc 
R =c:: lOlog-1- dB 

n W~s 
(11.124) 

and the composite sound transmission loss, which combines sound transmission 
along each of the four paths, as 

Rcomp -lOlog (10-R,/lO -t::i: t 10-Rmn/lO) dB 

n=2m=l 

(11.125) 

where m = 4 represents the four sound-excited flanking partitions (i.e., the- two 
sidewalls, floor, and ceiling of the receiver room) each of which transrmt sound 
along each of the three flanking paths n = 2, 3, 4. Usually flanking path n = 2 
contributes as much to the receiver room sound power as do the two other flank
ing paths n = 3 and n = 4 together. The contribution of the back wall of the 
source and receiver room 1s usually negligible. The process of flanking trans
mission along flanking paths n 2, 3, 4 is as follows: (1) the sound field m the 
source room excites the flanking walls to vibration, (2) the vibration is transmit
ted through the wall Junctions to the receiver room walls, and (3) the receiver 
room walls radiate sound power into the receiver room that adds to that transmit
ted by the separating partition through the direct path. If the source and receiver 
rooms have no common wall, the entire sound transmission takes place through 
flanking paths. For adjacent rooms with a common wall, the composite sound 
transmission loss given in Eq. (11.125) should be used to predict the sound pres
sure level in the receiver room. Toe component flanking transmission losses Rmn 

for homogeneous isotropic smgle-wall construction can be approximated by54 

Rmn 10 log [ l;,;:; (PM )
2 

CLh
3

4 W
2 

T/m] + .6.LJunct 
4Jrv 12 Po c0 

S1 + lOlog ~ lOlog(crmCTrad) dB 
Sract 

(11.126) 
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where PM 1s density and CL the longitudinal wave sp~ed of the wall matenal, h 
is the thickness, 7/m 1s the composite loss factor of the mth partition in the source 
roorn, and .6.L1unct is the attenuation of the structure-borne sound amplitude at 
the wall junction along the transrrnssion path n. The symbol S1 is the surface 
area of the separatlng partitlon and Sract is the surface area of the partition m 
the receiver room mvolved m the transmission along path n. The symbols O'm 

and CTract are the radiation efficiencies of the mth partition in the source room 
and the radiation efficiency of the partition in the receiver room .. that radiates 
sound owing to the sound-mduced vibration of the mth partition in the source 
room transmitted through the nth path. A more accurate prediction of the effect_ 
of flanking paths on sound transrrnss10n loss can be made utilizing the statistical 
energy analysis method discussed in the next section. 

11.8 STATISTICAL ENERGY ANALYSES 

Statistical energy analysis (SEA) is a pomt of view in dealing with the vibration 
of complex resonant systems. It permits calculation of the energy flow between 
connected resonant systems, such as plates, beams, and so on, and between plates 
and the reverberant sound field in an enclosure.55 - 59 

System of Modal Groups 

In respect to the energy E stored m a structure or m an acoustical volume, may 
be thought of as a system of resonant modes or resonators. First, let us consider 
the power flow between two groups of resonant modes of two coupled structures 
having therr modal resonance frequencies within the same narrow frequency band 
.6.w (see Fig. 11.32). 

We assume that each resonant mode of the first system (box 1 in Fig. 11.32) 
has the same energy. Also, assume that the coupling of the individual resonant 
modes of the first system with each resonance mode of the second system is 
approximately the same. 

If we further assume that the waves carrying the energy m one system are 
uncorrelated with the waves carrymg the energy gained through coupling to the 

W'" 1 

System1 

i W,2=Wi~-W~1 

w.;, 

w'" 2 

System2 

FIGURE 11.32 Block diagram illustratmg power flow between two nondiss1pat1vely 
coupled systems. 
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other system, we can separate the power flow (each equation is written for a 
narrow frequency band tiw) as 

W{2 = E1wri12 W 

W~l = E2WTJ21 W 

where W{2 = power system 1 transmits to system 2, W 
W~1 = power system 2 transmits to system 1, W 
E 1 = total energy in system L m kg/s 
E2 = total energy in system 2, m - kg/s 
w = center frequency of band, rad/s 

(11.127) 

(1 I.128) 

1112 = coupling loss factor from system 1 to system 2, as defined in 
Eq. (11.127) 

1721 = coupling loss factor from system 2 to system 1, as defined in 
Eq. (11.128) 

The net power flow between the two systems is, accordingly, 

Modal Energy Em 

Let us define modal energy as 

E(tiw) 

n(w) tiw 
W s/Hz 

where E(tiw) = total energy m system m angular frequency band tiw 
n ( w) = modal density, = number of modes in urut bandwidth 

(t.w 1) centered on w, the angular frequency 
t.w = bandwidth, rad/s 

(11.129) 

(11.130) 

If the previously made assumptions about the equal distribut10n of energy in 
the modes and the same coupling loss factor are valid, then it may be shown that 

T/21 n1 (w) 

T/12 n2(w) 
(11.131) 

where n 1 (cu) = modal density of system 1 at frequency w, s 
n2(w) modal density of system 2 at frequency w, s 

Equation (11.131) implies that for equal total energies in the two systems, E 1 = 
E2, the system that has the lower modal density [lower n(w)] transfers more 
energy to the second system than is transferred from the second to the first 
system. 

STATISTICAL ENERGY ANALYSES 455 

Combining Eqs. (11.129) and (11.131) yields* 

(11.132) 

where W12 = net power flow between systems 1 and 2 m band 6.w, 
centered at w, W 

Em2 = modal emerg1es for systems 1 and 2, respectively 
[see Eq. (11.130)], W s/Hz 

This equation 1s positive if the first term m the brackets 1s greater than the second. 
The pnnciple of the SEA method is given by Eq. (1 which is a srmple 

algebraic equation with energy as the independent dynamic variable. It states 
that the net power flow between two coupled systems in a narrow frequency band, 
centered at frequency w, is proportional to the difference in the modal energies 
of the rwo systems at the same frequency. The flow is from the system with the 
higher modal energy to that with the lower modat energy. 

It may help-to understand Eq. (11.132) if we use the thermodynamical analogy 
of heat transfer between two connected bodies of different temperature, where 
the beat flow is from the body of higher temperature to that of lower temperature 
and the net heat flow is proportional to the difference in temperature of the two 
bodies. Consequently, the modal energy Em is analogous to temperature, and the 
net power flow W12 1s analogous to heat flow. The case of equal modal energies 
of the two systems where the net power flow is zero is analogous to the equal 
temperature of the two bodies. 

Equal Energy of Modes of Vibration 

Equal energy of the modes within a group will usually exist if the wave field of 
the structure is diffuse. Also, since the frequency-adjacent resonance modes of 
a structure are coupled to each other by scattenng and damping, there 1s always 
a tendency for the modal energy of resonant modes to equalize within a narrow 
frequency band even if the wave field is not diffuse. 

Noncori:elation between Waves in the Two Systems 

In sound transmission problems usually only one system is excited. The power 
Wf2 transIDitted to the nonexcited system builds up a semidiffuse vibratton field 
m that system. Accordingly, the waves that carry the transIDitted power Wf1 back 
to the excited system are almost always sufficiently delayed and randomized in 
phase with respect to the waves carrying the mcident power W{2 that there is 
little correlation between the two wave fields. 

*Note that Eq. (11.131) 1s a necessary reqmrement if Eq. (11.132) 1s to obey tbe consistency rela-
tionshlp W12 - W21. 
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Realization of Equal Coupling Loss Factor 

Equality of the coupling loss factors between mdividual modes within a group 
is a matter of groupmg modes of similar nature. If the coupled system is a plate 
in a reverberant sound field, the acoustically slow edge and comer modes and 
acoustically fast surface modes are grouped separately. 

Composite Structures 

Composite structures generally consist of a number of elements such as plates, 
beams, stiffeners, and so on. We may divide a complex structure into Its sim
pler member provided the wavelength of the structure-borne vibrat10n is small 
compared with the characteristic dimensions of the elements. Where this 1s true, 
the modal density of a complex structure is approximately that of the sum of 
the modal densities of its elements. If the power input, the various coupling loss 
factors, and the power dissipated m each element are known, the power bal
ance equations will yield the vibrational energy m the respective elements of the 
structure. 

The dissipative loss factor for an element of a structure is obtained by sepa
rating that element from the rest of the structure and measuring its decay rate, as 
discussed m Chapter 14. The coupling loss factor can be determined experimen
tally from Eq. (11.132); however, the procedure is difficult. Theoretical solutions 
are available for the coupling loss factors of a few simple structural connections. 59 

When the coupling loss factor between a sound field and a simple structure is 
desired, such a loss factor can be calculated from Eq. (11.131) if the radiation 
ratio of the structure is known, as shown in the next section. 

Power Balance in a Two-Structure System 

The power balance of the simple two-element system of Fig. 11.32 1s given by 
the followmg two algebraic equations: 

Wf Wf +W12 W 

Wf =W12+Wf W 

where Wi = mput power to system 1, W 
Wf power dissipated in system 1, W 
W12 = net power lost by system 1 through coupling* to system 

2, = W{z - W~1, W 
Wf = input power to system 2, W 
Wf = power dissipated m system 2, W 

* As m our previous analysis, we assume that the coupling is nondissipatlve. 

(11.133) 

(11.134) 
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The power dissipated m a system is related to the energy stored by that system, 
E,, through the dissipative loss factor 7/i, namely, 

(11.135) 

where E, 1s energy stored in system i in newton-meters. • 
Assu~g that the second system does not have direct power mput (W:t = 0), 

the combination of Eqs. (11.130)-(11.132), (11.134), and (11.135) (with t 2) 
yields the rat10 of the energies storeq in the two respective systems: • 

(11.136) 

If the coupling loss factor is very large compared to the loss factor m system 
2,~ that is, if 7121 » 712 , Eq. (11.136) yields the equality of the modal energies 

(Ei/n1 D.ill = E2/n2 Aill). 

Diffuse Sound Field Driving a Freely Hung Panel 

Let us now examine the special case of the excitation of a homogeneous panel 
(system 2) that hangs freely, exposed to the diffuse sound field of a reverberant 
room (system 1). . 

For this case, the total energies for each system are given by 

(p2} 
£ 1 = DV = - 2 V N m 

Poco 

£ 2 = (v2}p,S N m 

(11.137) 

(11.138) 

where D = average energy density in reverberant room, N/m
2 

(p2} = mean-square sound pressure (space-time average), N2/m
4 

V = room volume, rn3 

(v2} mean-square plate vibration velocity (space-time average), m
2
/s

2 

S = plate surface area (one side), m2 

Ps mass per unit area of panel, kg/rn2 

To find the coupling loss factor 7121 , we must first recognize that W~1 equals 
the power that the plate, having been excited into vibration, radiates back mto 

the room. Thus • 

where (Jrad = radiation ratm for plate, dimens10nless 
Wrac1 = acoustical power radiated by both sides of plate, which 

accounts for factor 2, W 

(11.139) 
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Solving for ry21 yields 

(11.140) 

The modal density of the reverberant sound field m the room n1(w) and that 
of the thin homogeneous plate n2((i)) are given in Table 11.7, namely, 

(11.141) 

✓i2 s 
--- s 
4ncLh 

(11.142) 

where cL propagation speed of longitudinal waves m plate material, mis 
h = plate thickness, m 

Inserting Eqs. (11.137)-(11.142) into Eq. (11.135) yields the desired relation 
between the sound pressure and plate velocity: 

(11.143) 

The mean-square (space-time aver~g;e) acceleration of the panel is simply 
'<ii 

(a2) = w2(1l) (p2) ✓Tinc5 1 m2 /s4 
2pocohCLPs 1 + Ps(i)rJ2/2Pocoaraa 

(11.144) 

It can be shown that as long as the power dissipated in the plate is small 
compared with the sound power radiated by that plate (p,(i)rJz « 2p0c0aradJ, the 
equality of the modal energies of the sound field and the plate yields the proper 
plate velocity and acceleration. Also, under this condition, the ratio of the mean
square plate acceleration to the mean-square sound pressure 1s independent of 
frequency. 

In general, the plate response is always smaller than that calculated by the 
equality of the modal energies by the last factor on the right of Eq. (11.143) or 
(11.144), which equals the ratio of the power loss by acoustical radiation to the 
total power loss. In dealing with the excitation of structures by a sound field, the 
concept of equal modal energy often enables one to give a simple estunate for 
the upper bound of the structure's response. 

Example 11.4. Calculate therms velocity and acceleration of a 0.005-m- ( 1--m.-) 
thick homogeneous aluminum panel resiliently suspended in a reverberani~oom. 
The space-averaged sound pressure level Lp = 100 dB(../(pZ) 2 N/m2) as mea
sured in a one-third-octave bandcenteredatafrequency f = (f)/2n 1000 Hz. The 
appropnate constants of the panel and surrounding media are Ps 13 .5 kg/m2 ; cL 
5.2 x 10

3 
mis; h 5 x 10-3 m; Po 1.2 kg/m3 ; c0 = 344 mis; and 112 = 10-4 
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Solution First, calculate the factor 

Ps(i)1J2 13.5 X 2Tt X 103 X 10-4 

2 X 1.2 X 344 X Grad 

8.5 
--«1 
820CTract 

459 

According to the above mequality the mean-square acceleration of the panel 
given by Eq. (11.144) simplifies to 

or arms = 4.34 mts2, an acceleration level bf 113 dB re 10-5 mls2 

The mean-square velocity is 

(v2} = (a2) = 19 = 4.76 x 10-1 m2 /s2 
(1)2 4n2 X lQ6 

or Vrms = = 6.9 x 10-4 mis, a velocity level of 97 dB re 10-8 mis. 

Sound Transmission Loss of a Simple Homogeneous Structure 
by the SEA Method 

The SEA method may be used to analyze the transnussion of sound between two 
rooms coupled to each other by a single common, thm homogeneous wall.58 (i.e., 
there are no flanking paths). System 1 is the ensemble of modes of the diffuse, 
reverberant sound field in the source room, resonant within the frequency band 
/':;.w .. System 2 is an appropriately chosen group of vibration modes of the wall. 
System 3 is the ensemble of modes of the diffuse reverberant sound field in the 
receivmg room, resonant within the frequency band !:,.w. A loudspeaker in the 
source room 1s the only source of power, and the power dissipated in each system 
is assumed to be large compared with the power, lost to the other two systems 
through the coupling (see Fig. 11.33). 

Loudspeaker 
input power 

~ I E, ,--,.--, 
CD 

FIGURE 11.33 Block diagram illustrating the power flow in three-way coupled sys
tems: W13 , transm1Ss10n of sound by those modes whose resonance frequency lies outside 
the source band. The "nomesonant" modes are important below the critical frequency. 
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The procedure is as follows: 

1. Relate Wi° to the power lost by sound absorption in the room. This yields 
(pf), the space-averaged mean-square sound pressure m the source room. 

2. Calculate E1 = (pf) Vi/ pc2
, where Vi is the volume of the source room. 

3. The reverberant sound power incident on the dividing wall of area S2 is 
Wine= E1cS2/4V1 = Pi/4pc. 

4. From the power balance of the wall for resonant modes within the band
width, L\w is next deterrnmed, that is, W12 = Wf + W23 , so that 

W12 = Eq.(11.135) + 0.5 [Eq.(11.139)] 

This sum equals Eq. (11.132). Because 17 12 of Eq. (11.32) 1s not well 
known, it is replaced by using Eq. (11.131) and the definition of loss factor 
7'/21, which yields 7'/21 Pocoara,1/ PsW, 

5. The vibrational energy of the wall is E2 (v2)p,S2. 

6. Combming steps 3, 4, and 5 yields the mean-square wall velocity (v2} as 
a function of mean-square source room pressure (pf). 

7. The power radiated into the receivmg room 1s 

W23 = {Joc0S2ara,1(v
2

} 
, ... , ,j) 

8. Finally, the resonance transmission coefficient •r is found by dividing step 
7 by step 3. 

9. The resonance transmission loss, defined as Rr = 10 log(l/rr ), is computed 
from step 8 using Eq. (11.97) and assuming that PswlJz » 2p0c 0aract to yield 

20log ( PsW ) + IO log ( ~ 2 17t ) dB 
2Poco • \ 1 c rr <Tract 

(11.145) 

The first term in Eq. (11.145) is approximately the normal-mcidence mass law 
transrmssion loss Ro, so that Eq. ( 11. 145) becomes 

where fc 

172 

(
/2172) Rr =Ro+ lOlog ---2 fc Jr <Trad 

dB 

critical frequency [see (11.94)], Hz 
total loss factor of wall, dimensionless 
radiation efficiency for wall, dimensionless 

(11.146) 

Thus we have obtained the transmission loss between two rooms separated by 
a common wall using the SEA method. 

Below the cntical frequency and when the dimensions of the wall are large 
compared with the acoustical wavelength, the radiation factor Uract can be taken 
from Table 11.8. 
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It is important to note that if the sound transrmss1on loss of an equivalent 
infinite wall is compared with the data measured and predicted by the SEA 
method, it is found that above the critical frequency, the transmission loss R for 
the mfinite wall yields the same results as Eq. (11.146), which takes into account 
only the resonance transmission of a finite wall. 

Below the critical frequency the sound transffilssion loss of a firute panel is 
more controlled by the contribution of those modes that have their resonance 
frequencies outside of the frequency band of the excitation signal"than by those 
with resonance frequencies within that band. Since only the contributions of 
the latter are included in the previous SEA calculation, Eq. {11.146) usually 
overestimates the sound transmission loss of a finite panel below the critical 
frequency. Figure 11.34 shows that below the critical frequency for a ½-in.-thick 
alummum panel the sound transmission loss of the resonant modes alone ( curve a) 
is approximately 10 dB higher than that measured on the actual panel (curved). 

A composite transmission factor that approximately takes into account both 
the forced and resonance waves 1s closely approximated by 

1 Wmc 
= 

1: Wforcect + Wres 

(11.147) 

60,--.,----,---~--,------,----,---.,--,--, 

501-----+---<----+---+---+---+--,----t----t---j----, 

a, 40 l----r--+---,---t---t-----::-r~-'isc--r--r-7"r-;f'--7 
"O 

~ 
~ 

.o! 

31.5 63 125 250 500 1,000 2,000 4,000 8,000 16,000 

One-third-octave-oand center trequeocies, Hz 

FIGURE 11.34 Comparison of experimental and theoretical transrmssion loss of a 
5 ft x 6.5 ft x ½ in. alummum panel. The theoretical calculations are based on (a) 
resonance mode calculation, (b) plateau calculation, and (c) forced-wave calculation. 
Curved shows the expenmental results. (After Reference 58.) 
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At low frequencies where the first term in the denominator dominates, the 
transmission factor becomes 

! ~ ~ (~::r 
and the sound transmission loss 1s [see Eq. (11.101)] 

1 
R = IO log ~ Ro - 5 = Rfield dB 

r 

(11.148) 

(11.149) 

At high frequencies where the second term m the denominator becomes dom
inant, the sound transrmssion loss is given by Eq. (11.146). 

11.9 EQUIVALENCY BETWEEN THE EXCITATION OF A STRUCTURE 
SOUND FIELD AND POINT FORCE 

In the mechamcal eqmpment room of buildings, shlps, and engme compartment 
of vehlcles the boundaries (such as the walls, floor, and ceiling) are excited 
simultaneously by airborne n01se and by dynamic forces. The airborne n01se 
might emanate from the casing of machines and the dynamic forces might be 
those acting at the ngid or resilient -attljf hment points of the machine to the 
floor or at the attachment points of pipes, conduits, or ducts (which are rigidly 
connected to the vibrating machine) to the wall or to the ceiling. 

The noise control engineer is faced with the dilemma of predictmg whether 
the airborne noise or the dynamic forces at the attachment points control the 
vibration response of the structure. The type of excitation that controls the vibra
t1on response of the structure will also control the airborne nmse and vibration 
at distant noise- and vibration-sensitive receiver locations. 

In his noise control engineering practice the author has been called upon 
to predict whether the ramble (low-frequency random nmse) generated by the 
passage of subway trains m a nearby tunnel will be above or below the threshold 
of human hearing m a planned concert hall. In another pro3ect, he had to predict 
whether eye surgeons would be able to perform retina operations in a hospital 
located near another subway tunnel. 

The dynamic forces acting in the tunnel floor owing to the wheel-rail mter
action can be reduced substantially by mounting the track on a "floatmg slab" 
consisting of a thick concrete slab that 1s supported by resilient rubber mounts 
laid on the tunnel floor. However, the floating slab has no beneficial effect on 
reducing the airborne noise exposure of the walls and the roof of the tunnel. Actu
ally, the floating slab results m an increase of the airborne noise, especially in 
the frequency range near its coincidence frequency where the propagation speed 
of bending waves m the floating slab coincides with the propagation speed of 
sound m arr and the slab becomes a very efficient sound radiator. Consequently, 
the airborne sound excitation of the tunnel structure might be controlling the 
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low-frequency vibration response of the tunnel walls and the noise and vibration 
at a distant observer location. 

To enable him to make a quantitative Judgment on the relative importance of ' 
the airborne noise versus the force excitation of a platelike structure, the. author 
has denved the relationship60 

(11.150) 

where Feq is the pomt force in newtons that generates the same free bending 
wave response on a partition of surface area Sf as a random-incidence sound 
field with a space-time average sound pressure p. The symbol O'raa is the radi
ation efficiency of the partition. It is unity at frequencies above the comcidence 
frequency. The pnnciple of reciprocity requires that O'ract is also a measure of the 
degree of coupling of the sound waves to the vibration response of the structure. 
The symbol ). = co/ f 1s the acoustical wavelength in meters, c0 is the speed of 
sound in air in meters per second, and f is the frequency m hertz. (reciprocal 
seconds). The symbol Lp is the sound pressure level in dec1dels re 2 x 10-5 

N/m2 

Equation (11.150) can be written in a form that is easy to remember: 

(4) ( (pS)
2 

) 
= ; S/()../2)2 ( 

(pS)2 ) N2 

S/()../2)2 
(11.151) 

The numerator of Eq. (11.151) is a force squared (the product sound pressure 
and the area) and the denominator is the number of areas, each a half wavelength 
squared, that would fill the entire surface area S. The area ()../2)2 is where the 
sound pressure on the surface of the partition is m phase. 

Equations (11.150) and (11.151) are extremely simple and universally useful 
because: 

1. The force/sound pressure eqmvalency does not implicitly depend on the 
matenal properties of the partition such as the density, Young's modulus, 
loss factor, and geometry. 

2. They do not depend on the density of the tlmd: 
3. They are also valid for partitions with fluid loading such as concrete slabs 

embedded in soil or steel plates with a liquid on the other side. 

The reason for these uuique properties of Eqs. (11.150) and (11.151) is that the 
vibration response to both sound and point force depends the same way on these 
properties. For example, a lightly damped structure will respond equally vigor
ously to sound and point force excitat1on, a plate made out of a matenal with high 
density will respond equally less vigorously to both sound and force excitation 
than one that is made of a less dense matenal, and so on. Equations (11.150) 
and (11.151) have been derived by assuming that the partition is large compared 
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with the bending wavelength and the room where the sound field is generated is 
large compared with the acoustical wavelength. Both the structure and the sound 
field respond m a multimodal fashion and their response is dominated by the 
resonant modes. 

In noise control the airborne noise strength of machines and equipment 
is given in the form of their sound power W (f) or sound power level spectrum 
Lw(f). The diffuse-field sound pressure m a room, resulting from the injected 
sound power, is given by 

(11.152) 

Combiuing Eqs. (11.150) and (11.152) yields 

Feq(/) W(f)pocJ;r;:(j) (~) (~J (~) N2 (11.153) 

where W (f) = sound power of machine, W 
Feq(f) eqmvalent point force acting on solid boundary that produces 

same resonant (i.e., free bending wave) vibration response of 
boundary as the sound field produced m room owmg to 
sound power output of the machine, N/m2 , 

S; = surface area (one side) @f boundary directly excited by force, 
m2, 

S101 = total surface area of all boundaries of room, m2 , 

a = sound absorption coefficient of internal boundary surfaces 

The validity of Eqs. (11.150), (11.151), and (11.153) have been briefly check
ed61 experimentally by exciting the boundanes of an underground fan room. First 
one wall was excited with a shaker and the pomt force F(f) was measured with 
a force gauge bui!t into the impedance head that connected the shaker to the fan 
room wall. Then, a sound field was generated in the fan room by a loudspeaker 
and the sound pressure level SPL(j) was measured with a calibrated microphone. 
For both types of excitation the force and the sound pressure level was generated 
at an 1dent1cal senes of pure-tone frequencies to maximize the signal-noise ratio. 
The response was measured by a geophone in the form of the ground vibration 
at a distant location. 

Example 11.5. Predict whether a planned concert hall can be located on a site 
near an existmg subway line without imposing speed lifillts on the subway train 
and without supporting the entire concert hall on resilient vibration isolation pads. 
The design goal is to keep the ramble noise in the concert hall below the threshold 
of human hearing, which is 35 dB in the 63-Hz center-frequency octave bllQd. 

The subway tunnel has a 10 ft x 10 ft cross section and the subway train 
1s 100 ft long. The tunnel walls, roof, and floor are poured concrete of 0.4 m 
thickness. Analytical predictions carried out have indicated that mounting the 
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rails on a floating slab would reduce the total force acting on the tunnel floor to 
200 N in the 63-Hz center-frequency octave band and that this dynafillc force 
was expected to produce a sound pressure level of 30 dB in the concert hall. This 
is 5 dB lower than the human threshold of hearing. Sound-level measurements 
earned out in the tunnel dunng the passage of a subway train yielded a sound 
pressure level of 110 dB in the 63-Hz center-frequency octave band. Predict 
whether this airborne excitation· will produce n01se levels in the concert hall 
above the 35-dB threshold of hearing. 

Solution The critical frequency fc is predicted from Table 11.2. The den
sity of concrete p 2300 kg/m3 , the mass per unit area Ps = ph = _2300 x 
0.4 = 920 kg/m2, fcPs = 43,000, and fc = 43, 000/920 47 Hz; consequently, 
arad(f=63 Hz) ::: 1. The surface area ot the tunnel exposed to the high-level airborne 
noise excitation S10t 10 x 10 x 100 = 10, 000 ft2 929 m2 , With these val
ues Eq. (11.150) yields 

Feq ( ~) ffi.2(10-5)10SPLj20 = (36:0) ~2(10-5)10110/20 586 N 

Consequently, the noise level m the concert hall that 1s attributable to the arrbome 
sound excitation of the tunnel walls 1s predicted to be 

SPLHan (f 63 Hz) = 30 + 20 log ( ~~~) '.::'. 39 dB 

This is 4 dB above the design goal, mdicating that the design goal cannot be 
achieved without res.tnc:nng the train speed or putting the concert halLon vibration 
isolators that would need to provide a high degree of isolation at 63 Hz. 

11.10 RECIPROCITY AND SUPERPOSITION 

The principles of reciprocity and superposition apply to linear systems with time
mvariant parameters. Not only solid structures but flmd volumes at rest fall into 
this category. Consequently, rec1proc1ty and superposition apply to systems that 
consist of solid structures surrounded by acoustical spaces and can be used to 
great advantage not only in structure-borne n01se and airborne noise but also in 
structural acoustics, which deals with the mteraction of sound waves with solid 
structures. 

The principle of superposition, illustrated in Fig. 11.35, allows the use of the 
simplest excitat10n sources such as a point force source or a point-monopole 
sound source to explore the response to more complex excitation sources such as 
a moment acting on a structural element or an acoustical dipole radiating into an 
acoustical volume. The principle of reciprocity, which can be traced back to Lord 
Rayleigh,62 is illustrated in the upper three sketches m Fig. 11.36. It states that 

w (11.154a) 
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r 

Fj vz12•v2 

.----f_ --
·F1 

FIGURE 11.35 Use of superpos1t10n to pFediSet the response of structures and acoustical 
spaces (v2 and p2) to complex excitation sources such as moments (M1) and dipoles (D1) 
on the basis of point force (F1) and acoustical monopole (Q1). Note that the structure and 
the acoustical space may be of arbitrary shape and the acoustical space may be unbound 
or bound by elastic or sound-absorbmg boundaries and may contain an arbitrary number 
and size of rigid or elastic scatterers. 

The symbol F1 is (generalized) force when point 1 is source and point 2 is receiver 
and v1 is (generalized) velocity when point l 1s receiver and pornt 2 is source. The 
vector product F1 v1 must yield the rnstantaneous power, or m complex notation 
Re{½F1vi} = Re{½F2v!} must yield the time-averaged power. Note that F and 
v are vector quantities as signified in the figure by the arrow above the symbols. 
If v1 and F1 and v2 and F2 are measured or applied m the same direction, as 
illustrated by the sketch in the lower left side of Fig. 11.36, the vector notation can 
be exchanged for the less complicated scalar notation, where force and velocity 
are characterized by a magnitude and phase (i.e., F = F ei<Pf, v = vej¢ir). In this 
case, the reciprocity takes the form of the equality of transfer functions 

m/N s (1L154b) 

This should be kept m mmd in our latter deliberations, where the special vector 
notation is not carried through. Since monopole strength Q and sound pressure 

'I 
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FIGURE 11.36 Pnnciple of reciprocity as applied to a complex structure. Top sketch 
illustrates general principle. Lower sketches apply in situations: structure; (b) 
an acoustical ~pace; ( c) a structure coupled to an acoustical space. Symbols: F, .e.omt force 
vector; v, velocity response vector (measured by the same direction as F); Q, volume 
velocity of acoustical pomt•.source; p, sound pressure. 

p are scalar quantities (defined by their magmtude and phase), no directional 
restrarnts exist m the acoustical case illustrated in Fig. 11.36b.63•64 However, 
dipole and quadrupole sound sources (constructed from adjacent out-of-phase 
monopoles) have highly directional radiation characteristics and must be con
nected to directional quantities of the sound field such as pressure gradients 
dp/dx and d2 pjd2x measured m the same direction relative to the orientation 
of the dipole or quadrupole sound source for the reciprocity to apply. 

Table 11.9 contams useful reciprocity relationships applicable to higher order 
excitation sources and responses. These relat10nships automatically follow from 
the 3omt applicanon of superpos1t1on and reciprocity to the appropriate combina
non of srmple sources such as pomt forces and acoustical monopoles. 

The pnnciple of reciprocity can be used to considerable advantage m both 
experimental and analytical work. In expenmental work 1t is difficult and cumber 
some to excite complex structures by point forces and moments and to measure 
the sound pressure such excitation causes in the mtenor of a vehicle. It 1s almost 
always easier to obtam the sought transfer function between the acoustical pres
sure and the exciting force or moment by placmg a small acoustical source of 
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known volume velocity at the microphone location and measuring the vibration 
response at the position and in the direction of the applied force and applying 
the reciprocity relationship illustrated in Fig. 11.36c. 

The form ofreciprocity illustrated in Fig. 11.36c is the most useful in structural 
acoustics. Its practical application 1s described in reference 64. In the direct 
experiment the force Fi 1s applied to the structure by a shaker ( and its magnitude 
and phase are measured by a force gauge mserted between the shaker and the 
structure), and the magnitude and phase of the sound pressure p2 are measured 
by a microphone. The phase of Fi and p2 are referenced to the voltage U applied 
to the shaker. In the reciprocal experiment-which 1s much easier to perform 
than the direct experiment-a small omnidirectional sound source (an enclosed 
loudspeaker whose diameter is smaller than one-quarter acoustical wavelength) 
with calibrated volume velocity response Q 1s placed at the former microphone 
location and the velocity response of the structure at the former excitation point 
v2 is measured (in the same direction as the force was applied) by a small 
accelerometer. The phases of Q and v2 are referenced to the voltage U applied 
to the loudspeaker sound source. The volume velocity calibration of the sound 
source ( Q / U) is obtained by placmg it in an anecho1cally terminated rigid tube, 
baffling it so it radiates only toward the anechoic termmation, sweeping the 
loudspeaker voltage through the frequency range of interest, and measuring the 
transfer function (p / U), where U is the voltage applied to the loudspeaker and 
p is the sound pressure measured by ~- microphone located two tube diameters 
or further away from the source. The sought volume velocity calibration of the 
source is then computed as65 I QI UI = IP I Ul(S/ PoCo), where S is the cross
sectional area of the tube, Po is the density of air, and co 1s the speed of sound in 
au. When phase information is important, the sound source can be calibrated in 
an anechoic chamber by measuring the sound pressure p(r) at a large distance 
r » )..0 away from the source and computmg the volume velocity calibration 
Q/ U [p(r)/ U](4rrr2 / Poco)e-j2rrfr/co. 

Figure 11.37 illustrates the application of reciprocity on a complex structural 
acoustical problem, namely, the prediction of the mterior noise of an automobile 
to point force excitation of the shock tower. First, the shock tower was excited 
by a pomt force, and sound pressure generated at the driver's head position 
was measured to obtain the direct transfer function p / F identified by the solid 
line. Next, the reciprocal experiment was carried out by placmg a point sound 
source of known volume velocity Q at the former location of the microphone 
and measurmg the vibration velocity response of the shock tower. The transfer 
function v / Q obtained this way is shown as the dotted curve in Fig. 11.37 a. 
Referencing the phases of p and F to the voltage applied to the shaker and 
that of v and Q to the voltage applied to the loudspeaker source, not only the 
magnitude but also the phase of the reciprocal transfer functions p / F and v / Q 
can be retained so that the interior noise caused by rnany simultaneously acting 
forces and moments can be predicted. Figure 11.37b shows the unrolled phase 
of the transfer function pair. 
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FIGURE 11.37 Pair of reciprocal transfer functions measured m a passenger velncle: 
(a) direct, f;/F; (b) reciprocal, v/Q. 
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Prediction of Noise Caused by Multiple Correlated Forces 

The use of reciprocity and superposition m the case of multiple correlated force 
input is illustrated in Fig. 11.38. The problem is to predict the sound pressure 
p R in the receiver room below after installation of a vibrating machine in the 
source room above. The building 1s constructed, and the machine manufacturer 
provides the magnitude, the direct10n, and the mutual phase ¢12 of forces F1 

and F2 the machme-when mstalled on soft spnngs-will impart to the floor. 
The predict10n of PR proceeds as illustrated m the lower part of Fig. 11.38 by 
measuring the reciprocal transfer functions -vi/ QR = PR! F1 and -vi/ (h 
p R2/ F2 and utilizmg the principle of superposition. The forces and velocities 
must be measured in the same direction. Performing the reciprocity prediction 
for a number of different loudspeaker positions in the receiver room, the spatial 

~ 
UL_J 

Q 

FIGURE 11.38 Use of reciprocity and superposition to predict the sound pressure m 
a room caused by two correlated forces Fi and actmg on the building structure. Top 
sketch represents actual situation and lower sketch the reciprocity prediction: </>iQ and 
</>2Q represent the phases of the transfer funct10ns ii1 / QR and v2/ QR, respectively; each 
1s convemently referenced to the excitation voltage of the loudspeaker sound source. 
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variation of PR can also be predicted. The methodology can be easily extended 
to more than two simultaneously acting, con;elated forces.66 

The reciprocity is most useful in the early stages of design of aircraft and 
ground vehicles, well before a flightworthy version of the aircraft or a roadworthy 
vers10n of the ground vehicle is available. Reciprocity helps the noise control 
engineer to find answers to some difficult questions: 

1. What will be the contribution of the structure-borne noise at the engine 
firing rate to the noise in the passenger compartment? 

2. Which engine mount transmits most of the structure-borne noise? 

3. Which direction of vibration force is most critical? 

4. Which mutual phasing of forces acting on the individual engine-mounting 
points is most cntical? 

5. Most Importantly, what is the effect of changmg the design of engme
mounting brackets on cabin noise?, 

All these questions can be answered without applying known forces in three 
orthogonal directions to each of the engine-mounting brackets. 

Source Strength Identification by Reciprocity 

When it IS not feasible to measure directly the strength of noise and vibration 
sources during the operation of vehicles, equipment, and machinery, reciprocity 
can be used to obtain them indirectly. This 1s accomplished by measunng the 
n01se or vibration during the operation of the equipment at a distant, accessible 
receiver location and-when the equipment is not operating-exciting 1t at these 
distant receiver locations and measuring the acoustical or structural response 
at the source location, which 1s now accessible. The principle 1s illustrated in 

11.39. Common m the three problems shown m Fig. 11.39 1s the knowledge 
of the locat10n and nature of the excitation sources. Unknown are their magmtude 
and mutual phase, which must be determmed by observation of response to these 
sources at distant locations and by reciprocity experiments as described below. 

The upper left-hand side of Fig. 11.39 represents the case where the sound field 
m an enclosure is excited by two monopole sound sources of unknown strength 
and mutual phase Q1 (?) and Q2(?) (e.g., the openmgs of the inlet pipe leading 
to two cylinders of a reciprocatmg compressor). The first experiment, illustrated 
m the upper sketch, is the measurement of the magnitude and mutual phase of 
the sound pressure and at accessible distant locat10ns 3 and 4 obtained 
when both sources were operating simultaneously. The reciprocal experiments, 
illustrated m the two lower sketches, are performed when the sources are not 
operational by placing a monopole sound source of known volume velocity Q 
at the former microphone locations 3 and 4 and measunng the magnitude and 
phase of the sound pressure produced at the two former source locat10ns p13 , p23 , 
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Pl4 p24 

r9 Pi 

(C) .. ,, .. ~ 
FIGURE 11.39 Source strength identification utilizrng rec1proc1ty and superpos1t:J.on: 
(a) response measurements at distant locations with sources active and (b, c) reciprocity 
measurements, sources rnactive. (See text for explanation of symbols.) 

PI4, and pz4. The phase of the sound pressure 1s referenced to the loudspeaker 
voltage. 

The sketches in the middle column in Fig. 11.39 illustrate a case where the 
sound field m an enclosure is produced by two forces .f'i and F2 of known location 
and direction but unknown magmtude and mutual phase, both actmg simultane
ously at the enclosure wall (e.g., forces caused by a vibration isolation-mounted 
reciprocatmg or rotating machlne). In thls case, the reciprocal experiment yields 
the vibra~on velocity responses at the former force application points i,,13 , 

and V24, measured in the same direction as the force. 
. The situation shown m the sketch on the upper nght-hand side m Fig. 11.39 
illustrates the s1tuat10n when the_ deterrmna_!ion of the unknown magnitude and 
mutual phase of the two forces F1 (?) and F2(?) must be diagnosed forces 
transnntted to a structural floor by a vibrat10n-1solated machlne). In thls case, the 
reciprocal expenment is carried out by exciting the building structure at the two 
distant observat10n points 3 and 4 by known forces F3 and F4 and measuring the 
velocity ~~spouses ii13, v23, and ii24 at the former force excitation points 1 
and 2. U~hzmg the principle of reciprocity and superposition yields the following 
pairs of lmear equations: 
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(11.155a) 

(11.155b) 

whlch can be solved for t~e two un1!1owns Q1(?) and {h(?). Similarly, the set of 
equations for obtarrung F1 (?) and F2(?) m the situation illustrated in the center 
sketches m Fig. 11.39 are 

P3 =Fi(?)[~:]+ F2(?) [~:] 

P4 (?) [~:] + F2(?) [~:] 

and for that illustrated m the sketches on the right 

N/m2 

N/m2 

h = Fi(?) [ j:] + F2 (?) [ i;:] N/m
2 

Fi(?) [i;] + F2(?) [i;;] N/m
2 

(11.155c) 

(11.155d) 

(1 l.155e) 

(l l.155f) 

In the case of n unknown excitation sources, the predict10n equations represent 
an n x n matrix. 

Extension of Reciprocity to Sound Excitation of Structures 

As illustrated m Fig. 11.40, the reciprocity relationshlp can be extended for sur
face excitation of structures by an incident sound wave). Consider first a 
small part of the surface of a cylindrical body (such as an aircraft fuselage) with 
surface area dA exposed to a local sound pressure of p1 as illustrated m the upper 
left sketc-h in Fig. 11.40 resulting m a local force of Fi p1 dA. For this force 
the reciprocity relationship shown m Fig. 11.36c yields 6..hi/Fi 6..vlR/QR, 
which for Fi= p1 dA and 6..QlR 6..vlR dA becomes 

(11.156a) 

When the structure is exposed to a complex sound field distribution jj1, 

Pn, as illustrated m the lower sketch, the resulting interior sound pressure at the 
receiver location, PR, 1s given by 

(11.156b) 
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FIGURE 11.40 Extension of reciprocity'to round excitation of strnctures. Top: Rec1-
proc1ty relationship for external pressure, ih, acting on a small area ( d A) of the structure 
and the resultmg mtemal sound pressure, and structural response v1R produced 
by an mternal pomt sound source of volume velocity QR located at the former receiver 
position. Middle: Substttution of volume velocity response L'..QIR = dvrn dA into the 
reciprocity relationship. Bottom: Reciprocity relationship for external incident sound exci
tation p; and mtemal sound pressure j5 R and volume velocity responses of the structure 
L'..QJR produced by an mternal point sound source of volume velocity 0.R-

where ilie transfer functions ~ Q 1 R /QR represent tlle reciprocity calibration of tlle 
structure as a transducer. This extension of reciprocity by Fahy67 has the advan
tage that the reciprocity calibration of the structure (in ilie form of discretized 
ti•ansfer functions ~ Q iR /QR) can be earned out with a capacitive transducer 
that directly measures the structure's local volume displacement ~QiR/j(i). To 
obtain sufficientresolution, the side length of the square-shaped capacitive trans
ducer used in measuring the volume displacement must not exceed one-eighth 
of tlle acoustical wavelength. Note iliat the bending wavelength m ilim, plate
like structures is usually much smaller than tlle transducer size so that the 
capacitive transducer acts as a wavenumber filter, accounting only for those 
components of the vibrat10n field that results in a net volume displacement. The 
high-wavenumber components, which result only m local near fields, are "aver
aged out." The addit10nal advantage of the capacitive transducer 1s that it does 
not influence the vibration response of the structure, 
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Reciprocity can also be used in predicting the sound pressure attributable to 
the complex vibration pattern of a vibratmg body in case where the radiated 
sound cannot be measured directly other correlated vibration sources dom
inate the sound field). The reciprocity prediction proceeds in two steps. First the 
vibration pattern of the body 1s mapped durmg the operation of the equipment 
by measunng fue vibration velocity v, at a large number of locations. The phase 
of fue velocity responses 1s referenced to the velocity measured at a designated 
reference locat10n. Next the machine is shut off and a point sound source of 
known volume velocity Q 1s placed at the receiver location where the sound 
pressure should be predicted and fue sound pressure p1 produced by the pomt 
sound source at the vanous locations along the stationary surface of the body 
is measured. The phase of the pressure responses is conveniently referenced to 
the voltage applied to the loudspeaker sound source. The sound pressure at the 
receiver location, PR, attributable to fuepenodic vibrat10n of body is predicted as 

n - n 

PR LV; dA;~;::: L~Q; Q N/m
2 

;=1 

(11.156c) 

where dA; is tlle area and ~ Q; = v,dA; is the volume velocity of the ith sample 
of fue vibrating surface. 

The solid line m 11.41 represents the directly measured sound pressure 
PR at a specific location in a room when a thin plate was excited by a shaker to a 

FIGURE 11.41 Sound pressure response at a specific location m a room produced by a 
thin plate excited by a shaker to complex vibration pattern. Solid line: Directly measured 
transfer function between sound pressure j5 R and excitation force F. phase is referenced 
to shaker voltage tJ Dotted line: Transfer funchon predicted by measuring the magnitude 
and relative phase of the plate response, L'..Qi = V; dA at i 81 position during shaker 
excttation and the magrntude and phase of the sound pressure p; at the surface of the 
stat10nary plate when a point sound source of volume velocity QR is placed at the former 
receiver position and applying the reciprocity relationship ,:'.', Q; (p; / QR) (after 
Reference67 ). Top curve, magmtude of pressure; lower curve, phase spectrum of directly 
measured nnnus phase spectrum of predicted pressure. 
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complex vibratiop. pattern. The dotted curve represents the reciprocity prediction 
according to Eq. (11.156a) utilizing n 81 sampling pomts on the plate.67 The 
experimental results mdicate the feasibility of using reciprocity predict10ns in 
engineenng applications. 

Reciprocity in Moving Media 

Reciprocity requires that exchanging the function of the source and receiver 
should not result in any change m the sound propagation path. This 1s true only 
if the acoustical medium is at rest. As illustrated in Fig. 11.42, the propagation 
path between source and receiver remams the same if the exchange of source and 
receiver positions is accompamed by a reversal of the direction of the uniform 
mean flow. In this case, or m the case of low-Mach-number potential flow where 
the shear layer is small compared with the acoustical wavelength, the reciprocity 
also applies in movmg media.68 Reversal of potential flow is usually easy to 
accomplish in analytical calculations. However, in many expenmental situations 
where the shear layer is not small compared with the acoustical wavelength, 
reciprocity does not apply. 
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FIGURE 11.42 Reciprocity in movmg media. Reversal of the function of source and 
receiver must be accompamed by reversing the flow direction. Streamlines must remain 
unchanged to assure that the propagation path between source and receiver remams the 
same. 
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Fundamental questions regarding reciprocity are dealt with in references 69-71. 
Analytical applications of reciprocity and superposition for prediating power input 
structures excited by complex arrborne or structure-borne sources 1s presented m 
references 66, 72, and 73. Ship acoustics application of reciprocity are treated m 
references 74 and 75. 

11'.11 IMPACT NOISE 

There are many practical cases where the excitauon of a structure can be repre
sented reasonably well by the periodic impact of a mass on its surface. Footfall m 
dwellings, punch presses, and forge hammers fall into this category. This section 
deals only with footfall noise in buildings. For the, prediction and control of 
impact noise of machines and eqmpment, the reader is referred to a senes of 10 
papers76- 85 that covers all aspects of impact noise of machmery. 

Standard Tapping Machine 

A standard tapping machine86 is used to rate the impact noise isolation of floors 
in dwellings. This machine consists of five hammers equally spaced along a line, 
the distance between the two end hammers being about 40 cm. The hammers 
successively impact on the surface of the floor to be tested at a rate of 10 times 
per second. Each hammer has a mass of 0.5 kg and falls with a velocity equivalent 
to a free-drop height of 4 cm. The area of the striking surface of the hammer is 
approximately 7 , the striking surface is rounded as though it were part of a 
spherical surface of 50 cm radius. The impact noise isolation capability of a floor 
is rated by placing the standard tappmg machine on the floor to be tested and 
measunng the one-third-octave-band sound pressure level L ~ averaged m space 
in the room below . 

Ln = L p - 10 log ! 0 dB re2 x 10-5 N/m2 

Sas.ab 
(11.157a) 

where LP one-third-octave-band sound pressure level as measured, dB 
Sas.ab = total absorpt10n m receivmg room Chapter 7), m2 

Ao = reference value of absorption, =10 m2 

The physical formulat10n of the problem of impact noise is that of the excita
tion of a plate by periodic force nnpulses. Such periodic forces can be presented 
by a Fourier senes consisting of an infimte number of discrete-frequency com-
ponents, each with amplitude given by 

21T, 2n:n 
- F(t)cos-tdt N 
Tr O Tr 

(11.157b) 
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FIGURE 11.43 (a) Time function and (b) Fourier components of the force that a 
standard tappmg rnachme exerts on a massive floor. 

where Tr= 1/fr = 0.1 is the time interval between hammer strikes and n = 
1, 2, 3, .... The curve in 11.43a shows the time function of the force F(t), 
and that m Fig. 11.43b shows the amplitupe of its Fourier components. 

It is an experimental fact that when the hammer strikes a hard concrete slab, 
the duration of the force impulse is small compared even with the period of 
the highest frequency of interest m impact testing. For less stiff structures, like 
wooden floors, this assumption is not valid and the exact shape of F(t) has to 
be determined and used in Eq. {11.157b). For a thick concrete slab the effective 
length of the force impulse is short enough so that cos[ (2:irn / Tr )t] ~ 1, and all 
components have the same amplitude. Because the mtegral in Eq. (11.157b) is 
the momentum of a single hammer blow (assuming no rebound) equal to mv0 (in 
kg mis), the amplitudes of the Fourier components of the force for a repetition 
frequency fr are 

(11.158) 

The velocity of the hammer at the instant of impact is 

(11.159) 

where h = falling height of hammer, m 
g = acceleration of gravity (9.8 mls2) 

Let us define a mean-square-force spectrum density S fo that when multiplied 
by the bandwidth will yield the value of the mean-square force m the same 
bandwidth, 

(11.160) 

I 

IMPACT NOISE 

For the standard tapping machine the numerical value of s10 is 4 N2/Hz. 
Accordingly, the mean-square force in an octave band 6.foct = f j,,/2 is 

479 

4 
F~(oct) = (11.161) 

The octave-band sound power level radiated by the nnpacted slab (which is 
assumed to be isotropic and homogeneous) mto the room below 1s calculated by 
inserting Eq. (11.161) mto Eq. (11.67a), which yields 

(11.162) 

where p = density of air, kg/m3 

c = speed of sound in air, mis 
CTract radiation factor of slab 

Pp density of slab material, kg/m3 

CL = propagation speed of longitudinal waves in slab material, mis 
r/p = composite loss factor of slab 

t = thickness of slab, m 

Note that the sound power level ts independent of the center frequency of the 
octave, that doubling the slab thickness decreases the level of the noise radiated 
into the room below by 9 dB, and that the sound power level decreases with 
increasing loss factor. 

Improvement of lrppact Noise Isolation by an Elastic Surface Layer 

Experience has shown that the impact noise level of even an 8-10-in.-thick 
dense concrete slab is too high to be acceptable. A further mcrease of thickness 
to reduce impact n01se is not economical. 

Impact n01se may be reduced effectively by an elastic surface layer, much 
softer than the surface of the slab, applied to the structural slab. The resilient 
layer changes the shape of the force pulse and the amount of mechanical power 
mtroduced into the slab by the impacting hammer, as shown in Fig. 11.44. 

We would expect, if the elastic layer is linear and nondiss1pative, that the 
velocity will be at its maximum v0 at the instant of impact t = 0. It will then 
decrease to zero and the mass will rebound to nearly the same velocity (it is 
assumed the hammer is not penmtted to bounce a second time) according to the 
function shown by curve a of Fig. 11.44. The force funct10n is shown by curve b. 

The improvement in rmpact noise isolation achieved by the addition of the 
soft smiace layer is defined in terms of the logarithmic ratio87 

F 
201og F1 201 (I 1- nfr/fo I) dB 

og lcos[(n/2)n(fr/fo)] 
(11.163) 
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FIGURE 11.44 Velocity and force pulse of a single hammer blow on an elastic surface 
layer over a rigid slab: {a) velocity pulse; (b) force pulse. 

where 

n = 1, 2, 3, ... 

Jo 2_vrx;: g_ 
2TC m V h 

Hz 

F', F = forces acting on slab with and without resilient surface layer, 
respectively, N ,, 

$ 

Ah = striking area of hammer, m2 

m mass of hammer, kg 
E = dynamic Young's modulus of elastic matenal, N/m 
h = thickness of layer, m 

(11.164) 

(11.165) 

The charactenstic frequency Jo of an elastic surface layer for the standard tapping 
machine is plotted in Fig. 11.45 as a function of E / h. 

Equation (11.163), which assumes no dampmg, is plotted in Fig. 11.46 as a 
function of the normalized frequency J / Jo. Below J / Jo 1, the lillprovement 
is zero. Above J / Jo 1 the improvement increases with an asymptotic slope of 
40 dB/decade. 

Figures 11.45 and 11.46 (use the 40-dB/decade asymptote) permit one to select 
an elastic surface layer to achieve a specified ,6.Ln. 

Example 11.6. The required improvement in impact noise isolation should be 
20 dB at 300 Hz. Design a resilient covering for the concrete slab. 

Solution From Fig. 11.46 we obtain f / Jo :::::, 3, which gives Jo = 100 Hz. Enter
mg Fig. 11.45 with this value of Jo yields E / h = 2.8 x 108 N/m3 ( or E / h :::::, 
1000 psi/in.). Any matenal having this ratio of Young's modulus to thickness will 
provide the required improvement If we wish to select a 0.31-cm- (½-in.-) thick 
layer, the dynamic modulus of the material should be 8.7 x 1()5 N/m2 (8000 psi). 
Since the dynamic modulus of most elastic materials is about twice the statically 
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FIGURE 11.45 Chart for the selectJ.on of an elastic surface layer, where Jo = charac
teristic frequency, E = Young's modulus, and h = tinckness of layer. 
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F1GURE 11.46 Improvement in impact noise isolation t:,.Ln versus normalized fre
quency for a resilient surface layer (select Jo to yield desired improvement). 
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measured Young's modulus,88 a matenal with E:::::4.35 x 105 N/m2 (4000 psi) 
should be selected. 

Frequently used materials for the elastic surface layer are rubberlike materials, 
vinyl-cork tile, or carpet. The impact isolation improvement curve (/j,_Ln vs. 
frequency) has been measured and reported89 for a large variety of elastic surface 
layer configurations. 

The expected normalized impact sound level m the room below (see Fig. 11.1) 
for a composite floor (with a heavy structural slab) is that of the bare concrete 
structural floor minus the improvement caused by the elastic surface layer, that 1s, 

(11.166) 

where 

( 
pcarau ) 

Ln,bare(oct) = 116 + 10 log 5 1 2 3 
• PpCLrJpt 

dB re2 x 10-5 N/m2 (11.167) 

for homogeneous isotropic slabs. 
.Measured values of impact noise isolation of a large number of floor con

structions and improvement of impact noise isolation by vanous surface layers 
are presented in reference 89. ··- ~ 

Improvement through Floating Floors. It is often more practical to use 
a floating floor above a structural slab than a soft resilient surface layer. The 
advantages are that (1) both the impact noise isolation and the airborne sound 
transID1ssion loss of the composite floor are improved and (2) the walking sur
face is hard. For analysis, floating floors can be categorized as either (1) locally 
reacting or (2) resonantly reacting, as defined below. 

Locally Reacting Floating Floors. A locally reacting floor 1s one where the 
impact force of the hammer on the upper slab (slab 1) is transmitted to the 
structural slab (slab 2), primarily in the immediate vicinity of the excitation 
pomt, and where there is no spatially homogeneous reverberant vibration field 
on slab 1. In this case the bending waves in the floating slab are highly damped. 
If the Fourier amplitude of the force acting on plate 1 is given by Eq. (11.158), 
the reduction m transID1tted sound level 1s87 

= 20log [1 + (Jo) 2] R:; 40log lo (11.168) 

where 

(11.169) 
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and Psi = mass per unit area of floating slab, kg/m2 

s' = dynanuc stiffness per unit area of resilient layer between slab 1 and 
slab 2 mcluding trapped air, N/m3 

Resonantly Reacting Floating Floors. If the floating slab is thick, ng1d, and 
lightly damped. the impact force of the hammers excites a more-or-less -spatially 
homogeneous reverberant bending wave field. . .. 

The improvement in impact noise isolation at higher frequencies, where the 
power dissipated in slab 1 exceeds the power transmitted to slab 2, can be approx -
imated by87•90 

(11.170) 

where h1 = thickness of floating slab, m 
cL propagation speed of longitudinal waves in floating slab, mis 

l . ' 2 
Psi = mass per unit area of floatmg slab, kg/m 
r/1 = loss factor of floating slab 
n' number of resilient mounts per umt area of slab, m2 

s = stiffness of mount, Nim 

Equation (11.170) mdicates that, m contrast to the locally reacting case whe:e 
!:,,Ln increases at a rate of 40 dB for each decade increase in frequency, the 
increase 1s only 30 dB/decade if the loss factor of the floating slab r/1 1s frequency 
mdependent. Another difference is the marked dependence of f::.L,. on this loss 
factor. The loss factor is determined both by the energy dissipated in the slab 
material itself and by the energy dissipated in the resilient mounts. 

Figure 11.47 shows the improvement of a floating-floor system under impact
ing by a standard tapping machme and high-heel shoes, respectively.91 The 
negative improvement in the v1cmity of the resonance frequency lo can be 
observed. 

Impact Noise Isolation versus Sound Transmission Loss 

Whether a floor is excited by the hammers of a tapping machme or by an airborne 
sound field in the source room, it will in botli cases radiate sound mto the 
receivmg room. There is a close relation between the airborne sound transID1ssion 
loss R and the normalized IIDpact noise level Ln for a given floor. 

In the case of acoustical excitation, the sound power transffiltted to the receiver 
room comprises the contribution of forced waves and of resonance waves. The 
forced waves usually dominate below the cntical frequency of tlie slab and the 
resonance waves above. The sound power transmitted by exciting the slab by 
a standard tapping machine is made up of the contributions of the near-field 
component and of the reverberant component. 



Idaho Power/1206 
Ellenbogen/255

484 INTERACTION OF SOUND WAVES WITH SOLID STRUCTURES 

~ 
...J 

20r--i---t-~.w-+------+-\-+--4cc'c-m--1 
l.4cml 

"": •.•.• , .... ~ 

<l 0 

-20'----'----'---'-~--'---'-~~ 
31.5 63 125 250 500 1,0002,0004,000 8,000 

Frequency, Hz 

FIGURE 11.47 Improvement m rmpact noise isolation D.L,, for a resonantly reacting 
floating floor for excitation by (a) a standard tappmg machme and (b) high-heeled shoes. 
Note the negative D.L,, in the vicm1ty of the resonance frequency. (After Ref. 91.) 

The relation between sound transmission loss R and normalized impact noise 
level, assuming measurement in octave bands, IS92 

~--~. $ 

Ln +R 

84 + IOlog [S1of ( p/(2n:p;c) + pcarad/(2.3p;cLWTJph) )] dB 
.Ji npc/((J)2 p';) + n;.Jfi,c3pa-'j-ad/(2p;cLw3 r,ph) 

(11.171) 

where Ps = mass per unit area of slab, kg/m2 

CL = propagation speed of longitudinal waves in slab, mis 
araa = radiation factor of slab 

h = thickness of slab, m 
r, P = composite loss factor of slab 

S 10 mean-square force spectrum density as given m 
Eq. (11.160), N2/Hz 

In the special case of a thick, lightly damped slab, 

Ln + R 43 + 30 log f - IO log o-ract t::,Ln (11.172) 

where t::,Ln represents the effect of the surface layer only. For a bare structural 
slab, by definition, t::,Ln 0. 

Equation (11.172) states that the sum of the airborne sound·transmission loss 
and the normalized impact noise level is independent of the physical characteristics 
of the structural slab above the critical frequency of the slab where '7ract ~ L 
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Below tlle coincidence frequency where tlle forced waves control the airborne 
sound transmission loss but tlle impact noise ISolation 1s still controlled by the 
resonant vibration of tlle rmpacted slab, (11.171) y1elds92 

where AL,. 
le 

39.5 + 20log f 

effect of surface layer only (zero for structural slab), dB 
critical frequency of structural slab, Hz 

(11.173) 

In this case, the sum R + Ln decibels depends on the physical characteristics of 
the slab and frequency. Figure 11.48 shows the measured sound transmission loss 
R and normalized impact sound level Ln as well as their sum for a typical floating 
floor. The measured and predicted values for the sum are in good agreement, 
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FIGURE 11.48 Measured sound transrrussion loss R and normalized impact sound level 
L,, and their sum (R + Ln) of a resonantly reacting floating floor assembly. Dotted curve: 
R + Ln predicted by Eq. (11.172). (After reference 92.) 
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indicating that the precautionary measures taken to elinunate flanking have been 
successful. 

In checkmg out the perlormance of floatmg floors m the field, it 1s advisable 
to measure both R and Ln. The discrepancy between the measured R and that 
calculated from Eq. (11.173) 1s a direct indication of flankmg. By rneasunng the 
acceleration level on the wall surfaces m the source and receiving rooms during 
acoustical and impact excitation, the flanking paths can be inunediately identified. 

Toe measurement and rating of the impact noise isolation of floor assemblies 
is prescribed in ASTM E492-90 (1996), ASTiv1 E989-89 (1999), and ASTM 
E1007-97. 
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TABLE 11.l Speeds of Sound in Solids, Deformation of Solids for Different Wave 

Types, and Formulas for Propagation Speed 

O(x) 

GK~]x [ ae I 

W
;GKdXx+ll.x 

--- ' ' 

.,,, ~,ij,,, ,,1 "'""' 
' ' l, ___ ....... 

lllillJJI[[[l]I 
~ 

~ 
~•--~ 

Longitudinal Waves Bar 

CL= 

Infinite plate 

CL ),-E-/[p-111-(l---v-=2-)] 

Infinite solid 
,, ~(=E~/ P-M~)=(l---v~) 

cL (l + v)(l-2v) 

Shear Wave 

Cs ✓G/pM G = E/(2+2v). 

Torsional Wave Bar 

er= JGKf pMI 
= Cs for rods of circular 

cross section 

Bending Wave Plate 

CB= -:/w2 B/p, 

Young·s modulus E, N/m2
, relates the stress S (force per urut area) to the strain (change m length per 

unit length). Poisson's ratio v is the ratio of the transverse expansion per umt length of a crrcular 

bar to Its shortemng per umt length, under a compressive stress, dimensionless. It equals about 0.3 

for structural matenals and nearly 0.5 for rubberlike materials. The density of the matenal is PM, 

kg/m
3

• Ps is mass per umt area (kg/m2) for plates and mass per unit length (kg/m) for bars, rods, 

or beams. The shear modulus G IS the ratio of shearing stress to shearing strain, N/m2 I is the 

polar moment of rnertJ.a, m4 The torsional stiffness factor K relates a twist to the shearing stram 

produced, rn
4 

The bending stiffness per urnt width B equals Eh3 /[12(1 - v2)] for a homogeneous 

plate, N-m, where h 1s the thickness of the bar (or plate) m the direction of bending, rn. For rectangular 

rods B = Eh
3
w /12, where h is the cross-sect10nal dimension in the plane of bending and w that 

perpendicular to it {and width), m. 

C"'"l V r-, -.:.I" 
I , I I 
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....., .....,.-i'"'"""' 

X X X X 
V)"" t--"<l' 
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0 
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00 
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t--N -
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• V) 

00 0 
"" \0 

0 - 0 ss s 
X X X X 
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~,-if';V1 
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"" t--
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0 
V) -
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00 ...-1 

s 
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t- 0 N 

°'· -

N 
0 
0 

I 
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0 
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0 
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0 
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c--
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TABLE 11.2 

Material 

Hollow cinder 
with L6 cm 
sand plaster, 
nominal 
thickness 
15 cm (6 in) 

Hollow dense 
concrete, 
nominal 
15 cm (6 in.) 
thick 

Hollow dense 
concrete, 
sand-filled 
voids, 
nominal 
15 cm (6 in.) 
thick 

Solid dense 
concrete, 
nominal 
10 cm (4 in.) 
thick 

Gypsum board 
l.25-5 cm 
(½-2 in.) 
tl1ick 

Plaster, solid, 
on metal or 
gypsum lathe 

Fir timber 
Plywood 

0.6-3 12 cm 
(½-2 in) 
thick 

Wood waste 
material 
bonded witll 

23 kg/m2 

(5 lb/ft2) 

(continued) 

Density 
PM, kg/m3 

900 

1100 

1,700 

1,700 

650 

1,700 

550 
600 

750 

Young's 
Modulus 
E, N/m2 

C -

C ----

of 
Poisson Sound 
Ratio v cL, mis 

C 

C 

_c 6,800 

_c 3,800 

Product of Surface 
Density and Critical 

Frequency Ps le 

Hzkg/m2 Hz·lb/ft2 

25,500 5,220 

23,000 4,720 , 
l 

<I, 

42,200 8,650 

54,100 11,100 

20,000 

24,500 

4,880 
12,700 

73,200 

TL at 
Critical 

Frequency 
R(fc), dB 

460 

45.0 

50 . .0 

525 

4,500 

5,000 

1,000 
2,600 

15,000 

Internal 
Damping 
Factor for 
Bending at 

1000 Hz, r/° 

0 .. 005-0 .. 02 

0.007-002 

Varies with frequency 

450 

45.5 

315 
40 

550 

0.012 

0.01-0,03 

0.005-0 01 

0 . .04 
0.01-0.04 

0005-001 

Acoustical-
Mechanical 
Conversion 

Efficiency 11am, 
Eq. (11.66) 

C --

C -

9 X 10-3 

aThe range in values of '7 are based on limited data. The lowei values aie typical fm material alone while the higher values are the maximum observed oµ 
in place 

loss faclois for structures of these matetials are sensitive to construction techniques and edge conditions 
cThe parameter eithe1 is not meaningful or is not available 
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TABLE 11.3 Driving Force Point Impedance of Infinite Structures 

Element 

Beam, in 

Semi-infinite 
Infinite 

Beam in bending 
Semi-infinite 
Infinite 

Thin infinite 
Vertical force 
Horizontal force 

(in 

Thin semi-infinite 
plate 

Equivalent Mass 
Picture [see Eq. (11.19)] 

s li}2n 
!.a...[£ 

s s 
{ ~~ 

A.,11' 

l ..,,._"fl..l,B-
s 2n; 

Q:__lID.= I ® I 
...,.. r s 

~ 
•2r-

I l J --~--" 

F j_ 

:LL.,~ ~ p 
krt ;; 

2r 

l ~R ~ t t q 

Driving Point 
Force Impedance 

Zp PMCrS 

?F = 2pJICLS 
J. 

ZF = ½(l + j)pMSCB 

Zp = 2(1 + 

Zp = h 

= 2 3pMcrh2 

- :n:f 
Zp - 4Gh 

~ µ ) x 
2 

+ jH 

Re{l/ZF} = [nr(/) 

Zp = 3 s✓B'pMh 

~ PMCrh
2 

Range of 
Validity 

S < (.l../4)2 

S < (},B/6)2 

2r > 9S/As 

h < AB/6 

2r > 3h 

Auxiliary 
Expressions and 

Notes 

CL fE y-;;;; 
S cross .. sectional area 

1 ✓ E 
A, f 2(1 + V)PM 

r radius of contact area 
1/4 

CB 

v Poisson Ratio 

AlJ CB/! 

1 polar moment of inertia 

B' ( Eh
3 

) 
12(1 v2) 

11, » 2:n:r > 10h 1 ✓ E 
).,,, f 2(1 + v)pM 

h < AB/6 

2r > 3h 

H=K+L 

K = (I - µ) In G:) 
As 

L =21n 

n r ( /) = longitudinal 
modal density 

n r(f) = sheru modal 

density 

M = total mass 

At= ci.f f 
A,= 

AB= en/I 

( continued over leaf ) 
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TABLE 11.3 (continued) 

Element 

Beam-stiffened 
infinite thin plate 

Infinite string 

Semi-infinite plate, 
in-plane 
force 

Infinite corrugated 
plate 

Picture 

.~ .. 
l 

Equivalent Mass 
[see (11.19)] 

....._flABb ..... 
1t 

L t%J I 
."-s 

High Frequency 
Approximation 

~ ,F /FT 
-T~ol 

As ht -----------.. 
o 'cp, u 

-r€) 
• .:~ 

t 
~~ ,.IL.- -y 

2r 

~~~ 
y~,, 

0.16 AL h 

2a[_J'1f 

~•;· 

09(AB}2) 

~ 

Driving Point 
Force Impedance 

(1 - j)k' 
Zp 4 I 

P,W 

ZF;,: ZFB 

= 2(1 + j)pMSbcB 

j 
<I, 

Z, 2,Jii;Fr 

1 
ZF = :n:Eh Ioga 

+~(~ + !) 
4 D S 

Zp 8[(pMh)2 S « J..B 

X BxBy]l/4 

of 
Validity 

Sb< U-s/6)2 

2r > 9Sb/>..s 

D 

Auxiliary 
Expressions and 

Notes 

P; = PMSB + 2pMh/ kp 

( 

I )J/4 
k' ~ o}l2A 

A - l . PMh - -1--
Zp/kp 

kp = plate-bending 

wavenumber 

B Eh3b/3 

s = kb/kp 

c~ = 

Pt mass per unit length 

F1 tension force 

2v) 

S= Gh 

G = shear modulus 

Eh3 

By 12(1 

fc1 _Q_ PMh c2)¥ 
2n s;· 

(Bx 
= fc1fii; 

s 
S'By 

( continued overleaf) 
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TABLE 11.4 Moment Impedance ZM of Infinite and Semi-Infinite Structures 

Element 

Semi-mfurite beam 

Free end 

Pinned end 

Infimte beam 

Infinite 
homogeneous 
isotropic plate 

Serm-mfurite 
homogeneous 
isotropic plate 

Atjomt of 
homogeneous, 
isotropic plates 

Picture 

~------"~ 

[--~ 
$~ ~ 

@ 

Auxiliary expressions and notes: 

Pl = mass per umt length (kg/m) 

Driving Pomt Moment Impedance 

(1 j)p,ci(f) 

81rZf2 

(1- j)p1c1U) 

47r2f2 

(1 nw1U) 
21r2J2 

21rf[(l - J)l.27 ln(k8 a/2.2)] 

21rf[(l - j)3.35ln(kr/3.5)] 

PMczh
3 

{ [(l + j)l.271n(kb/2.2)] 
75.4f 

16 
1 + (l.27 lnkb/2.2)2 

12 [ (1 + j)3.35 ln(kr /3.5)]} 
+ 1 + (3.35 lnkr /3.5)2 

cs(f) = bending wave speed (mis) in bending,= /2rrj(El/p1)114 

E = Young's modulus(N/m2
) 

J area moment of inertia m bending(m4
) 

f frequency 

PM = material density(kg/m3) 

ks(f) = 21rf /cs(f) bending wavenumber 

h = plate thickness 
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TABLE 11.6 Power Input to Structures 
,- ---

Power Input to Infinite Element Finite Elements 
--------

Velocity or 
Force or Angular Onset of 

J 

Moment Velocity Infinite Auxiliary 

Element Picture Excitation Excitation Behavior Wfin/W;nf Expressions 

-- -------- ------- - -----

Beam in 

{~p;;, longitudinal wave 
\ CJ= /Efp;; 

motion; force or f 1ft12 

41vl 2SPMCz 
ncr, 4 l = le11gth 

velocity excitation 4pMScL 
w>- - loss factor 

s 
'f/l n 'f/ 'f/ 

Q = torsion constant 

"'".' 
G = shear modulus 

Beam in torsion 
moment or angular f(f' f 111112 

4101 2✓GQJ 
JTC7 4 J = mass moment of 

w> --

velocity excitation 4GQJ ryl 1f1) inertia per unit length 

~--- -------
[M{;~-

t F,'v 

-------- Cy 

Beam in bending; 1ft12 4,J:2 
force or velocity 

.l@ f lill 2SpMcsU) 
4ncs(f) = torsional wave speed 

W> ------

excitation SpMScs(f) 17l ll'1) PM= density 

s E = Young's modulus 
----

"" . 
I = second moment of 

~ 
c,:, 

Beam in bending; 
moment or angular 

ftM,0 IMl2cn(f) 1012El 4ncs(f) 2✓i inertia 

{@_ f (I)> -- 0 = angular velocity 
velocity excitation SE! CB({) 1)1 Ti1) 

s ✓w&,II 
C- ----- ------- q 

Cs 

Plate in bending; 

PMS 

force or velocity 
1.f!.1 

4iJ2JBpPMh 8[!£ 32/ 1l2 w = bending wave speed 

excitation 16JBpPMh W > 'f}l1l; PMh n 211(lf + l]:) cs 

1ft21 1.15iJ2 PMh2cL 

B - h3 E' 

= 
P - 12(1 - v2) 

4 6ph2ci s area 
-~ 

(continued overleaf) 
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~ TABLE 11.6 (continued) 
,I>-

ffi 

Element 

Plate in bending; 
moment or 
velocity excitation 

Thin-walled 
in bending; force 
excitation 

Plate in bending; 
multiple force 
excitation, equally 
spaced 

Picture 

A 

r,M,0 h 

" ... 0..,7 

" 
JF 'f ht 

! 2r 

+ 

ff 1 ff n 

t 11 t Th _ _,,,_ J 

2a 1 

TABLE 11.6 (continued) 

Element Picture 
~ 

~ 

Plate in bending; 

~---□~1 area velocity 
excitation 

------

~ 

Elastic half space; F 
single force f 

77777777 

~ ~ 

Elastic half space F = EF1 
equal multiple 7j))JJ7 forces a lino, 
equally ~--

L 

Power Input to Infinite Element Finite Elements 

Force or 
Moment 

Excitation 

Velocity or 

Angular 
Velocity 

Excitation 

Onset of 
Infinite 

Behavior 

"" 
4101 2

Bp 

for r > h 
4 wr 8 h 

wl+-ln-- -I [ 2]2 
rr CJ rr(l - v) (n,) 

8 
l w > 
J 

F2/(16:rrpMrh~ 

for / < 0.123c1.h/r 

F2✓V/(2+ V)/(wp,2J, 2/:rr 2
) 

for f > 0123crh/r 

(z)/z]2 /(I6JBppMh) 

Power Input to Infinite Element 

Velocity or 
Force or Angular 
Moment Velocity 

Finite Elements 

Onset of 
Infinite 

Excitation Excitation Behavior Wfinite/ W;nf 

v2 I PMcs(r+0 .. 8As)h 

' 

·····- ---------

48F2 
---
WPM'lrAi 

16F2 

2 l > As/2 

Wfin/W;nf 

Auxiliary 
Expressions 

,, 

A,,= 

V wr /cL 

Ap bending wavelength 

in equivalent 

thiclmess plate 

P, = PMh 

Z 2na/'As 

/1 = Bessel function of 

mder 1 

Auxiliary 
Expressions 

'U/PM/t shear 
wavelength 

---------

(continued overleaf) 
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TABLE 11.6 (continued) 

Element 

Infinite plate 
excited by 

Monopole 

Lateral dipole 

Perpendicular dipole 

Picture 
Power Input to Infinite Element! 1•• Auxiliary 

Nearby Monopole and Dipole Excitation 

~ 
l' -~ + -

y f 00 

i ~ 

~ Q2 (poco)2 Reff co} 

Wmon = - (fc/f) ··- l 

(
4:n:j ) 

x exp ~yJf,Jf - 1 , f < fc 

' y « Ao/4 ( 
(I; 

fluid loading 

Ww ~ 05(kBd) 2 Wmon, f < fc 

+of 
y ~ • 0 + d j Wpu Wmon(ksd)2[1 (f //c)]2 (for f < f, 

~ ~ I and light fluid loading) 

Q rms volume 

velocity 

Y co = point force 

admittance 

kB free plate 

bending wavenumber 

f, = critical coincidence 

frequency 

TABLE 11.7 First Resonance Frequency, Mode Shape and Modal Density of Finite Structures 
... ----------

Boundary First Resonance Mode Shape Modal Densityh Auxiliary 

Element Picture Conditionsa Frequency ef>(x,y,z) n(w) Formulas 
------- --- r------ -------- -------

Beam in s f-f 
cr/2l 

cos(n:n:x/ l) 
ljTCC[. K = ✓f/5' 

compression ...,-~ 

~ 
c-c sin(n:n:x/ l) radius of gyration 

F l 

------ kn J2:rrfn/C1K 

Beam in 

~ 
p-p (n/2)(Kcrfl2) sin(knX) l 1 

bending f-f (l/2:rr)(4 73/ l) 2KC[ 
} See ref 19 

----
2:n: JwKc1 

c-c (l/2n)(4 73/ l) 2Kcr a/b = aspect ratio .... 
c-f (l/2n)(l.875/ t)2Kcr 

h = plate thickness, m 

Rectangular ffff alb 1 1.5 2.5 s area, m2 
' 

plate in fl 
3 .. 33 3.31 2 . .13 See ref 19 5050 mis ssss C'Lsi 

bending cccc C1 4.88 5.28 7 . .1 
8.89 10.0 14.6 er = longitudinal b 

Ii 103C1 (h/S)(c1 wave 
a 

,. 
(contfoued overleaf) 
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TABLE 11.7 (continued) 

Boundary First Resonance 
Element Picture Conditionsa 

Membrane 

8 
See ref. 18 

F' 

String 

~ 
c-c nc,11 

_l_...... 

Rectangulm Hard co/2/max 
air volume walls ,,(] 

X l, 

free; s simply supported; c = clamped; p = pinned 
= n(f)/2n, S 2(lxlY + lxl, + lylz), L = 4(/x + ly + l,) 

Source: After reference 19 

TABLE 11.8 Radiation Efficiency of Vibrating Bodies 

Body Picture 
~--

Small pulsating body 

* 
(ka)2 

1 + (ka)2 

Small oscillating 

0 
(ka) 4 

rigid body 4+(ka)4 ' 

see Fig 1114 

Pulsating pipe 

* 
2/nkoall/1 (koa)l2 

for (n /2)koa:S2/n 

Oscillating pipe or 

Rt 
2/nkoalH1 (koa)l2

, 

rod see Fig 1115 

O'rad 

Mode Shape Modal Densityh Auxiliary 
</)(x, y, z) n(w) Formulas 

See ref. 19 s F' tension per 
2:rtcm unit length 

Ps mass per 
unit area 

Cm 

l 
sin(nn.x/ l) l/nc, c, 

~ 

F tension force 

Pt mass pe1 

(
nxnx) (ny:rr:y) (tlz1t:Z) unit 

cos -- cos -- cos --
lx ly l, V 

{J)
2 V Sw L Co of sound 

n({J)) = -- + -- + --
2n2c5 4nco 16nco n 1, 2, 3, 

Auxiliary Expressions 

co = speed ot sound 

ko = 2nf/co 

a = source radius 

H1 = Hankel function, 

second kind, orde1 1 

ko =2nf/co 

= first derivative 

of H1 in 

respect of its argument 

(continued ove, leaf) 
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~ TABLE 11.8 (continued) ::, 

Body 

Circular pipes in 
bending 

Rectangular and 
elliptic beams iu 
bending 

Infinite thin plate 
supporting free 
bending waves 

Picture 

~ B 

~ 
Finite thin plate t;qI.m..._ 
supporting free 

Ii bending waves; plate 
surrounded by rigid '--I 

baffle 

TABLE 11.8 (continued) 

Body Picture 

O'rad Auxiliary Expressions 

•l 
zero; 

f < f, 
k~=k5-k1 

(koa)3[1 - (f,/f)]; f > f,;kda « 1 
ks= 2rr/"As 

I, = critical 
I; f > I,; koa » I 5 frequency where 

ks= ko 

See ref 22 

/ 
<i, 

o for I < f, 
!/[! - (tel /)] 112 for I > I, 

Pea f, = critical frequency 
rrSf, ./TlTce1; f < I, See Eq 11.94 

'" A,= co/I, 

0 45(P /Ac)112 (Lmin/ Lmax) 114; I = f, S = LmaxLmin = area 
(one side) 

(I - f,/f)-1/2; l>l 3f, P = 2(Lmax + Lmin) = 

l;I :':: 1.31, 
perimeter 

/3 = (f/f,)1/2 
.. 

O'rad Auxiliary Expressions 

- { ((4/rr4l[(l - 2/32)//3(1 - /32)112]) ; I < o.s_t, 
gi (/3) - o ; I > o. sf, 

01 .... 

Thick finite plate 
supporting free 
bending waves 

Infinite plate 
sound-forced waves 

Finite square-plate 
oblique-incidence 
plane sound wave 
excitation 

Finite square--plate 
diffuse-sound-field 
excitation 

_ (-1-) (1 -- {32) In[(!+ /3)/(1 - /3)] + 2/3. 
g2 (/3) - 4rr2 (I _ /32)3/2 ' 

p Co {Ii 
O"ract = S n:2 fJ 

045JP/Ao forf~fb 
1 for I » {b 

ap=l/coscp 

ap = min { A[(kof2)Js] for 0. IA2 < S < 0 4A2 
1/cos<f; 0 0 

ap = min { [(0 5J<<P/
9

Dl J ko/2Js] forS > 0 4J.,5 
1/ cos¢ 

ap = 0 5[0 2 + ln(ko✓.s')] for koJs > 1 

_. Source: After references I, 23, and 28 

1
1 for simple supported 

Ci= edges 
{32 exp(lOA,/ P) for 

clamped edges 

Seo 
lb= f, + p 

P = perimeter 

¢ = incidence angle, 
degrees 

A= (0 5)(0 8)<<PJ9oi 

Cl = 1 - 0 34</J /90 
k0 = 2rr/Ao = 2rrl/co 
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TABLE 11.10 USS Gauges and Weigthts of Steel Plates 

Stainless Chrome 
Steel Galvanized Steel Stainless Chrome Alloy Nickel Mone! 

USS Gauge Rev USS Gauge USS Gauge USS Gauge USS Gauge 

Thickness Surface Weight Thickness Surface Weight Thickness Surface Weight Surface Weight Thickness Surface Weight 
---

Gauge in. mm lb/ft2 kg/m2 in. llllll lb/ft2 kg/m2 in. mm lb/ft2 kg/m2 lb/ft2 kg/m2 in. mm lb/ft2 kg/m2 

32 0 01 0254 0 013 0330 0563 2 75 001 0254 0418 2.04 0427 208 
31 0.011 0.279 0.014 0 356 0594 290 0.0109 0277 0.45 220 0.459 2 24 
30 0.012 0..305 0.5 244 00157 0399 0 .. 656 3..20 0 0125 0318 0515 2.51 0.525 2.56 
29 0.0135 0.343 0 563 275 0.0172 0 437 0.719 3.51 0 014 0.356 0.579 2 83 0.591 2.89 

28 0 0149 0 378 0.625 3.05 0.187 4 750 0 781 3 81 0.0156 0 396 0 .. 643 3J.4 0.656 3 20 
27 00164 0417 0.688 3.36 0 0202 0 513 0 844 412 0.0171 0434 0. 708 3.46 0 721 3.52 
26 00179 0455 075 366 0.0217 0551 0.906 4.42 0.0187 0.475 0.772 3 77 0787 3.84 0 0187 0.475 0.827 4.04 
25 0 0209 0531 0 875 4 27 00247 0.627 l 031 503 0 0218 0.554 0 901 440 0918 4.48 0 .. 0218 0.554 0.965 4 71 

24 0 .. 0239 0 .. 607 l 4 88 0.0276 0701 1.156 5 64 0025 0 635 l 03 503 105 5.13 0025 0 635 LI48 5.60 
23 0.0269 0 .. 683 1125 5 49 0 0306 0.777 1281 6 25 0.0281 0.714 l 158 565 1 181 5 77 0 0281 0.714 1.1286 5 51 
22 0 0299 0.759 1.25 6 JO 0.0336 0 853 1.406 6.86 0 0312 0.792 1.287 628 1.312 641 0.0312 0792 1424 695 
21 0 0329 0 836 1375 6 71 0. 0366 0 930 1.531 7.47 0.0343 0 871 1416 6.91 1.443 704 0.0343 0871 1.562 7 .. 63 

20 0.0359 0.912 1.5 7.32 0.0396 1006 1.656 808 0.0375 0.953 1 545 7 54 l 575 7.69 0.0375 0 953 1.7 8 30 
19 0.0418 1.062 1 75 8.54 0.0456 1158 1906 9.31 0.0437 1110 1802 880 1837 897 0 .. 0437 1110 l 975 9.64 
18 0.0478 1.214 2 9.76 0.0516 1.311 2.156 10.53 005 l.270 2.06 10.06 2.1 10.25 0.05 1 270 2.297 ll 21 
17 0 0538 1.367 2. 25 10.98 0.0575 1.461 2.406 11.75 0 0562 1.427 2 317 11.31 2.362 1153 0 0562 1.427 2.572 12 56 

(continued overleaf) 

:n .... 
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TABLE 11.10 (continued) 

Gauge 

16 
15 
14 
13 

12 
11 
10 
9 

8 
7 

Stainless Chrome 
Steel Galvanized Steel Stainless Chrome Alloy Nickel Mone! 

USS Gauge Rev. USS Gauge USS Gauge USS Gauge USS Gauge 

Thickness Surface Weight Thickness Surface Weight Thickness Surface Weight Surface Weight Thickness Surface Weight 

in. mm lb/ft2 

0 0598 1 519 2.5 
0 0673 1 709 2 812 
0 0747 1 897 3 125 
00897 2.278 3.75 

0.1046 2.657 4.375 
0 1196 3 038 5 
0 1345 3 416 5.625 
0 1497 3.802 6.25 

0 1644 4 176 6.875 
0.1793 4.554 7.5 

kg/m2 in. mm lb/ft2 kg/m2 in. mm lb/f!2 p kg/rn2 lb/ft' kg/m2 iu. mm lb/ft2 kg/m2 

12 21 0 0635 1613 2.656 1297 0 062~ l 588 2 575 12 57 2625 12 82 0 0625 1588 2 848 13 90 
13.73 0.071 1803 2969 1449 0 0703 1 786 2 896 14 14 2953 14.42 0 0703 1 786 3 216 15.70 
15..26 0 0785 1 994 3 281 1602 007~ I 984 3.218 15.71 3 281 1602 00781 1984 3583 17 49 
18.31 0 0934 2.372 3 906 19.07 0.0937 2.380 3862 18.85 3.937 19.22 0 . .0937 2 380 4.272 20.86 

21 36 0.1084 2 753 4.531 2212 01093 2.776 4.506 2200 4.593 22.42 01093 2 776 5.007 24.44 
24.41 0.1233 3 132 5.156 25 17 0.125 3 175 5 15 25 14 5.25 25.63 0125 317557422803 
27 46 0.1382 3.510 5 781 28 22 0 1406 3 571 5 793 28.28 5906 28 83 01406 3571 6431 31.40 
30 51 0 1532 3.891 6.406 31.27 01562 6437 43 6562 3204 0 1562 3.967 7 166 34 98 

33.56 0 1681 4 270 7 031 3433 0 1718 4 364 7 081 34 57 7218 35 24 0 1718 4 364 7 855 38.35 
36.62 0 1875 4. 763 7 59 3705 7752 37 85 0 1875 4 763 8 59 4194 
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CHAPTER 12 

Enclosures, Cabins, and Wrappings 

ISTVAN L. V
1
ER 

Consultant in Acoustics. Noise, and Vibration Control 
Stow, Massachusetts 

Thls chapter deals with the acoustical design of enclosures, cabms, and wrappings. 
Acoustical enclosures are structures that house a noise source (usually a machlne) 
for protection of the envrronment from the noise emitted by the source. Cabins 
are fully enveloping structures specifically designed for protecting a human being 
from environmental noise. The human being protected by the cabin may be the 
operator of a noisy machlne, supervisor of a manufactunng operatton, or attendant 
of a road toll booth. Wrappings are acoustical structures which closely envelop 
the casing of machines, valves, and connected piping to provide a high degree of 
noise reduction at high frequencies, practically no reduction at low frequencies, 
and modest reduction in the frequency range in-between. 

The recently issued international standard ISO 156~7:2000E, 1 entitled "Gmde
lines for Noise Control by Enclosures and Cabms," defines a large number 
of acoustical performance ratmgs and specifies the measurement procedure of 
how to obtam them in the laboratory or m situ. These performance measures, 
which include single-number and spectral and directivity mformat1on, are listed 
in Table 12.l for enclosures and in Table 12.2 for cabins. For purposes of easy 
comparison, these tables retam the somewhat cumbersome nomenclature used in 
the standard. 

The technical content of ISO 15667:2000E is based, to a large extent, on the 
content of Chapter 13 of the 1992 edition of this book2 and, consequently, the 
reader will find much of the mformat10n m this chapter. The standard contains 
excellent suggestions about· the collection of input information, planmng, and 
performance verificatwn of acoustical enclosures and cabins. 

Annex A provides a large number of sketches depictmg (1) details for jom
mg wall panels, (2) mounting the enclosure airtight to the floor, (3) seals around 
doors and observation windows, (4) vibration isolation of the enclosed machines, 
(5) pipe and shaft penetrat10ns, (6) ventilation possibilities, and so on. Though 
the information contamed in these sketches is useful, the author cauuons the pur
chaser of acoustical enclosures to contract with an expenenced provider of noise 
control hardware who has similar proven details and the necessary experience to 

517 
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TABLE 12.1 Acoustical Performance Measures of Enclosures 

Sound Power 
Insulationa 

Dw 

Lwo(f) 
::::: 

_ _::i <;_~) 

Enclosure 

Dw (f)•l.vo (/)·-I.we (l) 

Lwo = Sound power level of 
unenclosed source 

Lwe Sound power level of 
enclosed source 

Weighted Sound 
Power Insnlationh 

Dww 

Dww (f) is obtained 
from Dw(f) 
according to ISO 
717-1, resulting in 
a single-number 
value 

according to ISO 11546-1 
or ISO 110546-2 

DwCf) = R(f) + 10 log(a(f )] 
R(f) sound transmission 

loss of enclosure 
wall according 
to ISO 140-3 

a(f) = average absorption 
coefficient of internal 
side of enclosure panels 

(( 

(( 

Sound Pressure 
Insulation" 

Dp 

Lp0 (f,x,0) 
X 

Lpa (f,x,0) 

Dp(f, X, 0) = Lp0(/, X, 0) - Lpe<f, X, 0) 
L po (f, x, 0) = sound-pressure-level 

spectrum of unenclosed 
source at distance x, 
direction 0 

x, 0) = sound-pressure-level 
spectrum of enclosed 
source at distance x, 
direction 0 

A-Weighted Sound 
Pressure Insulationd 

DPA 

DPA(X, 0) = l,Ao(X, 0)
L,rn(X,O) 

LAo dBA for unenclo
sed source 

LAE = dBA for enclosed 
source 

"Contains no information about diiectivity. Limited usefulness if (I) source is highly directional and (2) source is much nearer to one wall than to others 
bused for rough comparison of different enclosures in cases where source spectrum is not known 
c Best suited for detailed analyses of enclosure performance for different directions 
a Single-number rating for particular machine of known sound power spectrum 
Note: According ISO 15667:2000 

~ 
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ACOUSTICAL ENCLOSURES 521 

integrate them into the total design and successfully install them onsite. Givmg 
the construction details mcluded m Annex A to a local sheet metal shop without 
prior expenence in producing n01se control hardware may result in a low bid but 
1t is very likely that the end result will be disappointing. 

• In Annex B the standard provides informative case studies where the non
expert reader can find typical ranges of acoustical performance of functional 
enclosures and cabins which have operable doors. inlet and discharge openings 
for ventilation, and so on. 

The key difference between enclosures and wrapping is that in the case of 
enclosures, the sound-absorbing layer is not in contact with the surface of the 
vibrating eqmpment, while in the case of wrappings, the porous soundsabsorbing 
layer is in full surface contact with the vibrating body 1t surrounds. Because the 
porous sound-absorbing material of wrappmgs provides a full-surface, structure
borne connection between the vibrating equipment and the extenor layer, 1t must 
not only be a good sound absor.ber but also be highly resilient so as to prevent the 
transnnssion of vibration to the ®ter impervious layer where it can be radiated as 
sound. Sound-absorbing materials used m enclosures, where there is no contact 
between the porous material and the vibrating equipment, can have a fairly rigid 
skeleton. Wrappings are most frequently used to decrease the sound radiation of 
vibrating surfaces such as ducts and pipes and sometimes also to gam extra sound 
attenuation of acoustical enclosures. Since fibrous sound-absorbing materials, 
such as glass fiber and mineral wool, are good heat insulators, properly designed 
wrappmgs can provide both substantial acoustical and heat msulation. On the 
other hand, the heat-insulating properties of the enclosure may be detrinlental and 
require that provision be made for auxiliary cooling of the interior of the enclosure 
to prevent the buildup of excessively high temperatures. Only the acoustical 
design aspects of enclosures and wrappmgs are treated in this chapter. 

12.1 ACOUSTICAL ENCLOSURES 

Depending on their size (compared with the acoustical and bending wavelength) 
acousucal enclosures can be termed either small or large. The enclosure is con
sidered small* if both the bending wavelength is large compared with the largest 
wall panel dimensions and the acoustical wavelength is large compared with the 
largest mtenor dimension of the enclosure volume. In small acoustical enclo
sures, the mterior volume has no acoustical resonances. If the largest dimension 
of the acoustical volume is Lmax ::; ml, the sound pressure 1s evenly distributed 
within the volume. The enclosure 1s considered large if all of its interior dimen
sions are large compared with the acoustical wavelength and there are a large 
number of acoustical resonances in the intenor volume in the frequency range of 
mterest. Accordingly, even enclosures with large physical dimensions are acous
tically small at very low frequencies while enclosures of small physical size are 
acoustically large at very high frequencies. In almost all acoustical enclosures the 

* Small enclosures are also treated in Chapter 6. 
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enclosure walls already exhibit numerous structural resonances in the frequency 
range where the first acoustical resonance occurs. 
. If the enclosure ~as no mechanical connections to the enclosed equipment, 1t 
IS termed free standing. If there are mechanical connect10ns, then the enclosure 
is equipment mounted. Enclosures that very closely surround the enclosed equip
ment and the volume of the machine is comparable to the volume of the enclosure 
are called close fitting. Enclosures without acoustically significant openings are 
referred to as sealed enclosures, and those with significant acoustical leaks (inten
tional or unmtentional) as leaky acoustical enclosures. 12.1 shows-vanous 
configurations of sealed acoustical enclosures. This chapter deals with the acous
tical design of enclosures. Nonacoustical aspects-such as ventilation, safety,( 
and economy~are treated in a handbook by Miller and Montone (see Bibliog
raphy). Constructmn details and advice for writmg purchase specifications are 
given m a VDI guideline (also see Bibliography). 

Insertion Loss as Acoustical Performance Measure 

The insertion loss IS the most appropriate descriptor for the acoustical perfor
mance of enclosures of all types. The operational defimtion of the msertion 
loss (IL) of an acousttcal enclosure Is illustrated in 12.2. For noise sources 
that will be positioned indoors, such as machinery in factory spaces, the sound
power-based msert10n loss of the enclosure as indicated in Fig. 12.2a 1s the most 
meanmgful. It 1s defined as 

dB (12.1) 

(a) 

~ :I 
(b) , s 

FIGURE 12.1 Enclosure types: (a) free standing, large; (b) free standing, close fitting; 
(c) eqmpment mounted, close fitting. 
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(a) 

(b) 

FIGURE 12.2 Operational defimt10n of enclosure insertion loss IL: (a) power based; 
ILw Lwo - Lwe, (b) sound pressure based; lLp = SPLo - SPLe. 

where Wo 1s the sound power radiated by the unenclosed source and Lwo the 
corresponding sound power level and WE is the sound power radiated by the 
enclosed source and LwE the corresponding sound power level. Both Wo and 
WE are measured in a reverberation room (see Chapter 4) or with the aid of a 
sound mtenslty meter. 

For enclosures used with equipment deployed outdoors, a less precise but 
more easily implemented defimt10n of insert10n loss, the so-called pressure-based 
msertion loss, or ILp, illustrated in Fig. 12.2b IS most appropriate. It 1s defined as 

ILp SPLo - SPLE dB (12.2) 

where SPL0 1s the average sound pressure level measured at a number of loca
tions around .the source without the enclosure and IS that measured with 
the source surrounded by the enclosure. The measurement positions may be 
chosen on a circle that is centered at the source location. The measurement 
distance should be at least three ttmes the longest dimension of the enclosure. 
Equations (12.1) and (12.2) represent defimtions readily implemented m the field 
or laboratory. Using these defimtions one can readily determine whether a spe
cific enclosure will or will not meet specific performance reqmrements stated m 
the form of a sound-power-level reduction, a sound-pressure-level reduction for 
a specified distance, or a soundapressure-level reduc.t10n at a specified distance 
and direction. If the laboratory facilities are available, the sound-pressure-based 
insertion loss may also be measured in a lai,-ge hernianecho1c chamber. 

Note that if the radiation patterns of both the unenclosed and enclosed source 
is ommdirectional, the two measures yield the same result (ILw 

Qualitative Description of Acoustical Performance 

Figure 12.3 shows the typical shape of a curve of the acoustical insertion loss 
versus frequency of a free-standing, sealed acoustical enclosure. Region I is the 
small-enclosure region where neither the intenor arr volume nor the enclosure 



Idaho Power/1206 
Ellenbogen/275

524 ENCLOSURES, CABINS, AND WRAPPINGS 

t 1 , ·u , 
Small Intermediate 

m 
Large 

Freciuency, Hz 

FIGURE 12.3 Typical curve of insertion loss versus .frequency of a sealed, free-standing 
acoust:ical enclosure. Region I: panel stiffness controlled; dampmg and intenor absorp
tion are ineffective. Region II: resonance controlled; dampmg and interior absorption are 
effective. Region ill: controlled by sound transmission loss; sound transrmssion loss and 
intenor absorption ar.e effective; usually lirmted by leaks. 

wall panels exhibit any resonances. In this frequency region the msertion loss is 
frequency mdependent and 1s controlled by the ratio of the volume compliance 
(inverse of volume stiffness) of the enclosure walls and that of the enclosed air 
volume. 

Region II in Fig. 12.3 is the mterm,e~ate region where the insertion loss 1s 
controlled by the resonant interaction of the enclosure structure with the enclosed 
acoustical volume. The region is charactenzed by a number of altematmg maxima 
and minima m the insertion loss. Typically, the first and most important minima in 
the insertion loss occurs when the combined volume compliance of the intertor 
arr volume and the volume compliance of the wall panels matches the mass 
compliance of the wall panels. The insertion loss at this resonance frequency 
usually controls the low-frequency insertion loss of the enclosure and m some 
mstances can become negative, signifying that the eqmpment with the enclosure 
may radiate more noise than without the enclosure. Additional minima of the 
msertion loss occur at acoustical resonances of the enclosure volume. Further 
mimma in insertion loss occur when the frequencies of structural resonances of a 
wall panel and the frequencies of acoustical resonances of the enclosure volume 
coincide. It is imperative that enclosures designed for sound sources that radiate 
noise of predominantly tonal character (such as transformers, gears, reciprocatmg 
compressors and engmes, etc.) should have no structural or acoustical resonances 
that correspond to the frequencies of the predommant components of the source 
noise. 

Region III in Fig. 12.3 is the large-enclosure region where both the enclosure 
wall panels and the mterior air volume exhibit a very large number of acoustical 
resonances. Here, statistical methods of room acoustics can be used to predict 
the sound field inside the enclosure (see Chapter 7) and the sound transmis
sion through the enclosure walls Chapter 11). In this frequency region, the 
msertlon loss is controlled by the mtenor sound absorption and by the sound 

ACOUSTICAL ENC!-OSURES 525 

transmission loss (R) of the enclosure wall panels. The dip m the curve of inser
tion loss versus frequency m region III corresponds to the comcidence frequency 
of the wall panel (see Chapter 11), which for the most frequently used wall pan
els mm steel or aluminum) falls above the frequency region of interest. The 
coincidence frequency may fall into the region of interest if the ratio of stiffness 
of the panel to its mass per urut area is high (e.g., a honeycomb panel). 

The prediction of the insertion loss of small and large acoustical enclosures 
is treated in the following sections. Performance prediction m the intermedi
ate frequency region reqmres a detailed firute-element . analysis of the coupled 
mechanical acoustical system such as outlined m Chapter 6. 

Small Sealed Acoustical Enclosures 

For a small, sealed acoustical enclosure, where the sound pressure inside the 
cavity is evenly distributed, the insertion loss is given by4

-
5 

( C11 ) 
ILsM = 20 log \ 1 + L7=1 

Cw, dB (12.3) 

where 
Vo 

m5/N (12.4) 

is the compliance of the gas volume ms1de the enclosure, Vo is the volume of 
the gas in the enclosure volume, p is the density of the gas, c is the speed of 
sound of the gas, and Cw, is the volume compliance of the ith enclosure wall 
plate defined as 

m5/N (12.5) 
p 

where L'.,. Vp, is the volume displacement of the ith enclosure wall plate in response 
to the uniform pressure p. It is assumed here that the enclosure 1s rectangular and 
is made of n separate, homogeneous, isotropic plates, each with its own volume 
compliance. 

At frequenc1es below the first mechanical resonance of the isotropic enclosure 
wall panel, the volume compliance of a homogeneous, isotropic panel C p, is 
given by3 

C,m m5/N (12.6) 

where Aw, is the surface area of the ith wall panel and F(a) is given in Fig. 12.4 
as a function of the aspect ratio a= a/b of the panel, where a 1s the longest and 
b is the smallest edge dimension of the wall panel. For homogeneous, isotropic 
wall panels, the bending stiffness per umt length of the panel is 

Eh3 

B = ----::- N m 
12(1 v2) 

(12.7) 
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FIGURE 12.4 Plate volume compliance function F(a) plotted versus the aspect ratio 
a = a/ b for homogeneous isotropic panels either with clamped or simply supported 
(After Ref. 3). 

where E is Young's modulus and h 1s the thickness and v the Poisson ratio of 
the wall panel. For a rectangular enclosure combining Eqs. (12.3)-(12.7) yields 

[ 
V0 Eh

3 6 
1 ] 

ILsM 20 log 1 + 12 x 10-3(1 v2)pc2 ~ A!;F(a;) dB (12.8) 

For the special case of a cubical enclosure with clamped walls of length a 
Eq. (12.8) yields 

ILs = 20 (12.9) 

Equat1011 (12.8) indicates that high insertion loss is aclueved if the enclosure has 
small edge length, high aspect ratio, and large, wall thickness, conditions 
are clamped, and the panels are made of a material of high Young's modulus. In 
short, for an enclosure with high insertion loss at low frequencies, the wall must 
be made as stiff as possible. According to Eq. (12.9), the low-frequency inseruon 
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loss of a cubical steel enclosure of edge length a 300 mm, E = 2 x 1011 N/m2 , 

p 1.2 ,kgfm3, and c = 340 mis is for two different wall thlcknesses h: 

Clamped Simply Supported 

Wall 
Thlckness h ILs Jo ILs Jo 

3 mm 35.5 dB 296 Hz 24 dB 162 Hz 
1.5 mm 18.5 dB 148 Hz 9 dB 81 Hz 

Here Jo is the resonance frequency of each of the identical homogeneous isotropic 
clamped panels. The msert1on loss values listed in the table above are valid only 
at frequencies well below J0 . Note in the table that much higher insertion loss 1s 
achieved with a clamped-edge condition than with simply supported condi
t1ons. In practice, clamped edges are almost impossible to achieve. Consequently, 
one should use the simply supported edge condition m the initial design to ensure 
that the designed performance will be achieved. 

It is of considerable practical mterest to know which material should be used 
for a small sealed cubical enclosure to yield the • highest insertion loss at low 
frequencies for the same enclosure volume and same total weight. Considenng 
that the total mass M of a cubical enclosure of edge length a is M 6pMa2h, 
Eq. (12.9) can be expressed as 

[ 
M

3 
( CL )

2

] ILs =.20 log 1 + 0.19-9--2 -
a pc PM 

dB (12.10) 

where cL = 1s the speed of longitudinal waves m the bulk enclosure 
matenal and PM is the density of the enclosure matenal. Equation (12.10) mdi
cates that for all materials givmg the same enclosure mass M, the material with 
the lughest cLf PM rat1o yields the highest msertion loss. Table 12.3 lists the 
cd PM ratio and the normalized low-frequency insertion loss ~JL for frequently 
used materials, where ~IL is defined as the low-frequency insertion loss of an 
enclosure made out of a specific material mmus the insertion loss of an enclo
sure of the same volume and weight built of steel. Table 12.3 mdicates that, in 
regard to low-frequency msert1on loss, aluminum and glass are superior to steel 
and lead 1s the worst possible choice! Note, however, that this conclus10n can be 
exactly opposite for a large enclosure if the comcidence frequency falls within 
the frequency range of mterest. 

Formstiff Small Enclosures. Because the msertion loss of small, sealed enclo
sures at very low frequencies < foA) is controlled by the volume compli
ance of the enclosure walls, it is desirable to select constructions that provide the 
highest wall stiffness for the allowable enclosure weight. An enclosure consist
mg of a round, cylindrical body and two half-spherical end caps yields a very 
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TABLE 12.3 Difference in Low-Frequency Insertion Loss AIL and CL/ PM Ratio 
for Different Construction Materials'1 

Lead Steel Concrete Plex1glass Aluminum Glass 

CL/PM, m4/kg,s 0.11 0.65 1.5 1.6 1.9 2.1 
LlIL, dB -31 0 +14 +15 +19 +20 

a L\IL is for a cubical enclosure with identical sides. 

-80 

-90 ~-~-~2:---'0"3-~4,------5 

Frequency, kHz 

FIGURE 12.5 Acoustical charactenstics of a small, sealed, round cylindncal enclo
sure without intenor absorpt10n: (a) msertion loss IL; (b) resonant acoustical response 
of interior volume, SPL; (c) sound-induced vibration acceleration response of enclosure 
wall, AL. 

stiff construction and much higher msertion loss than a rectangular enclosure of 
the same volume and weight. Figure 12.5 shows the acoustical charactenstics of 
such a particular small, cylindncal enclosure with no mternal sound-absorbmg 
treatment. Curve A represents msertion loss versus frequency measured with an 
external source, indicating that msertion loss at most frequencies exceeds 55 dB. 
Curve B represents the sound pressure levels in the enclosed air volume when 
excited with an external source, indicatmg the presence of strong acoustical res
onances at 550 Hz and above. Curve C represents the sound-induced vibration 
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acceleration of the cylindrical shell caused by an external sound source. Strong 
structural resonances are seen at 1.5, 3, and 3.75 kHz. Observing the three curves 
m 12.5, it is noted that the frequencies where the insertion loss is minimum 
coincide either with acoustical resonances of the interior volume or ,vith structural 
resonances of the enclosure shell. The strong nrimma of the curve of' msertion 
loss versus frequency m the vicinity of 1.5, 3, and 3.75 kHz are caused by coin
cidence of the structural resonance of the shell with acoustical n~sonances of the 
mtenor air volume. 

Another way to achieve a low wall compliance for a given total weight is to 
make the enclosure walls out of a composite material consisting of a honeycomb 
core sandwiched between two lightweight plates. A special form of such high
stiffness, low-weight panel, described by Fuchs, A~kermann, and Frommhold,6 

also provides hlgh sound ab~orption at low frequencies in addition to the low 
volume compliance. In this case, the panel on its interior side has two double 
membranes. The first, thicker membrane, which is rigidly bonded to the honey
comb core, has round openings to make an inward-facing Helmholtz resonator 
out of each honeycomb cavity. A second, thin, membrane that is covering the 
first one is free to move over the resonator openmgs. The presence of thls sec
ond, thin membrane lowers the resonance frequency of the Helmholtz resonators 
owing to the mass of the membrane covering the opening and mcreases the dis
sipation owing to air pumping. Such Helmholtz plates can be constructed from 
stainless steel, aluminum, or light-transparent plastic. They are fully sealed and 
can be hosed down for cleaning. Figure 12.6 shows the curve of insertion loss 
versus frequency of a cubical enclosure of 1 m edge length. The solid curve was 
obtained with enclosure walls made of the above-described Helmholtz plates of 

Ill 30r+-+--t-----+~----:-----,-;,---1----t----t---r'r-t 
'O 

315 63 125 250 500 1000 2000 4000 8000 

FREQUENCY,Hz 

FIGURE 12.6 Measured msertion loss of two 1 x 1 x 1-m enclosures. (After Ref. 6.) 
Solid curve: Helmholtz plate walls, 10 cm thick, 8.5 kg/m2, no sound-absorbmg treatment. 
Dashed curve: Woodchip board walls, 1.3 cm thick, 5-cm-thick sounding-absorbmg layer, 
10 kg/m2 
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10 cm tlnckness with a mass per umt area of 8.5 kg/m2 without any additional 
sound-absorbing lining. The dotted curve was obtained with an enclosure of the 
same size, made of 1.3-cm-tlnck wood chip board with 5-cm sound-absorbmg 
lining, yielding a mass per umt area of 10 kg/m2. The Helmholtz plate enclosure 
yields superior low-frequency performance and does not requrre extra sound
absorbing lining. However, the insertion loss of this enclosure at ID1dfrequenc1es 
(above 250 Hz) is low because of the low comc1dence frequency of the light and 
stiff panels. 

Small Leaky Enclosures. Except for special constructions, such as hermeti
cally sealed compressors, all enclosures are likely to be leaky and provide zero 
insertion loss as the frequency approaches zero. If an enclosure has a leak in the 
form of a round opening of radius aL in a wall of thickness h, the leak represents· 
a compliance CL 1/jwZL, where ZL is the acoustical impedance of the leak 
given as 

(12.11) 

where h is the plate thickness, !::,.h::: 1.2aL represents the end correction, and R 
is the real part of the impedance of the leak. The sound pr,essure inside the small. 
leaky enclosure owmg to the operation of a source of volume velocity q0 is 

'V.~""'' ·,$ 

leaky qo 1 
Pins = -ju>- __ +_C_v_+_I:_,_C_w_·, N/m2 (12.12) 

and the inseruon loss of the small leaky enclosure is 

IL1ea1cy (12.13) 

where Cv and Cw, are given m Eqs. (12.4) and (12.5), respectively. Since CL 
approaches mfimty as the frequency approaches zero, the msertion loss of leaky 
enclosures approaches zero for any form of leak. The insertion loss becomes 
negative m the vicinity of the Helmholtz resonance frequency of the compliant 
leaky enclosure given by 

foL 
aLc I 

2 n:(h + t:,.h) (Vo+ pc 
Hz (12.14) 

As CL/"i.:,Cw, becomes small with mcreasmg frequency, the insertion loss of the 
small, leaky enclosure, ILL, approaches that of the sealed enclosure, ILs. This 
behavior is iUustrated in Fig. 12.7. 
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FIGURE 12.7 Measured and predicted sound-pressure-based insertion loss (outs1de
inside direction) of a 50 x 150 x 300-mm aluminum enclosure of l.5-mm-th1ck wall with 
a single 9.4-mm-diameter hole (after Ref. 5): (--) predicted, sealed; (- - - - ) predicted, 
leaky; (0) measured, sealed; (A) measured, leaky. 

Close-Fitting, Sealed Acoustical Enclosures 

A close-fitting acoustical enclosure 1s one m which a considerable portion of the 
enclosed volume is occupied by the eqmpment being qmeted. Such enclosures 
are used in cases where the radiated noise must be reduced using a mmnnum of 
added volume. Vehicle engine enclosures, portable compressors, and transportable 
transformers fall into tlns category. 

Free-standing, close-fitting enclosures, such as shown m Fig. 12.lb, have no 
mechamcal connections to the vibratmg source and the enclosure walls are excited 
to vibration only by the arrborne path. Conversely, the walls of machine-mounted, 
close-fitting enclosures, such as depicted in Fig. 12.lc, are excited by both air
borne and structure-borne paths. 

The characteristic property of a close-fitting enclosure is that the arr gap (the 
perpendicular distance between the vibratmg surface of the machine and the 
enclosure wall) is small compared with the acoustical wavelength in most of 
the frequency range. The walls of the close-fitting enclosures are usually made 
of thin, flat sheet metal with a layer of sound-absorbing material such as glass 
fiber or acoustical foam on the mtenor face. The purpose of the sound-absorbing 
lining is to damp out the acoustical resonances in the air space. 

Free-Standing, Close-Fitting Acoustical Enclosures. Free-standing, close
fitting enclosures, which have no structure-borne connection to the vibrating 
equipment, always achieve higher msertion loss than a silnilar machine-mounted 
enclosure can provide. If the enclosure is perfectly sealed, then its insertion loss 
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depends on (1) thickness, size, and material of the enclosure wall; (2) edge
joining conditions of the wall plates and their loss factors; (3) vibration pattern 
of the machine surface; (4) average thickness of the air gap between the wall 
and the machine; and (5) type of sound-absorbing matenal in the arr gap. 

Figure 12.8 shows the measured dependence of the power-based insertion loss 
of a model close-fitting enclosure consisting of 0.6 x 0.4-m enclosure walls of 
thickness h and a variable spacing gap of thickness T. To obtani these data, an 
aITay of loudspeakers, which represented the vibrating surface of the enclosed 
machine, was phased to sunulate vanous vibration patterns.8 Figure 12.8a shows 
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FIGURE 12.8 Effect of parameters on the power-based insertion loss of a model 
close-fittmg enclosure. Wall panel 0.6 x 0.4. (After Ref. 8.) (a) Effect of the wall mate
rial; 4-cm arr gap, in-phase excitation. (b) Effect of wall panel thickness, 4-crn air gap, 
in-phase excitation. (c) Effect of average air gap thickness; 0.5-mm steel plate, quadrupole 
excitation. (d) Effect of sound-absorbmg material and structural damping; 1-mm steel 
plate, 6.5-crn air gap, in-phase excitation; a, no darnpmg, no absorption m air space; b, 
with damping treatment; c, no damping, but absorption in arr space; d, with damping and 
absorption, 

ACOUSTICAL ENCLOSURES 533 

the dependence of the measured insertion loss on frequency obtamed for 
1-mm-thick aluminum and steel wall plates, respectively. Because the steel and 
alummum plates have practically the same dynamic behavior, the higher insertion 
loss of the steel wall panel 1s attributable to its higher mass. In the frequency 
range between 300 Hz and 1 kHz, the 9-dB average difference coITesponds to 
the difference m density of the two materials. Figure 12.8b shows the effect of 
wall thickness. Here agam the msertion loss increases with increasing wall thick
ness. Below 250 Hz, where the msertion loss is controlled by the stiffness of 
the air and the stiffness and dampmg of the wall panels, the ILw changes little 
with mcreasmg frequency. In the frequency range between 200 Hz and 1 
where the ILw is controlled by the volume stiffness of the air and by the mass 
per umt area of the wall, the ILw increases with a slope of 40 dB/decade. Above 
1 kHz, the msert1on loss ts limited by the acoustical resonances in the air space. 
Figure 12.8c shows that the insertion loss increases with increasing air gap thick
ness. Figure 12.8d shows the effect of sound-absorbing material in the air space 
and dampmg treatinent of the enclosure wall on the achieved msertion loss. The 
sound-absorbing treatment in the arr space prevents the acoustical resonances 
in the air space and results in a substantial mcrease of the insertion loss above 
1 kHz. Structural damping helps to reduce the deletenous effect of the efficiently 
radiatmg plate resonance at 160 Hz. A combination of sound-absorbing treatment 
and structural damping results in a smooth, steeply increasing msertion loss with 
increasing frequency and provides a very high degree of acoustical performance. 

One-Dimensional Model. According to Bryne, Fischer, and Fuchs,9 the mser
tion loss of free-standing, sealed, close-fittmg acoustical enclosures can be pre
dicted with reasonable accuracy with the simple one-dimensional model shown 
m Fig. 12.9. It is assumed that the machine wall (A) vibrates in phase (like a 
rigid piston) \\'1th velocity VM and that the motion of the machme is not affected 
by the presence of the enclosure. The vibrating machine 1s surrounded by a 

"M to la Ps 
-ko ,~ kc 

Zo Zo 

3 2 i • • • 

A 8 CDE 

FIGURE 12.9 One-dimensional model for predictmg the power-based msertlon loss IL 
of free-standing, sealed close-fitting acoustical enclosures; A machine wall vibrating with 
velocity VM; B, air gap thickness 10, C, sound-absorbmg layer thickness la, D, impervious 
enclosure wall of mass per umt area Ps; E, free space mto which sound is radiated. (After 
Ref. 9). 
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flat, limp, llllpervious enclosure wall (D) which has an mtemal sound-absorbing 
lining (C) of thickness la and there 1s an air gap (B) of thickness lo between 
the machine and the sound-absorbing layer. The sound pressure on the outside 
surface of the enclosure (pomt 1 in 12.9) 1s given by 

PI= pz (1 -
1;:s) N/m2 (12.15) 

where pc is the charactenstic impedance of air. The following equations 
are used to obtam Pl as a function of the machine wall vibration velocity vM: 

(12.16) 

(12.18) 

(12.19) 

(12.20) 

where ko 2n f / c 1s the wavenumber, p the density, and c the speed of sound in 
air; is the complex characteristic impedance and r a the complex propagation 
constant of the porous sound-absorbmg matenal as given m Chapter 8. 

The sound power radiated by the unenclosed machine wall is given by 

and when 1t is enclosed with a free-standing, close-fitting enclosure 

yielding for the msertion loss 

Wo 
lLp = 10 log

WA 
201 

VMPC 
og--

Pi 
dB 

(12.21a) 

(12.21b) 

(12.22) 

In denvmg this equation, no account is taken of possible change in surface area 
or radiation efficiency between the enclosure surface and machme surface. 

If the angle of sound incidence on the enclosure wall is known (i.e., a specific 
oblique angle or random), the power-based msert10n loss of free-standing, close
fitting enclosures can be predicted on the basis of the two-dimensional model of 
sound transmiss10n through layered media presented in Chapter 11. 
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Machine-Mounted, Close-Fitting Acoustical Enclosure. If the close-fitting 
enclosure is machine mounted, the rigid or resilient connections between the 
machine and the enclosure wall give rise to additional sound radiation of the 
enclosure wall. Assunung that the vibration velocity of the machine v M is not 
affected by the connected enclosure, the additional sound power WM radiated 
owing to the structural connections is 

n 

(12.23) 

where 
2 

p2 = vm, N2 
' ll/2.3p;cLh + Jcu/sl2 

(12.24) 

In Eq. (12.24), Fi is the force transrmtted by the ith attachment point, VM; 1s the 
vibration velocity of the machine at the ith.attachment point, n is the number of 
pomt attachments between the machine and the homogeneous, isotropic enclosure 
wall, Ps is the mass per unit area of the enclosure wall, h is the wall thickness, 
CL is the speed of longitudinal waves m the wall material, rJ 1s the loss factor, a 
is the radiation efficiency, and s is the dynamic stiffness of the resilient mount 
connecting the enclosure wall to the machme (s = oo for ngid point connections). 
To minimize structure-borne transmiss10n, it is advantageous to select attachment 
points at those locations on the machine that exhibit the lowest vibration. The 
mseruon loss of the machine-mounted, close-fitting enclosure is 

Wo 
ILMM = 10 log10 W 

WA+ M 
dB (12.25) 

where W0 and WA are given in Eqs. (12.21a) and (12.21b). 
Figure 12.10 shows a close-fitting enclosure investigated experimentally and 

analytically by Byrne, Fischer, and Fuchs9 m three configurations: (1) free 
standing, (2) rigidly machine mounted, and (3) resiliently machine mounted. 
Figure 12.11 shows the measured msertion loss obtained for each of the three 
configurations. The machine-mounted enclosure, which was supported from the 
machine at four points at each side, yield substantially lower insertion loss at 
high frequencies than the free-standing enclosure. Elastic mountmg yields higher 
insert1on loss than rigid mounting. 

As shown by reference 9, the simple one-dimensional analytical model based 
on Eqs. (12.15)-(12.25) yields predictions that are in good agreement with mea
sured data. The reason for this surprisingly good agreement is that the sound
absorbmg treatment effectively prevents sound propagation (and the occurrence 
of acoustical resonances) in the plane parallel to the enclosure wall and also 
provides structural dampmg to the thin enclosure wall. Replacing the effective 
glass fiber sound-absorbing treatment with a thinner, less effective acoustlcal 
foam has resulted in substantial decrease in the insertion loss, indicating the cru
cial importance of an effective sound-absorbing treatment. Figure 12.12 shows 
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FIGURE 12.10 Machine-mounted, close-fitting enclosure; resilient mounting, resilient 
panel edge connections. (After Ref. 9). 
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FIGURE 12.11 Insertion loss (IL8 ) of a sealed, close-fitting enclosure made of 1-mm 
steel plates. (After Refs. 7 and 10.) Dimensions: 1 x 0.6 x 0.8 m; machine, enclosure 
wall distance 50 mm; mtenor linmg 50 mm thlck; flow resistivity R1 = 2 x 104N s/m4 

(■)Freestanding;(•) machme mounted, resilient mountmg (see Fig. 12.10); (0) machine 
mounted, rigid mounting. 

how the specific cho1ce of edge connections of the enclosure plates affected 
the insertion loss of the machine-mounted, close-fitting enclosure. Elastically 
sealed edges, such as shown m Fig. 12.10, yield higher insertion loss than 
rigidly connected (welded) edges. The better performance obtained with elas
tically sealed is due to the reduced coupling between the in-plane motion 
of one plate (which radiates no sound) with the normal motion of the con
nected plate (that radiates sound efficiently). The elastic edge seal also increases 
the loss factor of the enclosure plates, thereby reducing their resonant vibration 
response. 
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FIGURE 12.12 Effect of plate edge connection on the msertion loss of sealed, resiliently 
machine-mounted, close-fitting enclosure: (■) elastically sealed edge; (e) welded edge. 
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FIGURE 12.13 Effect of rrncrophone position on the sound-pressure-based insertion 
loss measured in the outs1de-mside direct10n of a 50 x 150 x 300-mrn (1.6-mrn-thick) 
empty, plane, sealed, unlined aluminum acoustical enclosure. (After Ref. 11.) Solid line: 
center microphone locatJ.on. Dashedline: comer rrncrophone iocation. 

Intermediate-Size Enclosures 

The intermediate frequency region, designated as region II in Figs. 12.3 
and 12.13, is defined as the frequency region where the enclosure walls, the 
enclosure air volume, or both exhibit resonances; but the resonances do not 
overlap so that statistical methods are not yet applicable. 
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Comparison of the solid and dashed curves in Fig. 12.13 show how the inser
tion loss, measured in the outside-mside direction (such as in a quiet control 
room in a noisy test facility), depends on the location of the m1crophone. Below 
400 Hz, the sound pressure is uniformly distributed in the enclosure and the 
microphone in the corner measures the same sound pressure as that placed at 
the center. The first acoustical resonance occurs at 565 Hz, which results in a 
very low insertion loss at the enclosure corner in the 500- and 800-Hz center
frequency one-third-octave bands, as illustrated by the dashed curve, but in a high 
insertion loss in the same bands for the enclosure center location, as depicted by 
the solid curve. Fluctuations owing to structural resonances can be reduced by 
application of dampmg treatment to the panels (see Chapter 14) and those owing 
to acoustical resonances by mternal sound-absorbing lining (see Chapter 8). 

Because the insertion loss in this intermediate frequency range fluctuates 
widely with frequency and position, it is very difficult to make accurate analytical 
predictions of the insertion loss. Frequently, involved finite-element analysis (see 
Chapter 6), model-scale or full-scale experiments, or crude approximations must 
be employed. For crude approX1IDat10ns one connects the low- and high-frequency 
predictions to cover the intermediate range. 

Enclosures without Internal Sound-Absorbing Treatment 

There are cases where the danger o( bacterial growth or the accumulation of 
¾._.,g 

combustible particles precludes the use of porous or fibrous sound-absorbing 
matenals inside of acoustical enclosures. In such cases bare enclosures must 
be used. Simple analytical models yield zero msertion loss for such enclosures. 
Consequently, it is also of theoretical interest to treat this extreme case. 

Acoustical Performance Prediction of Large, Bare Enclosures. Even if 
the enclosure is built from homogeneous, isotropic panels without any intenor 
sound-absorbing treatment, the intenor sound pressure will not be infinitely high 
and the msertion loss of the enclosure will not be zero. 

The mterior sound pressure does not go to infimty because the intenor sound 
field loses power through (1) sound radiation of the walls by the forced bending 
waves, (2) sound radiation of the walls by the free bending waves, (3) energy 
dissipation m the panel by the free bending waves, and (4) the inevitable acousti
cal energy dissipation at the interior surfaces of the impervious enclosure panels 
owing to the acoustical shear layer and heat conduction losses. 

The insertion loss of the enclosure will be finite because of the energy dissi
pation by processes 3 and 4 above. 

The power balance of the interior sound field is given as 

W _ wforced + wfree + wfree + wshear W 
source - rad rad cl cl (12.26) 

where Wsouroe sound power of enclosed source 
w;:Jce = sound power radiated by forced bending waves 
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Wr!;;" = sound power radiated by free bending waves 
W.f"' sound power dissipated in plate by free bending waves 

w,;11ear = sound power lost through shear and heat conduction at intenor 
surface of impervious, solid walls 

Unless the panel is very heavily damped, the power dissipated by'the forced 
bending waves is small compared with that dissipated by the free bending waves 
and can neglected. 

Inserting into Eq. (12.26) the appropriate relationships from Section 11.8 and 
for O!rmn from reference 12 yields for the random-incidence sound absorption 
coefficient of the bare enclosure walls, 

wwt 
C¥rand = ~ = A + B + C + D 

Wmc 

for the space-average mean-square sound pressure in the enclosure, 

=--------
S101(A + B + C + D) 

and for the insertion loss of the bare enclosure, 

where 

(
A+B+D) 

ILbare = 10 log A+ BC dB 

1 
A 

1 + (1/52)[WPs/(poco)]2 

C = __ Po_C_o_O'._ra_ct __ 

PoCoO"rad + p,wn 
D 

(12.27) 

(12.28) 

(12.29) 

where s101 total intenor surface area of enclosure, m2 (assuming that all SIX 

partitions are made from the same panels) 
Ps = mass per unit area of plate, hpM, kg/m2 

PM density of plate material, kg/m3 

h plate thickness, m 
cu = radian frequency, 2x f, Hz 

Po = density of air, kg/m3 

c0 = speed of sound, mis, 
O-ract = radiation efficiency of free bending waves on plate (see Chapter 11) 

rJc = loss factor of plate (see Chapter 14) 

Inspecting Eq. (12.29), note that for n = 0, C = 1, and D ~ 0, Eq. (12.29) 
yields IL = 0, as it should be. In the vicinity of the coincidence frequency (i.e., 
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m the plateau region of the transmission loss), where B » A, the insert10n loss 
of the bare enclosure approaches 

10 log ( Pocoarad + PsW'f/) :::::'. 10 log ( PsWT/ ) (12.30). 
PoCoO'ract P0CQO'ract 

Figure 12.14 compares the insertion loss predicted for an unlined, sealed enclo
sure [using Eq. (12.8) at low frequencies and Eq. (12.27) at high frequencies] 
with experimental data obtained by reference 1 L There is a reasonably good 
agreement between the predicted and measured values at both low and lugh fre
quencies not only for this specific enclosure but also for a large variety of unlined 
sealed enclosures of different size and wall panel thickness, indicating that the 
prediction formulas embodied in Eqs. (12.8) and (12.27) yield reasonable esti
mates for engineering design. Figure 12.14 also indicates that without internal 
sound-absorbmg treatment the insertion loss remains very modest even at high 
frequencies, highlighting the importance of sound absorption in enclosure design. 

Large Acoustical Enclosures with Interior Sound-Absorbing Treatment 

Acoustical enclosures are termed large at frequencies where both the enclosure 
wall panels and the enclosure volume exhibit a large number of resonant modes 
in a given frequency band and statist!tal methods for predicting the level of the 
intenor sound field and the vibration response and sound radiation of the enclo
sure wall panels can be applied. Large acoustical enclosures used in industrial 
noise control have many paths for transrmtting acoustical energy, as illustrated 
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FIGURE 12.14 Comparison of measured and predicted pressure-based IL of a 
50 x 150 x 300-mm (0.8-mm-thick) sealed, unlined alummum enclosure, w1th source 
outside. (After Ref. 11). 
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FIGURE 12.15 Paths of n01se transmission from a typical acoustlcal enclosure. 

schematically in Fig. 12.15. These paths can be grouped into three basic cate
gories: (1) through the enclosure walls, (2) through openings, and (3) through 
structure-borne paths. The first group is characterized by the sound excitation 
of the enclosure wall by the interior sound field, resulting in sound radiation 
from the exterior wall surfaces. Sound transmission by this path is relatively 
well understood, and in most cases the sound power transmitted can be pre
dicted with good engineering accuracy (see Chapter 11). The second group is 
charactenzed by sound energy escaping through openings m the enclosure wall 
such as air intake and exhaust ducts, gaps between panels, and gaps around the 
gasketing at the floor and doors. These are also fairly well understood13-i5 but 
not so easily controlled. The third group is charactenzed by radiation of solid 
surfaces excited to vibration by dynamic forces, such as the enclosure walls when 
rigidly connected to the enclosed vibratmg eqmpment, shafts and pipes that pen
etrate the enclosure wall, and the vibration of the uncovered portion of the floor. 
This path is difficult to predict without detailed information about the motion of 
the enclosed machine and its dynanuc charactenstics. Consequently, all possible 
efforts should be made to prevent any solid connections to the source. To obtain 
a balanced design, one must control each of these transmission paths and avoid 
overdesigning any one of them. 

Analytical Model for Predicting Insertion Loss at High Frequencies. A 
sound source enclosed m alarge, acoustically lined enclosure will radiate approx
imately the same sound power as 1t would in the absence of the enclosure. To 
achieve a high power-based insertion loss, a high percentage of this radiated 
sound power must be dissipated (i.e., converted into heat) within the enclosure 
proper. This is accomplished by providing walls of high sound transrmssion loss 
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to contam the sound waves and by covenng the mterior with sound-absorbing 
treatment to convert the trapped acoustical energy into heat. 

In analyzing the acoustical behavior of an enclosure at hlgh frequencies, the 
first step 1s to predict the space-time average mean-square pressure of the diffuse 
sound field, {p2), w1thln the enclosure proper. Once the intenor sound field 
is predicted, one can detennine the sound power escaping from the enclosure 
through the various paths. The mean-square value of the diffuse sound pressure in . 
the interior of the enclosure is obtained by balancing (a) the sound power injected 
into the enclosure from all the noise sources with (b) the power loss through 
dissipation (in the sound-absorbing limng, in the air, and in the wall structure) 
and the sound transmission through the walls of the enclosure and through diverse 
openings. According to reference 4, a sound source of power output Wo generates· 
in the enclosure a reverberant field with a space-time average mean-square sound 
pressure (p2) given by 

( 2} W. 4pc N2 /m4 
p =: O { S.w.[ a.,+ L/Sw,IS,,,)l0-11

wil
10+D] } 

+S,a,+ I::. s,.+mv+ L, Sa;w-"aj/!O 

(12.31) 

where 

(12.32) 

and Sw is the total interior wall surface, Sw, 1s the surface area of the ith wall, 
al'! is the average energy absorption coefficient of the walls, Rw, is the sound 
transmission loss of the ith wall, Ps is the mass per unit area of a typical wall 
panel, 17 is the loss factor of a typical wall panel m place, a is the radiation 
efficiency of a typical panel, CL 1s the propagation speed of longitudinal waves 
in the plate material, h is the wall panel thlckness, Sia; is the total absorption in 
the mterior in excess of the wall absorption (i.e., the machlne body itself), Sai 
is the area of the jth leak or opening, Raj is the sound transmission loss of the 
jth leak or opening, S,,,_ is the face area of the kth silencer opening (assumed 
completely absorbmg), m is the attenuation constant for air absorption, and V 
is the volume of the free interior space. The sound power mc1dent on the umt 
surface area is given by 

(12.33) 

where{·••} represents the expression in the denominator m Eq. (12.31) and Wo 
1s the sound power output of the enclosed rnachme. 

The terms in the denornmator of Eq. (12.31) from left to nght stand for 
(1) power dissipation by the wall absorption (Swaw), (2) power loss through 
sound radiation of the enclosure walls (L, Sw, x 10-Rw,110), (3) power dissipa
tion in the walls through viscous damping effects (SwD), (4) power dissipation 
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by sound-absorbmg surfaces in addition to the walls (S1a;), (5) sound power loss 
to silencer terminals (Lk Ssk), (6) sound absorption in arr (mV), and (7) sound 
transrmss1on to the exterior through openings and gaps (I::

1 
SGj x 10-RGJ/10). 

The relative importance of the vanous terms may differ widely for different 
enclosures and even for the same enclosure m the different frequency ranges. 
For example, for a small airtight enclosure without any SQund-absorbing treat
ment, the power dissipation in the wall panels may be of 'pnmary importance, 
while 1t 1s usually negligible for enclosures with proper interior sound-absorbmg 
treatment. Air absorption is important m large enclosures at frequencies above 
1000 Hz. The sound power transrmtted through the enclosure walls, WTW, that 
through gaps and openings, WTG, and that through silencers, WTS, are given m 
Eqs. (12.34)-(12.36), respectively: 

WTW = Wo(Li Sw, X lQRw;/10) 

{ · ·} 
w (12.34) 

Wo(L1 Saj x 10-RaJflO) • 
WTG = {- .. } , W (12.35) 

Wo(L;; S,t x 10-L\.Lk/10) 
WTs =: {· ·} w (12.36) 

where D-L1c is the sound attenuation through the silencer over opening k. The 
power-based insertion loss of the enclosure in the inside-outside direction is 
defined as 

whlch takes the form 

IL=: 10 lo {· .. J 
g!O" S . X lQ~Rw;/10 + ~ Sk X 10-L\.Lk/!0 L..rt Wl L..tk s 

1 
X =----~,,,.,,.------- dB L 1 Saj x 10-RGj/lO + WsB({· • ·}/Wo) 

(12.37) 

(12.38) 

where WsB 1s the sound power transmitted through structure-borne paths consid
ered separately according to Eqs. (12.23) and (12.24). 

The denominator of Eq. (12.38) reveals that if full advantage is to be taken 
of the high translnission loss of the enclosure walls, the air paths through gaps, 
openings, and air intake and exhaust silencers and structure-borne paths must 
be controlled to a degree that the1r contribution to the sound radiation 1s small 
compared with the sound radiation of the walls. If these paths are well controlled 
and the dissipation is achleved by the sound-absorbing treatment of the mterior 
wall surfaces and by the absorption in the interior, then for Rw, Rw the insert10n 
loss of the enclosure is well approximated by 

(12.39) 
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If we further assume that the second term in Eq. (12.39) is much larger than umty 
and call the total absorption in the interior of the enclosure Swaw + S;a; A, 
Eq. (12.39) simplifies to 

A 
IL ~ Rw + IO log - dB 

Sw 
(12.40) 

This approximate formula would yield negative msertion loss for very small 
values of interior absorption. It has been widely promulgated in the acoustical 
literature without mention of its limited validity. Note that the insertion loss of a 
large enclosure can approach the sound transrruss10n loss of the enclosure wall 
panels only if there are no leaks and aw approaches unity. 

Key Parameters Influencing the Insertion Loss of Acoustical Enclo
sures. The primary paths for the transmission and dissipation of sound m large 
acoustical enclosures are shown in the block diagram in Fig. 12.16. The key 
parameter affecting enclosure msertion loss are summarized m Table 12.4. Fisher 
and Veres10 and Kurtze and Mueller16 have carried out systematic experimental 
investigations on how (1) choice of wall panel parameters, (2) internal sound- 1 

absorbmg linmg, (3) leaks, and (4) vicinity of the enclosed machine to the 
enclosure walls and its vibration pattern influence the acoustical performance of 
enclosures. The model-machine sound source employed in reference 10 consisted 
of 1 x 1.5 x 2-m steel boxes of 1 I1ltl1. JVall thickness and were combined to 
yield a small (3 x 2 x 1.5-m) and a large (4 x 2 x l.5-m) model machine. The 
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FIGURE 12.16 Block diagram of key components controlling the sound attenuation 
process in acoustical enclosures: Wo, source sound power output; a, average sound absorp
tion coefficient; Ps, mass per urut area; 71, loss factor; <:li, radiation efficiency of wall panels 
for radiation for inside direction; a0, radiation efficiency of wall panels for radiation for 
outside direction; <:lF, 1 radiat10n efficiency of forced waves; W,, total sound power 
radiated by the enclosure, 
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TABLE 12.4 Effect of Key Parameters on Sound Insertion Loss of Large 
Enclosures 

545 

Parameter 

Absorption coefficient of limng 

Distance between machine and 
enclosure wall 

TI11ckness of wall panel 
Density· of wall panel matenal 
Speed of longitudinal waves m 

panel material 
Loss factor of wall panel 

Cntical frequency of wall panel 

Radiation efficiencies of wall 
panels 

Stiffeners 
Leaks 

Structure-borne flanking 

Symbol 

d 

h 
PM 

CL= ✓E/PM 

T/ 

Effect' on Insertion Loss 

Increases IL by reducmg 
reverberant buildup 

If d decreases beyond a certam 
limit, IL decreases at low 
frequencies (f::lose-fittmg 
enclosure behavior) 

Increases IL 
Increases IL 
Decreases IL below cntical 

frequency 
Increases IL, especially near 

and above critical frequency 
and at first panel resonance 

The hlgher IS fc for a given 
mass per umt area, the 
hlgher is IL 

The higher IS the radiation 
efficiency for inside 
direction, <:1;, and for outside 
direction, a0, the smaller is 
IL 

Decrease IL by mcreasmg a 
Limit achievable IL; watch out 

for door gaskets and 
penetrations 

Limit achlevable IL; watch out 
for solid connections 
between vibrating machme 
and enclosure and for floor 
vibration 

walls of the model machines could be excited by either an internal loudspeaker 
or an internal tapping machine to simulate both sound and structure-borne 
excitation. The investigated rectangular walk-in enclosure had 4.5 x 2.5 x 2 m 
inside dimensions and was equipped with an operational personal-access door. 
The thickness and material of the wall panels as well as the thickness of the 
intenor lining could be varied. 

Wall Panel Parameters. Figure 12.17 shows the measured insertion loss ver
sus frequency for three different values of the wall thickness h, indicating that 
above 1.5 mm, a further increase of the wall thickness bnngs only slight improve
ment at low frequencies and a slight detenoration at high frequencies near 
coincidence. Figure 12.17 also includes, as the dashed line, the field-incidence 
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FIGURE 12.17 Curves of power-based rnsertJ.on loss versus frequency measured 
(inside-outside direction) for a large walk-in enclosure for vanous thicknesses of steel 
plate, h. (After Ret 10.) Sound-absorbing treatment, 70 mm tluck, door sealed; fc, 
corncidence frequency; ILmax = Rf represents the maximum achievable msertlon loss. 
(.0.) h = 3mm; (•) h = 1.5 mm; (O) h = 0.75 mm. 
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FIGURE 12.18 Companson of measured enclosure insertion loss 1L and panel sound 
transrmss1on loss R (after Ref. 10): 1.5-mm-tluck steel plate, 70-mm-tluck sound-absorbing 
treatment; (.0.) R, measured; (x) R, predicted according to Chapter 11; (0) 1L measured. 

sound transmission loss for a 1.5-mm-thick steel plate for companson, indicat
mg that up to 500 Hz, the insertion loss matches well the field-incidence sound 
transmission loss of the panel. 

Figure 12.18 compares ·the measured sound transmission loss of a typical 
2.1 x 1.2-m wall panel and predicted sound transmission loss of an identical 
infinite-enclosure panel with the measured msertlon loss obtained with an enclo
sure built with the same panels. The data mdicate that the prediction formulas 
presented in Chapter 11 for infinite panels can be used to predict accurately the 
sound transffilssion loss of the finite panels of this specific size and that above 
500 Hz the insertion loss 1s dominated by unintentiOnal small leaks. According 
to reference 10, the sound-absorbmg interior liner proVIdes sufficient structural 
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damping of the wall panels so that additional damping treatment did not result 
in improved performance. 

Stiffening the wall panels with exterior L-channels, whic~ increase the radi
ation efficiency, resulted m slight deterioration of the acoustical performance. 
Using steel and wood chipboard of equal mass per unit area yielded different 
transnnssion loss but resulted in practically the same insertion loss because in the 
frequency range where the chipboard had its comcidence frequency the insertion 
loss was already controlled by leaks. 

As a general rule, wall panels should be selected to have high enougp, coinci
dence frequency to be above the frequency reg10n of interest and be large enough 
that their first structural resonance occurs below the frequency region of interest 
but heavy enough to yield a field-mc1dence mass law sound transmissrnn loss 
that matches the insertion loss reqmrements. Steel plates 1.5 ffilil thick usually 
fulfill most of these requirements. 

Stiff, lightweight panels (such as honeycombs) usually yield a cntical fre
quency as low as 500 Hz and provide a very low sound transmission loss in 
this frequency region. Consequently, such panels should not be used m enclosure 
design unless the enclosure is reqmred to provide high insertion loss at only very 
low frequencies and ffild- and high-frequency performance is not required. 

Effect of Sound-Absorbing Treatment. The proper choice of sound
absorbing treatment plays a more crucial role than the specific choice of 
wall material or wall thickness, as shown m 12.19. The sound-absorbing 
treatment helps to increase insertion loss by (1) reducing reverberant buildup 
m the enclosure at mid- and high frequencies, (2) increasing the transnnssrnn 
loss of the enclosure walls at high frequencies, and (3) covenng up some of 
the unintentional leaks between adjacent panels and between panels and frames. 
Whenever feasible, the thickness of the mtenor sound-absorbmg treatment should 
be chosen to yield a normal-incidence absorption coefficient a :::: 0.8 in the 
frequency region of interest. As shown in Chapter 8, this can be achieved by 
a layer thickness d foA, where AL is the acousti,cal wavelength at the lower 
end of the frequency region, and by choosmg a porous matenal of normalized 
flow resistance of 1.5 .::;: R 1d/ pc < 3. 

Leaks. Leaks reduce the insertion loss of large enclosures Just as they reduce 
it for small enclosures [see Eq. (12.13)]. The reduction m msertion loss due to 
leaks, ~ILL, is defined as 

(12.41) 

where IL5 and ILL are the insertion losses of the sealed and leaky enclosures, 
respectively, Rw is the sound transmission loss of the enclosure wall, and fJ 
(1/SwYEjSGj x 10-Rar/lO is the leak rat10 factor, Soj is the face area, and Roj 
is the sound transinission loss of the jth leak. The sound transnnssion loss of 
leaks can be positive or, in the case of longitudinal resonances in wide, rigid
walled gaps, also negative. For preliminary calculations it is customary to assume 
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FIGURE 12.19 Measured insertJ.On loss of the enclosure with 1.5-rnm-thick steel plates , 
for various thicknesses of the sound-absorbmg matenal (after Ref. 10): (■) 0 mm (no 
absorption); (0) 20 mm; (,6.) 40 mm;(•) 70 mm. 
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FIGURE 12.20 Decrease of enclosure insertion loss, L}.IL, as a function of the wall 
sound transrmssion loss Rw with tile leak ratio factor /3 as parameter; Sw is the wall 
surface area and Raj and Saj are the sound transmission loss and face area of the jth 
leak, respectively. 

Raj = 0. In this case, f3 = Soj / Sw 1s the ratio of the total face area of the 
leaks and gaps and the surface area (one side) of the enclosure walls. 

Figure 12.20 is a graphical representation of Eq. (12.41) indicating that the 
higher is the sound transmission loss of the enclosure walls, the higher is the 
reduction in insertion loss caused by leaks. For example, for an enclosure assem
bled from wall panels that provide a Rw of SO dB, the total area of all leaks must 
be less than 1/1000 percent (/3 10-5) of the total enclosure surface area if the 
insertion loss is not to be decreased by more than 3 dB! 
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Machine Position. Expenmental investigations by Fischer and Veres10 have 
shown that the insertion loss of an enclosure at low frequencies also depends 
on the specific position of the enclosed machine within the enclosure. At low 
frequencies, where the distance between the flat machme wall and the flat enclo
sure wall panel, d, becomes smaller than one-eighth of the acoustical wavelength 
(d < ½A), the observed decrease of the insertion loss (from its value obtained 
when the machine was positioned centrally so that all wall distances were large 
compared with ½A) was as high as S dB. Note that the machine-wall distance 
d includes the thickness of the internal lining. As a general rule, machines with 
omnidirectional sound radiation should be positioned centrally. It is especially 
important to avoid positioning the noisy side of machines very close to enclosure 
walls, doors, windows, and ventilation openings. 

Machine Vibration Pattern. The msertion loss of an enclosure also depends 
on the specific vibration pattern of the machine, although that dependence appears 
to not be very strong. Experimental investigations10<:,have shown that variation of 
the insertion loss was about ± 2.5 dB when measured with a loudspeaker mside 
the model machine and with excitat10n of the model machme by an ISO tapping 
machine. 

Flanking Transmission through the Floor. The potential insertion loss of an 
enclosure can be limited severely by flanking if the floor is directly exposed to 
vibration forces, the internal sound field of the enclosure, or both. Figure 12.21 
shows typical enclosure installations ranging from the best to the worst with 
regard to flanking transmission via the floor. For most equipment it is imperative 
to provide vibration isolation, a structural break in the floor, or both to reduce 
the transmission of structure-borne excitation of the floor. Applicable prediction 
tools and isolation methods are described in Chapters 11 and 13. For the cases 
depicted m Figs. 12.21c,d, where the interior sound field directly impinges on 
the floor, the sound-induced vibration of the floor sets a limit to the achievable 
insertion loss of the enclosure. This limit can be estimated roughly from 

(12.42) 

where Rp is the sound transrmssion loss and ap is the radiation efficiency of the 
floor slab. 

Relationship between Inside-Outside and Outside-Inside Trans
mission. Acoustical enclosures are most frequently used to surround a noisy 
equipment for reducing the noise exposure of a receiver located outside of 
the enclosure. Less frequently, the enclosure surrounds the receiver (i.e. 1t is 
a cabin) to reduce its noise exposure to a sound source located outside of 
the enclosure. The acoustical performance of the enclosure in the former case 
is given by its insertion loss in the inside-outside direction, IL,0 , while the 
latter is given by its msert1on loss m the outside-inside direction, IL0 ,. All of 
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FIGURE 12.21 Rating of enclosure installations w1th regard to flanking transnnss1on 
of the floor: (a) best; (b) good; (c) bad; (d) worst. 

our considerations in this chapter have dealt with sound transilllssion from the 
inside to the outside. According to the pnnc1ple of rec1proc1ty (see Chapter 11), 
exchanging the position of the source and receiver does not affect the transfer 
function. Though it IS stnctly true only for pomt sound sources and receivers, It 

also can be applied to extended sound sources and averaged observer positions 
m an enclosure, yielding ILw IL0 , . 

Example. To demonstrate the use of the previously provided design informa
tion, predict the mseruon loss of the large, acoustically lined, walk-in enclosure 
investigated experimentally in reference 10. The enclosure is 4.5 x 2.5 x 2.0 m 
high and 1s constructed of 1.5-mm-thick steel plates and has a 70-mm-thick 
mtenor sound-absorbing lining. The sound transmission loss of the wall panels, 
Rw, given m Fig. 12.18 by the triangular data pomts, and the sound absorption 
coefficient of the interior panel surfaces, a, taken from reference 10, as a curve 
that monotonically mcreases from 0.16 at 100 Hz and reaches a plateau of 0.9 at 
600 Hz. The msertion loss is predicted by Eq. (12.38) usrng the followmg values: 
Sw, = Sw = 39 m2

, Lj SGj x 10-Roi/lO 104, SGj = 3.9 x 10-3 , assuilllng that 
leaks account for 1/100 percent of the wall surface area, that there are no 
silencer openmgs (Ss 0) and no structure-borne connections (WsB 0), and 
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that arr absorption (mV), the sound absorbed by the machine (S;a;), and power 
lost due to dissipation m the panels (SwD) and due to sound radiation (10-Rw/lO) 
are small compared with the power dissipated in the sound-absorbing treatment 
on the intenor wall surlaces. 
Then (12.38) srmplifies to 

ILL (12.43) 

The curve of msertion loss versus frequency predicted by (12.43) 1s repre
sented by the open circles m Fig. 12.22, while the solid curve represents the 
measured data. The measured sound transmission loss of the wall panels, Rw, is 
the dashed line and represents the lilllting insertion loss that could be achieved 
only if there would be no leaks and the random-incidence sound absorption coef
ficient aw would approach unity. Observmg Fig. 12.22, note that the assumption 
of 1/100 percent leaks (/3 = 10-4) yielded a predictmn that matches reasonably 
well the measured data, which mdicates that even such a very small percentage of 
leaks, which can be realized only if extreme care is exercised during erecting the 
enclosure and careful caulking of all leaks detected during the mitial performance 
checkout and careful adjustment of door gaskets, can substantially decrease the 
potential insertion loss of an enclosure. 

Partial Enclosures 

When the work process of the machine or safety and maintenance requirements 
do not allow a full enclosure, a partial enclosure (defined as those with more 
than 10% open area) is used to reduce radiated noise. When a partial enclosure 
is far enough from the sound source not to cause an mcrease rn source sound 
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FIGURE 12.22 Typical acoustical performance of a leaky enclosure: (--) IL, mea
sured by Ref. 10; (- - - - ) Rw, measured by Ref. 10; (0) IL, predicted by Eq. (12.43) for 
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power by hydrodynamic interactions of the near field of the source with edges 
of the opening and the walls of the partial enclosure are not ng1dly connected 
to the vibratrng machine to serve as a sounding board, a partial enclosure can 
provide a modest msertion loss of 5 dB or less. According to reference 17, the 
power-based insertion loss of partial enclosure can be estimated by 

IL = 10 log [ 1 + a ( ~:n - 1)] dB (12.44) 

where Qtot is the solid angle of sound radiation of the unenclosed source and 
Qopen = Sopen/ r is the solid angle at which the enclosed source (located at a 
distance r) "sees" the opening of area Sopen· Reference 17 contains construction 
details, curves of measured msert10n loss versus frequency, and cost informat10n 
of 54 different partial enclosures. 

12.2 WRAPPINGS 

Many machmes and pipes need thermal insulation to provide protection of oper
ating personnel or to prevent e~cess1ve heat loss. Typically, they need a mirumum 
of 25-mm- (1-m.-) thick glass or ceramic fiber blanket to achieve proper protec
tion. Since many hot equipment, such as turbines, boiler feed pumps, compressor 
valves, and pipelines, are also sources of intense noise, it is frequently feasible 
to achieve both heat and acoustical insulation by providing a (preferably) limp, 
impervious surface layer on top of the¼porous blanket. The impervious surface 
layer also provides protection for the porous blanket. Acoustically, the combma
tion of the resilient blanket and the heavy, limp, imperv10us surface layer provide 
a spnng-mass isolation system. At frequencies where the mass inlpedance of the 
surface layer exceeds the combined stiffness impedance of the skeleton of these 
flexible blankets and the entrapped air, the vibratlOn amplitude of the surface 
layer becomes smaller than that of the machine surface and wrapping results 
in an insert10n loss that monotorucally increases with increasmg frequency. The 
insertion loss of the wrapping is defined the same way as the msertion loss of a 
close-fitting enclosure and for flat wrappings can be predicted in a manner similar 
to that of the close-fittmg enclosure. 

The major difference between wrappmgs and close-fittmg enclosures 1s that 
for wrappings the skeleton of the porous layer is in full surface contact with 
the vibrating surface of the machme, but for the close-fitting enclosures there 
1s no such contact. Consequently, for wrappings the vibrating machine surface 
transmits a pressure to the impervious surface layer not only through sound 
propagation m the voids between the fibers but also through the skeleton of the 
porous matenal. At low frequencies where the thickness of the porous layer, IS 

much smaller than the acoustical wavelength, the porous layer can be represented 
by a stiffness per umt area, Stot, that according to Mechel18 can be estimated as 

p 

A 
pc2 ) 

LrrJyR1h1 
N/m3 (12.45) 
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where SL is the stiffness of the trapped air, 

~ pc2 
SL = y Lh' N/m

3 
(12.46) 

y the adiabatic exponent, h' the porosity, f the frequency, and R1 the flow 
resistivity of the material, and SM IS given by 

SM= (2nfoiPs N/m3 (12.47) 

In Eq. (12.47) the symbol Jo represents the measured resonance frequency of a 
rnass-spnng system consisting of a small rectangular or square-shaped sample 
of the porous material covered with a metal plate of mass per unit area Ps· 
The resonance frequency is measured by putting the mass-spnng system on 
top of a shaker table and perfonning a frequency_,gweep. The second term in 
Eq. (12.45) accounts for the air that escapes along the penmeter P of a test 
sample of surface area A, used in the expenment to determine the resonance 
frequency Jo according to Eq. (12.47). Young's modulus of the porous matenal 
is then detenmned as E Siot! L, the speed of longitudinal waves in the porous 
layer as cL = ✓'t/ PM, where PM is the density of the porous mated.al, and the 
wavenumber as k 2n J j c L · Characteristics of some frequently used thermal 
insulation materials reported by Wood and Ungar19 are given below: 

Matenal 

Erco-Mat" 
Erco-Mat P 
Glass fiber" 

"Nedled glass fiber rnsulation. 

Dynamic Stiffness per 
Unit Area, SM 

(N/m3) 

1.3 X 107 

2 X 106 

4 X 104 

"Low-density Owens Coming Fiberglas blanket. 

Density, PM 
(kg/m3) 

138 
104 

12 

Considenng the porous heat insulating layer as a wave-bearing medium. of 
density p and a complex Young's modulus E' = E(l + ;r,) and characterizmg 
the impervious, limp surface layer by its mass per unit area Ps, Wood and Ungar19 

denved the analytical formula 

IL== 20 log lcos(kL) - ....!!!_(kL) sm(kL)\ dB (12.48) 
PML 

where k w j J E (1 + ; r,) / p M is the complex propagation constant of the porous 
layer, r, = 1/Q the loss factor, and PsW the mass impedance per unit area of the 
covertng layer. 

At very low frequencies, where kL « l, Eq. (12.48) can be approximated by 

dB (12.49) 
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where Wn = E/ Psl is the resonance frequency of a system consisting of a 
massless spnng of stiffness EI L and a mass Ps (per unit area). According to 
Eq. (12.49), the cladding provides no insertion loss for w « Wn and yields a 
negative insertion loss (amplifies the radiated sound) if w ~ Wn, 

For frequencies above the resonance frequency (w » Wn) the blanket provides 
an attenuation that increases monotonically with increasmg frequency. Noting that 
m Eq. (12.48) neither the cosme nor the sme term can exceed umty, an upper 
bound for the curve of insertion loss versus frequency at high frequencies is 
obtained by19 

(12.50) 

Pipe Wrappings 

Pipe wrappings consist of a resilient porous layer and an impervious Jacket. The 
impervmus jacket is usually sheet metal or loaded plastic. They achieve their 
acoustical performance m a similar manner as flat wrappings. However, there 1s 

an unportant difference. While flat wrappings do not increase the sound-radiating 
surface, when a wrapping 1s applied to a small-diameter pipe, .the diameter of 
the impervious Jacket can be substantially larger than that of the bare pipe. This 
increases both the radiating surface and the radiation efficiency. Accordingly, 
at low frequencies, below or slightly above the resonance frequency of the pipe 
wrapping, the insert10n loss is negative-I'o11t1ve insertion loss is usually achieved 
only above 200 Hz. 

According to Michelsen, Fntz, and Sazenhofen,20 the maximal achievable 
msertion loss of wrappings can be estimated by the empirical formula 

40 f 
ILmax = ----log --- dB 

1+0.12/D 2.2/o 
(12.51) 

where 
Jo 60/ ✓ PsL Hz (12.52) 

where L is the thickness of the porous resilient layer and D is the pipe diameter, 
both in meters, and p., is the mass per umt area of the rmpervious Jacket in 
kilograms per square meter. 

Equat10n (12.51) lS valid only if there are no structure-borne connections 
between the pipe and Jacket and for frequencies f :=::: 2f0. Figure 12.23 shows 
curves of measured. insertion loss versus frequency obtained in reference 20 for 
typical pipe wrapping consistmg of a galvanized steel jacket, thickness 
0.75-1 mm, and a porous resilient layer with the following parameters: 

Thickness L 
Density 
Flow res1stiv1ty 
Dynamic Young's modulus 

30, 60, 80, and 100 mm 
85-120 kg/m3 

3 x 104N • s/m4 

2 x 105 N/m2 
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FIGURE ·12.23 Curves of measured msertion loss versus frequency of pipe wrappmgs. 
(After Ref. 20.) (a) Effect of layer thickness. (b) Effect of pipe diameter. 

Figure 12.23a shows the effect of layer thickness L on the msertion loss for a 
pipe of diameter D = 300 mm while Fig. 12.23b illustrates the effect of pipe 
diameter D for a constant layer thickness L 60 mm. The msertion loss above 
250 Hz mcreases with increasing thickness of the porous layer and with increas
mg diameter of the bare pipe. The standard deviation of the measured msertion 
loss around that predicted by (12.52) was 4 dB. 

Note that spacers between the pipe and Jacket result m insertion loss values 
that may be substantially lower than those predicted by Eq. (12.50) unless the 
spacers are less stiff dynamically than the porous layer. 
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CHAPTER 13 

Vibration Isolation 

ERIC E. UNGAR AND JEFFREY A. ZAPFE 

Acentech, Inc. 
Cambridge, Massachusetts 

13.1 USES OF ISOLATION 

Vibration isolation refers to the use of comparatively resilient elements for the 
purpose of reducing the vibratory forces or motions that are transnutted from 
one structure or mecharucal component to another. The resilient elements, which 
may be visualized as sprtngs, are called vibration isolators. Vibration isolation is 
generally employed (1) to protect a sensitive item of equipment from vibrations 
of the structure on which it is supported or (2) to reduce the vibrations that are 
mduced in a structure by a machine it supports. Vibration isolation may also 
be used to reduce the transmission of vibrations to structural components whose 
attendant sound radiation one wishes to control. 

13.2 CLASSICAL MODEL 

Mass-Spring-Dashpot System 

Many aspects of vibration isolation can be understood from analysis of an ideal, 
one-dimensional, purely translational mass-spring-dashpot system like 

that sketched in 13.L The isolator is represented by the parallel combination 
of a massless spring of stiffness k (which produces a restoring force proport10nal 
to the displacement) and a massless damper with viscous darnpmg coefficient 
c (which produces a force proportional to the velocity and opposing it). The 
ngid mass m, which here is taken to move only vertically and without rotation, 
corresponds either to an item to be protected (Fig. 13.la) or to a machine frame 
on which a vibratory force acts (Fig. 13.lb). 

Transmissibility 

Although the mass-spring-dashpot diagrams of 13.la and b are simi
lar, they describe physically different s1tuat10ns. In Fig. 13.la, the support S is 
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CHAPTER 13 
\, 

Vibration Isolation 

ERIC E. UNGAR AND JEFFREY A. ZAPFE 

Acentech, Inc. 
Cambridge, Massachusetts 

13.1 USES OF ISOLATION 

Vibration isolation refers to the use of comparatively resilient elements for the 
purpose of reducing the vibratory forces or motions that are transmitted from 
one structure or mechanical component to another. The resilient elements, whlch 
may be visualized as springs, are called vibration isolators. Vibration isolation is 
generally employed (1) to protect a sensitive item of equipment from vibrations 
of the structure on whlch it is supported or (2) to reduce the vibrations that are 
induced m a structure by a machlne it supports. Vibration isolation may also 
be used to reduce the transmission of vibrations to structural components whose 
attendant sound radiation one wishes to control. 

13.2 CLASSICAL MODEL 

Mass-Spring-Dashpot System 

Many aspects of vibration isolation can be understood from analysis of an ideal, 
linear, one-dimensional, purely translational mass-spring-dashpot system like 
that sketched in Fig. 13.1. The isolator is represented by the parallel combination 
of a massless spring of stiffness k (whlch produces a restonng force proportional 
to the displacement) and a massless damper with viscous dampmg coefficient 
c (which produces a force proportional to the velocity and opposing it). The 
rigid mass m, whlch here 1s taken to move only vertically and without rotation, 
corresponds either to an item to be protected (Fig. 13.la) or to a machine frame 
on whlch a vibratory force acts 13.lb). 

Transmissibility 

Although the mass-spring-dashpot diagrams of Fi.gs. 13.la and b are snm
lar, they describe physically different situations. In Fig. 13.la, the support S 1s 
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(a) 

(c) 

FIGURE 13.1 One-dimensional translational mass--spring-dashpot system: (a) excited 
by support motion; (b) excited by force actmg on mass; (c) force F8 between isolator and 
support. 

""-.,_<$ 

assumed to vibrate vertically with a prescribed amplitude at a given frequency; 
the purpose of the isolator is to keep the displacement amplitude Xm of mass m 
acceptably small. In Fig. 13.lb, a force of a prescribed amplitude F1 at a given 
frequency 1s assumed to act on mass m; the purpose of the isolator is to keep 
the amplitude of the force that acts on the support within acceptable limits, 
thereby also keepmg the support's resulting motion adequately small. 

For the situation represented by Fig. 13.la, the ratio T Xm/ X, of the ampli
tude of the mass' displacement to that of the disturbing displacement of the 
support S is called the (motion) transmissibility. For the situation represented 
by Fig. 13.lb, the ratio Tp = F,/ F1 of the amplitude of the force transmitted to 
the support S to that of the disturbmg force is called the force transmissibility. 
In many practical mstances corresponding to force excitation as represented by 
Fig. 13.lb, the support 1s so stiff or massive that its displacement may be taken 
to be zero. It turns out that the force transmissibility Tpo obtained with an immo
bile support (for the case of Fig. 13.lb) is by the same express10n as the 
motion transmissibility (for the case of Fig. 13.la),* namely,L2 

(13.1) 

*This holds not only for the srmple system of Fig. 13.1, but also for any mathematically 
linear Because of this equality, the literature generally does not differentiate between the 
two types of transmissibility. 
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where r f / fn is the rat10 of the excitation frequency to the natural frequency 
of the mass-spring system and ( = c/cc, which is called the damping ratio, is 
the rauo of the system's viscous damping coefficient c to its critical damping 
coefficient Cc, 

The critJ.cal damping coefficient is given by Cc 2../km = 4:ir fnm. The natural 
frequency fn of a spnng-mass system obeys1•2 

2nfn = ff ff (13.2) 

where g denotes the acceleration of gravity, W the weight associated with the 
mass m, and X81 the static deflection of the spring due to this weight. In custom
ary units, 

fn(Hz),:::, 15.76, ,:::, _3_.1_3 _ 
✓Xs1:(mm) ✓Xsi(in.) 

(13.3) 

The relation Xst = k/W and (13.3) hold only if the spring is mathe-
matically linear-that is, if the slope of the spring's force-deflection curve 
(which slope corresponds to the stiffness k) is constant. For small-amplitude 
vibrations about an equilibrium deflection one may take k in the first form of 
Eq. (13.2) as the slope dF /dx of the spring's force-deflection curve* at the 
spring's static deflection under an applied load W. However, for some prac
tical isolators, notably those incorporating elastomeric materials, the effective 
dynamic stiffness may be considerably greater than that obtained from a quasi
static force-deflection curve.4 

Figure 13.2 shows curves based on Eq. (13.1) for several values of the damp
ing ratio. For small frequency ratios, r « I, the transmissibility T is approx
imately equal to uruty; the motion or force is transmitted essentially without 
attenuation or amplification. For values of r near 1.0, T becomes large (at r I 
or f = fn, T = l/2s); the system responds at resonance, resultmg in amplifica
tion of the motion or force. All curves pass through umty at r ✓2. 

For r > ✓2, T 1s less than unity and decreases continually with increasing r. 
In this high-frequency range, which may be called the isolation range, the mertia 
of the mass plays the dommant role m limiting the mass excurs10n and thus in 
limiting the mass' response to support displacement or to forces actmg on the 
mass. Thus, if one desires to achieve good isolation, which corresponds to small 
transrmssibility, one needs to choose an isolator with the smallest possible k (i.e., 
with the largest practical static deflection Xst) m order to obtam the smallest / 11 

and the greatest value of r flfn for a given excitation frequency. 

*Nonlinear spnng elements for wlnch k dF /dx is proportional to the applied load W m a given 
range are the basis for isolators which have the pract1cal advantage of providing the same natural 
frequency for all loads m the given range.4 
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FIGURE 13.2 TransID1ssibility of mass-spnng-damper system of Fig. 13.1 from 

Eqs. (13.1) and (13.4). 

Isolation Efficiency 

The performance of an isolation system 1s sometimes characterized by the iso

lation efficiency I, which is given by I= 1 - T. Whereas the transmissibility 

indicates the fract10n of the disturbmg motion or force that IS transmitted, the 

isolation efficiency indicates the fract10n by which the transrmtted disturbance 

is less than the excitation. Isolation efficiency 1s often expressed m percent. For 

example, if the transrmssibility 1s 0.0085, the isolation efficiency 1s 0.9915, or 

99.15%, mdicating that 99.15% of the disturbance does not "get through" the 

isolator. 
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Effect of Damping 

In the isolation range, that is, for frequency ratios r > h, increased viscous 

damping results in increased transmissibility, as evident from 13.2 or 

Eq. (13.1). Although this fact 1s mentioned in many texts, it is of little practical 

consequence for two reasons. First, in practice one rarely encounters systems 

with dampmg ratios that are greater than 0.1 unless high damping is designed 

mto a on purpose-and small values of the damping ratio, and certainly 

small changes in that dampmg ratio, have little effect on transmi1sibility. Second, 

Eq. (13.1) and Fig. 13.2 pertam only to viscously damped systems, in which a 

damper produces a retarding force that is proport10nal to the velocity. Although 

such systems have been studied most extensively (largely because they are 

relatively easy to analyze mathematJ.cally), the retarding forces in practical 

systems generally have other parameter dependences. 

The effect of dampmg in practical isolators is generally better represented by 

structural damping than by viscous dampmg. In structural damping, the retarding 

force acts to oppose the motion, as m VIscous damping, but is proportional to 

the displacement. For structurally damped systems, 2 

(13.4) 

where 1J denotes the loss factor of the system.* 

If a structurally damped system has the same amplification at the natural fre

quency as a similar viscously damped system, then 17 2t. The transmissibility 

of a structurally damped system m the isolation range increases much less rapidly 

with increasing dampmg than does that of a system with viscous damping, as 

evident from Fig. 13.2. 

In practical isolation arrangements the damping typically is very small, that is, 

t < 0.1. For such small amounts of damping, the transmissibility in the isolation 

range differs little from that for zero damping, so that one may approximate the 

transmissibility in that range by 

T 1 ~ (ln) 2 

Tpo = lr2 - 11 ~ f (13.5) 

where the rightmost expression applies for r2 (f / fn) 2 » L 

Effects of Inertia Bases 

An isolated machme 1s often mounted on a massive support, generally called an 

inertia base, to increase the isolated mass. If the isolators are not changed as 

'The loss factor 17 m Eq. (13.4) may be taken to vary with frequency as determined from expenmental 

data. See Chapter 14. 
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the mass is increased, then the natural frequency of the system is reduced, the 
frequency ratio r corresponding to a given excitation frequency is increased, and 
the transmissibility 1s reduced; that 1s, isolation is improved. 

However, practical cons1derat10ns, such as the load-carrying capacities of iso
lators, usually dictate that the total isolator stiffness be increased* as the mass is 
increased, with the static deflection changing little. (In fact, conventional com
mercial isolators typically are specified in terms of the loads they can carry 
and the corresponding static deflection.) As evident from Eq. {13.3), the natu
ral frequency remams unchanged if the static deflection remains unchanged, and 
addition of an mertia base then does not change the transmissibility. 

Thus, mertrn bases in practice typically do not improve isolation significantly. 
They are of some benefit, however: With a greater mass supported on stiffer 
spnngs, forces that act directly on the 1Solated mass produce smaller static and 
vibratory displacements of that mass. 

Effect of Machine Speed 

In a rotating or reciprocatmg machine, the dominant excitation forces gener
ally are due to dynamic unbalance and occur at frequencies that correspond • 
to the machine's rotational speed and/or multiples of that speed. Greater speed 
thus corresponds to increased excitation frequencies and larger values of r-and 
therefore to reduced transmissibility (or improved isolation). As evident from 
Eq. (13.1) or (13.5), the transmissibilrtyLthe ratio of the transmitted to the 
excitation force-becomes smaller as the speed (and the excitation frequency) 
is increased; in the isolation range, the transmissibility is very nearly mversely 
proportional to the square of the excitation frequency. However, the excitation 
forces associated with unbalance vary as the square of speed (and frequency) and 
thus mcrease with speed about as much as the transrmssibility decreases. The net 
result is that the magmtudes of the forces that are transmitted to the supporting 
structure are virtually unaffected by speed changes, although speed changes do 
affect the frequencies at which these forces occur. 

Limitations of Classical Model 

Although the linear smgle-degree-of-freedom model provides some useful 
insights mto the behavior of isolation systems, it obviously does not account 
for many aspects of realistic installations. Clearly, real springs are not massless 
and may be nonlinear, and real machine frames and supporting structures are not 
ngid. Resiliently supported masses generally move not only vertically but also 
honzontally-and they also tend to rock. 

In simple classical analyses, furthermore, the magnitude of the excitmg force 
or motion 1s taken as constant and mdependent of the resulting response, whereas 

*Note that the smgle spring and dashpot in the schemal:lc diagrams of Fig. 13.1 represent the enl:lre 
1solat10n system, wruch in reality may consist of many isolators. Addinon of isolators amounts to 
an mcrease m the stiffness of the isolal:lon system. 
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in actual situations the excitation often depends significantly on the response, as 
discussed in Section 13.4 under Loading of Sources. 

13.3 ISOLATION OF THREE-DIMENSIONAL MASSES 

General 

Unlike the simple model shown m 13.1, where the mass can only move ver
tically without rotation and the system has only one natural frequency, an actual 
rigid three-dimensional mass has SIX degrees of freedom; it can translate m three 
coordinate directions and rotate about three axes. An elastically supported rigid 
mass thus has six natural frequencies. A nonngid mass has many additional ones 
associated with its deformations. Obtaining effective isolation here requires that 
all of the natural frequencies fall considerably below the excitation frequencies of 
concern. Descriptions of the natural frequencies and responses of general isolated 
rigid masses are available3

•
5 but are so complex that they provide little practical 

msight and tend to be used only rarely for design purposes. 

Coupling of Vertical Motion and Rocking 

Figure 13.3 IS a schematic diagram of a mass m supported on two isolators in 
a plane through its center of gravity, parallel to the plane of the paper (or on 
two rows of isolators extending in the direction perpendicular to the plane of the 
paper) with stiffnesses k1 and k2 located at distances a1 and a2 from the mass' 
center of gravity. One may visualize easily that a downward force applied at the 
center of gravity of the mass in general wpuld produce not only a downward 
displacement of the center of gravity but also a rotation of the mass, the latter 
due to the moment resulting from the isolator forces. Similarly, purely vertical 
up-and-down motion of the support S would in general result in rocking of the 
mass, in addition to 1ts vertical translation. Vertical and rocklng motions here are 
said to be "coupled." 

The natural frequency fv at which pure vertical vibration would occur if the 
mass would not rock (i.e., the "uncoupled" vertical natural frequency) 1s given by 

(13.6) 

I 
~m,J 

I 
k1f lk2 

SI 
I 
~al .1. a2--I 

FIGURE 13.3 Mass m with moment of inertia J supported on two isolators. 
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The natural frequency fr at which the mass would rock if its center of gravity 
would not move vertically (i.e., the uncoupled rocking frequency) is given by 

2Ttfr = (13.7) 

where J denotes the mass polar moment of inertJ.a about an axis through the 
mass' center of the gravity and perpendicular to the plane of the paper. 

The rocking frequency fr may be either smaller or larger than/,,. In the gen
eral case, the two natural frequencies of the system differ from both of these 
frequencies and correspond to motions that combine rotation and vertical transla
tion (but without rotation out of the plane of the paper). These "coupled" motion 
frequencies always lie above and below the foregoing uncoupled motion frequen
cies; that is, one of the coupled motion frequencies lies below both fv and fr 
and the other lies above both /,, and fr; coupling in effect increases the spread 
between the natural frequencies. 6,7 

The presence of coupled motions complicates the isolation problem because 
one needs to ensure that both of the coupled natural frequencies fall considerably. 
below the excitation frequencies of concern. To eliminate this complication, one 
may select the locations and stiffnesses of the isolators so that the forces produced 
by them when the mass moves downward without rotation result in zero net 
moment about the center of gravity. This. fi,Jtuation occurs if the isolators are linear 
and designed so that they have the same static deflection under the static loads 
to which they are subject. (Selection of isolators that have the same unloaded 
height as well as the same static deflection results also in keeping the isolated 
equipment level.) Then fv and fr of Eqs. (13.6) and (13.7) are the system's 
actual natural frequencies, and vertical forces at the center of gravity or vertical 
support motions produce no rocking. 

Effect of Horizontal Stiffness of Isolators 

In the foregoing discussion, honzontal translational motions and the effects of 
honzontal stiffnesses of the isolators were neglected. However, any real isolator 
that supports a vertical load also has a finite horizontal stiffness, and in some 
systems separate horizontally acting isolators may be present. Figure 13.4 is a 
schematic diagram of a mass on two vertical isolators ( or on two rows of such 
ISolators extending perpendicular to the plane of the paper) with stiffnesses k1 
and k2 . The effects of the horizontal stiffnesses of these isolators or of separate 
horizontally acting isolators are represented by the horizontally acting spring 
elements with stiffnesses h1 and h2 , here assumed to act in the same plane at a 
distance b below the center of gravity of the mass. 

The system of Fig. 13.4 has three degrees of freedom and therefore three 
natural frequencies. If the vertically actmg isolators are selected and positioned 
so that they have the same static deflection, then (as discussed in the foregoing 
section) there is very little coupling between the vertical translational and the 
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FIGURE 13.4 Mass m with moment of mertia J supported by two vertically and two 
collinear horizontally actmg isolators. 

rocking motions, and the natural frequency corresponding to vertical translation 
is given by Eq. (13.6). The other two natural frequencies, which are associated 
with combined rotation and horizontal translation, are given by the two values 
of fH one may obtain from6,7 

(N ± ✓N2 - SB),112 (13.8) 

where 

s (13.8a) 

Here, r2 = J / m represents the square of the radius of gyration of the mass about 
an axis through its center of gravity. 

For a rectangular mass of uniform density, the center of gravity 1s m the 
geometric center and the radius of gyration r obeys r2 = tz(H2 + L2), where H 
and L represent the lengths of the vertical and horizontal edges of the mass (in 
the plane of 13.4). 

Nonrigidity of Mass or Support 

If the mass of Fig. 13.la is flexible instead of rigid and has a resonance at a 
certain frequency, then it will deflect (by deforming) considerably in response to 
excitation at that frequency, resultmg m large lransmissibility and thus m poor 
isolation. An analogous situation occurs if the system of Fig. 13.lb is excited at 
a resonance frequency of the support. 

Figure 13.5 is a schematic diagram representmg the vertical translational 
mot10n of a machine isolated from a nonrigid support, where the support 1s 

represented by a spring-mass system, corresponding, for example, to the static 
stiffness of a building's floor and to the effective mass that participates in the 
floor's vibration at its fundamental resonance. Isolator and floor damping have 
little effect on the off-resonance vibrations and may be neglected for the sake 
of simplicity. If fM denotes the natural frequency of the isolated machine on a 
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FIGURE 13.5 Schematic representation of isolated machine on nonngid support struc
ture. Machine is represented by mass m subject to oscillatory force F; isolator 1s repre
sented by spnng k. Support structure is represented by effective mass m, on spring ks, 

rigid support and f s represents the natural frequency of the support without -the 
machine in place, so that 

(13.9) 

then the force transmissibility, that is, the ratio of the magmtude of the force Fs 
transrmtted to the support to that of the excitation force F, may be written as 

Fs 
F 

R2 • 

2G2)-R2/MI 
(13.10) 

where R f!fs, G fs!fM, and M = m/ms with f representing the excitation 
frequency. 

Figure 13.6 shows a plot of the transID1ssibility calculated from Eq. (13.10) 
for the illustrative case where M = ½, G = 2, together with a corresponding 
plot of the transmissibility that would-be obtained with an immobile (infinitely 
rigid) support. For excitation frequencies that fall between the two resonance 
frequencies of the system with the nonngid support, the transmissibility obtained 
with the nonrigid support is less than that with the rigid support; the reverse 1s 
true for excitation frequencies above the upper of the two resonance frequen
cies. For sufficiently high excitation frequencies, the difference between the two 
transID1ssibilities becomes negligible. 

The two resonance frequencies fc of the system with the nonrigid support 
may be found from 

(13.11) 
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FIGURE 13.6 Comparison of transmissibilities obtained with rigid and nonngid sup
ports. Curves were obtained from Eqs. (13.1) and (13.10) for zero damping and for mass 
ratto M = m/ms ½ and system frequency ratio G = fslfM 2. Resonance frequen
cies fc, and fc2 of coupled system and fM and fs of uncoupled machme and support are 
indicated on the frequency scale. 

with G and M defined as indicated after Eq. (13.10). The higher resonance fre
quency. obtained with the plus sign in (13.11), always lies above both J,w 
and fs, the lower resonance frequency, obtained with the minus sign, always lies 
below both fM and fs. 

13.4 HIGH-FREQUENCY CONSIDERATIONS 

Although the relations discussed in the foregoing sections usually suffice for 
analysis and design m cases where only relatively low frequencies are of concern 
(i.e., for frequencies that are generally below the resonance frequencies of the 
machine and support structures themselves), at higher frequencies there occur 
complications that may need to be taken mto account. At high frequencies, the 
isolated item and the support structure cease to behave as rigid masses, 1Solators 
may exhibit mternal resonances, and vibratmn sources tend to be affected by 
"loading." 

Loading of Sources 

Loading of a source refers to the reductmn of the source's vibratory motion that 
results from a force that opposes this motion. For example, the vibrations of a 



Idaho Power/1206 
Ellenbogen/298

568 VIBRATION ISOLATION 

sheet metal enclosure tend to be reduced by the opposing forces produced when 
a hand is placed agamst 1t. Similarly, a factory floor that vibrates with a certam 
amplitude tends to vibrate less when a (nonvibratmg) machine is bolted to 1t as 
the result of reaction forces produced by the machine. 

In the latter example, if the machine 1s isolated from the floor, 1t is likely to 
produce smaller reaction forces on the floor than 1t would produce if it 1s bolted 

to the floor, and the floor may be expected to vibrate more if the machine 
is isolated than if 1t 1s ngidly fastened to the floor. Since greater floor vibrat10ns 
then are transmitted to the machine, use of isolation will protect the machine less 

. than anticipated from transmissibility considerations. 
To be able to evaluate how much protection of the machine the isolator pro

vides in this case. one needs a quantitative descnption of the source's response to 
loading. One may obtam such a description by measuring the motion produced 
by the source as it acts on several different masses or structures with different 
dynamic charactenstlcs (impedances), which produce different (known or mea
surable) react10n forces. For prediction purposes, it often suffices to assume that 
the source's response to loading at any given frequency is "linear"; that the 
motion amplitude produced by the source decreases m proportion to the ampli
tude Fo of the reaction force (which 1s equal to the amplitllde of the force that the 
source generates). One may describe source motions at a given frequency equally 
well m terms of acceleration, displacement, or velocity, but use of velocity has 
become customary. For a linear source one may express the dependence of the 
source's velocity amplirude Vo on the~for:ce as8 

Vo M,Fo (13.12) 

Here represents the velocity amplitude that the source generates if it is free 
of reactlon forces, that is, if it produces zero force. (In general, the parameters 

and Ms for a given source may be different for different frequencies.) The 
quantity Ms, which mdicates how rapidly Vo decreases with increasmg is 
known as the source mobility and may be found from Ms = Vrreel Fblockect, where 

denotes the force amplitllde obtamed if the source is "blocked" so that 1t 

has zero velocity Vo. 
One may readily verify that Ms O corresponds to a velocity source, that is, to 

a source whose output velocity amplitude 1s constant, regardless of the magrurude 
of its output force F0. Similarly, infinite Ms corresponds to aforce source, whose 
output force Fo is constant and mdependent of its output velocity.8 (For example, 
a rotatmg unbalanced mass generates forces that are virtually independent of its 
support motions and thus acts essentially like a force source. On the other hand, 
a piston driven by a shaft with a large flywheel moves at essentially the same 
amplitllde regardless of the force acting on it and thus behaves like a velocity 
source.) 

Isolation Effectiveness3•8 

In the presence of significant source loading, one cannot evaluate the performance 
of an isolation system on the basis of transID1ssibility because in the definition 
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of transnnssibility the magrutudes of the disturbances are prescribed and thus, in 

effect, are taken as constant. A measure of ISolation performance that is useful 
in the presence of loading is the so-called isolation effectiveness E. Isolation 
effectiveness is defined as the ratio of the magmtude of the vibrational velocity 
of the item to be protected (called the "receiver'') that results if the item is 
rigidly connected to the source to the magnitude of the receiver's velocity that is 
obtamed if the isolator is inserted between the source and the receiver m place 
of the ng1d connection. The definition of isolation effectiveness 1s analogous to 
that of msertion loss in airborne acoustics . 

If the receiver velocity VR is proportional to the force FR that acts on the 
receiver, so that VR = MRFR, where MR is called receiver mobility,* then the 
isolation effectiveness may be expressed rn terms of a ratio of forces acting on 
the receiver as well as of a ratio of receiver velocities, namely, 

(13.13) 

where the added subscnpt r refers to the case m which a ngid connection replaces 
the isolator and the subscript i refers to the situation where the isolator is present. 

Whereas small transrmssibility T corresponds to good isolation, 1t is large 
values of E that imply effective isolation. For this reason, the reciprocal of the 
effectiveness 1s sometimes used to characterize the performance of an isolation 
system. Although this reciprocal differs from the transmissibility T m the general 
s1tllation where the source is affected by loading, in the special case of sources 
that are unaffected by loading (i.e., for sources that generate load-mdependent 
velocity or force amplitudes), E I/ T. 

Effectiveness of Massless Linear Isolator 

An isolator may be considered as "massless" if it transrmts whatever force is 
applied to 1t. (Equal and opposite forces must act on the two sides of a massless 
isolator if it 1s not to accelerate infimtely.) A "linear'' isolator 1s one whose 
deflect10n is proportional to the applied force. The velocity difference across 
such an isolator at any frequency then is also proportional to the applied force, 
and the ratio of the magnitude of this velocity difference to that of the applied 
force is called the isolator's mobility MI. Like the reciprocal of isolator stiffness, 
1vf1 is large for a soft isolator and zero for a ng1d isolator. 

For a massless linear isolator, the effectiveness obeys8•11 

(13.14) 

'Mobilities of receivers at their attachment points may be estimated analytJ.cally for snnple config
uratJ.ons (e.g., refs. 9 and 10) or may be measured (as functions of frequency). The velocioes and 
forces usually are expressed m tenns of complex numbers, or phasors, which indicate both the mag
mtudes and the relatrve phases of sinusoidally varying quantrtres. Mobilities then also are complex 
quantities in general. 



Idaho Power/1206 
Ellenbogen/299

570 VIBRATION ISOLATION 

At a resonance of the receiver. the receiver's vibratory velocity VR resultmg 
from a given force FR 1s so that the receiver's mobility is large. In view 
of Eq. (13.14), the effectiveness of an isolator is small in the presence of such 
a resonance. 

Equation (13.14) also indicates that the effectiveness is small if the source 
mobility Ms is large. For a force source, for which Ms is infinite, the effec
tiveness is equal to unity, unplying that the receiver vibrates JUSt as much with 
the isolator in place as it does if the isolator is replaced by a ngid connection. 
Th1s initially somewhat surprising result is correct: After all, the force source 
generates the same force, regardless of the velocity or displacement 1t produces, 
and the isolator transmits all of th1s force, with a softer isolator merely leading 
to greater displacement of the source at its output pomt. 

Consequences of Isolator Mass Effects 

Isolator mass effects may be neglected-that 1s, an isolator may be considered as 
massless-as long as the frequencies under consideration are appreciably lower 
than the first mternal or standing-wave resonance frequency of the isolator.~ Such 
standing-wave resonances tend to reduce the isolator's effectiveness severely, as 
illustrated by Fig. 13.7. Th1s shows the calculated translllissibility of a leaf 
spnng modeled as a uniform cantilever beam. The upper left-hand corner of the 
plot may be recogmzed as the usual t:raiis'rmssibility curve (similar to Fig. 13.2) 
m the vic1mty of the resonance frequency fn = (l/2n),.ffliii obtained for a 
massless isolator. With increasing excitat10n frequency the transmissibility does 
not decrease monotomcally, as 1t would for a massless spring (see curve for 
msp O); mstead, there occur secondary peaks associated with standing-wave 
resonances of the beam. Toe frequency at wh1ch these peaks begin to occur 
increases as the ratio of the isolated _mass m to the mass msp of the spnng 
increases. Although m the figure only two peaks are shown for each mass ratio, 
there actually occurs a succession of peaks that become more closely spaced with 
increasing frequency. Toe magnitude of these peaks decreases with increasing 
damping. 

To reduce the effects of standing-wave resonances, one thus needs to select an 
isolator with relatively high dampmg and a configuration for wh1ch the onset of 
standing-wave resonances occurs at comparatively h1gh frequencies. Th1s implies 
use of a material with high stiffness-to-weight ratio or, eqruvalently, with a h1gh 
longitudinal wave velocity (where E denotes the matenal's modulus of 
elasticity and p Its density), and also use of a configuration with small overall 
dimensions. 

* At lower frequencies, the only effect of the mass of the isolator 1s to reduce slightly the fundamental 
resonance frequency of the system. The modified resonance frequency may be calculated from the 
isolator stiffness and a mass consistmg of the isolated mass plus a fraction of the mass of the isolator. 
If the isolator consists of a uniform· spnng or pad in compression or shear, the fraction 1s 1; if the 
isolator consists of a uniform cantilever beam, the fraction IS approximately 0.24. 

'1 
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FIGURE 13.7 Effect of isolator mass and dampmg on trans1TI1ssibility of uniform can
tilever for three values of ratioµ,= m/msp of isolated mass to mass of cantilever spnng. 
(After Refs. 11 and 12.) Solid calculated lines are for loss factor TJ = 0.1; dashed lines 
for TJ = 0.6. (l'vfeasured result shown is from Ref. 13.) Frequency is normalized to fn, the 
fundamental resonance :frequency obtained with a massless spnng. 

The isolation effectiveness at any specified frequency of a system m which 
isolator mass effects are not negligible 1s given by8 

1 1 1 
(13.15) 

where M1sb denotes the isolator mobility (i.e., the velocity-to-force ratio) mea
sured on the source side of the isolator if the receiver side of the isolator is 
"blocked" (i.e., prevented from moving), Mirb denotes the mobility measured 
on the receiver side of the isolator if the source side is blocked, and Mtsf 
denotes the mobility measured on the source side if the receiver side 1s "free" 



Idaho Power/1206 
Ellenbogen/300

572 VIBRATION ISOLATION 

or unconstrained. One may readily verify that Eq. (13.15) reduces to Eq. (13.14) 
for massless isolators, for which Mzsb = Mtrb = M1 and M1sf is mfirute. 

13.5 TWO-STAGE ISOLATION 

A force applied to one side of a massless isolator, as has been mentioned, must 
be balanced by an equal and opposite force at the other side of the isolator. This 
is not the case for an isolator that incorporates some mass, because the force 
applied to one side then is balanced by the sum of the mertia force and the force 
acting on the other side of the isolator. Thus, unlike for a massless isolator, the 
force transmitted by an isolator with mass can be less than the applied force. 

One may realize such a force reduction benefit, even at low frequencies at 
which mass effects in isolators themselves are negligible, by adding a lumped 
mass "inside" an isolator. One may visualize this concept by cons1denng a spring 
that is cut into two lengths with a rigid block of mass welded m place between 
the two parts, resulting m an isolator consisting of two lengths of spring with 
a mass between them. If a mass m 1s mounted atop this isolator, one obtmns a 
system that may be represented by a diagram like that of Fig. 13.8a. Because 
this system consists of a cascade of two spring-mass systems, 1t is said to have 
two stages of ISolation. 

Transmissibility 

The system of Fig. 13.8a has two natural frequencies fh that may be found from 

(1Y Q ±JQ2 _ B2 Q = ! (Bz + 1 + k2) 
2 k1 

(13.16) 

where 

2n h = YI k1 + k2 1 
B= 2nfo (13.16a) 

fo m I ✓m(l/k1 + l/k2) 

(a) (b) 

m m 

k1 M11 

m, 

k:2 M12 

s s 
FIGURE 13.8 Two-stage 1solauon with mtermediate mass m1: (a) spnngs; (b) general 
isolation elements. 
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The frequency Jo is the natural frequency of the system m the absence of any 
included mass m 1, that 1s, it is the natnral frequency of a conventional simple 
smgle-stage system. The frequency J1 is the natural frequency of mass m 1 moving 
between the two spnngs, with mass m held completely lffiffiobile. The upper 
frequency /b, which one obtams if one uses the plus sign- before the square root, 
always is greater than both Jo and JI; the lower frequency fb, corresponding to 
the minus sign, always falls below both Jo and h. 

The transmissibility of a two-stage system like that of Fig. 13.8a obeys 

1 

T = (13.17) 

where the last approxrmate expression applies for high frequencies, namely, for 
excitation frequencies that are much greater than both f O and h. 

Figure 13.9 shows an illustrative plot of the transmissibility of an undamped 
two-stage system with B = JI! Jo = 5 and k2/ k1 = 1, together with a plot of 
the transmissibility of an (undamped) single-stage system. The second natural 
frequency of the two-stage system ( at fl fo ~ 5. l) is clearly evident, as is the 
subsequent rapid decrease in that system's transID1ssibility with increasmg fre
quency. At high frequencies, that is, a little above the aforementioned second 
natural frequency, the transm1ssibility of the two-stage system may be seen to 
be smaller than that of a single-stage system with the same fundamental natnral 
frequency. As eVIdent from Eq. (13.17), the high-frequency transmissibility of 
a two-stage system vanes mversely as the fourth power of the excitation fre
quency, whereas Eq. (13.5) indicates that the transmissibility of a smgle-stage 
system vanes inversely as only the second power of the excitation frequency. 

The advantage of a two-stage system over a single-stage system is that it results 
in greatly reduced transrmssibility at high frequencies (i.e., above the higher of its 
two natnral frequencies). It has the disadvantage that it introduces an additmnal 
transrmssibility peak at a low frequency (i.e., at its second natural frequency). 
Thus, two-stage isolation 1s benefic1al m general only if the aforementioned sec
ond natural frequency is somewhat lower than the lowest exc1tat1on frequency 
of concern. Thus, to reap the benefit of a two-stage system, one typically needs 
a relatively large mtermediate mass m 1. Where several items need to be iso
lated, 1t often 1s advantageous to support these on a common massive platform 
( often called a "subbase" or "raft"), to isolate each item from the platform, and 
to 1Solate the platform from the structnre that supports it. In this arrangement the 
platform serves as a relatively large mtermediate mass for each of the isolated 
items, resulting m efficient two-stage isolat10n performance with comparatively 
small weight penalty. 

Isolation Effectiveness 

Although the foregoing results apply strictly only to isolators without dampmg, 
they also provide a reasonable approximation to the behavior of lightly damped 
systems, except near the natural frequencies. To account for high damping or more 
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FIGURE 13.9 Transmissibility of two-stage system. Calculated from Eq. (13.17) for 
ki/k1 1 and B = fdfo 5. 

complicated linear isolator config)lfations (e.g., where each isolator is modeled by 
various senes and parallel combinations of springs and dampers), it is convement 
to represent each isolator by its mobility. A corresponding diagram appears in 

13.8b. As has been discussed m Section 13.4, the source mobility Ms 
is a measure of a vibration source's susceptibility to loading effects, and the 
ISolation effectiveness E is a measure of the isolation performance, which, unlike 
transmissibility, takes loading effects into account. If one takes S in Fig. 13.8b 
to represent a general linear source and replaces the mass m by a general linear 
receiver with mobility MR, one obtains a general linear two-stage system whose 
effectiveness one may wnte as8 

E= +AEI (13.18) 

where 
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l:::,.E = (Mn + Ms)(M12 + MR) 
Mm(Ms+MR) 

(13.18a) 

One may recognize E1 as corresponding to the effectiveness of a single-stage 
system [see (13.14)], that 1s, to a two-stage system with zero mcluded mass 
with M1 denoting the mobility of the two partial isolators m series. Thus, i:,.E rep~ 
resents the effectiveness mcrease obtamed by addition of the included mass m 
whose mobility is Mm. Note that l:::,.E 1s inversely proportional to Mm, indicati~~ 
that mcluded masses generally result m effectiveness increases. 

Optimization of Isolator Stiffness Distribution 

Once one has selected the mobility M1 of the total isolator (or, equivalently 
its compliance or stiffness), one needs to consider how to allocate this mobilit; 
among the components M11 and Mn If one lets r1 denote the fraction of the 
total mobility on the source side of the included mass, so that Mn r1M1 

and M12 (1 - r1)MJ, 1t turns out that one may obtain the largest value of 
i:,.E, namely, 

(13.19) 

by making r1 equal to its optimum value,* 

ropt (13.20) 

In view of Eq. (13.18a), m an efficient isolation system Mn must be consid
erably greater than Ms, and also M12 must be considerably greater than MR. For 
such a system, one finds that r opt Re; ½ and that may be approximated by 
replacing the expression m the parentheses of the numerator of Eq. (13.19) by 
M 1. Thus, if the total mobility of the isolator 1s sufficiently great, that is, if the 
total stiffness of the isolator is sufficiently small, one may generally obtain the 
greatest improvement i:,.Emax by allocating the same mobility or stiffness to the 
two isolator components. 

It may be shown8 that placmg a given mass "w1thm" the isolator as described 
above, so as to obtain a two-stage system with two like isolator mobility compo
nents, results in greater effectiveness than placement of the mass directly at the 
receiver as long as MI » MR. This mequality usually is likely to be satisfied in 
practice, except at resonances of the receiver at which MR is very large. Simi
larly, as long as "Nh » Ms, placmg the mass within the isolator resnlts in 

*This result applies stnctly only if the vanous mobilities or mobility ratios are real quantities. It 
suffices for development of an mtwllve understanding, although more complicated express10ns apply 
m tbe general case where the mobililles are represented by complex quanlltles. 
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effectiveness than placement of the mass directly at the source. The foregoing 
inequality generally is likely to be satisfied in practice, except for sources that 
behave essentially like force sources and thus have very high mobility. 

13.6 PRACTICAL ISOLATORS 

A great many different isolators are available commercially m numerous sizes 
and load capacities, with various attachment means, and with many types of 
specialized features.4 Details concerning such isolators typically may be found 
m suppliers' catalogs. 

Most commercial isolators incorporate metallic or elastomenc resilient ele
ments. Metallic elements most often are in the form of coil springs but also 
occur m the form of flexural configurations such as leaf spnngs or corneal 
Belleville washers. Coil springs are predominantly nsed in compression, usually 
because such tensile spnngs tend to involve configurations that give rise to stress 
concentrations and thus have lesser fatigue life. Coil spring isolator assemblies 
often involve parallel and/or senes arrangements of springs m suitable housings, 
are desigued to have the same stiffness in the lateral directions as m the axial 
direction, and may also incorporate fnction devices (such as wrre mesh inserts), 
snubbers to limit excursions due to large disturbances (such as earthquakes), and 
m-series elastomeric pads for enhanced damping and isolation at high frequen
cies. Spring systems in housings need~to ~e installed with care to avoid bmding 
between the housing elements and between these elements and the springs. 

Some cormnercial metallic isolators employ pads or woven assemblies of wrre 
mesh to provide both resilience and damping. Others use arrangements of coils 
or loops of wrre rope not only to provide damping but also to serve as springs. 

A great many commerc1ally available isolators that employ elastomeric ele
ments have these elements bonded or otherwise attached to support plates or 
sleeves that incorporate convenient means for fastening to other components. 
The isolators may be designed so that the elastomenc element is used m shear, 
torsion, compression, or a combination of these modes. There are also available 
a variety of elastomeric gaskets, grommets, and washers, intended to be 
used with bolts or similar fasteners to provide both connection and isolation. 

Elastomenc pads often are used as isolators by themselves, as are pads of 
other resilient materials, such as cork, felt, fiberglass, and metal mesh. Such pads 
often are convement and relatively inexpensive; their areas can be selected to 
support the required loads, and their thicknesses can be chosen to provide the 
desired stiffness. 

In the design and selection of pads of solid (in contrast to foamed) elastomenc 
matenals, one needs to take mto account that a pad's stiffness depends not only on 
its thickness and area but also on its shape and constraints. This behavior 1s due 
to the incompressibility of elastomeric materials, which essentially prevents a pad 
from changmg its volume as 1t 1s compressed and thus in essence does not permit 
a pad to be compressed if lt is confined so that its cannot bulge outward. 
A pad's freedom to compress may be characterized by its shape factor, defined 
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as the ratio of its loaded area to the total area of the edges that are free to bulge; 
the greater the shape factor, the greater is the pad's effective stiffness. However, 
a pad's freedom to deform while maintaiuing constant volume also is affected 
by how easily the loaded surfaces can slip relative to the adjacent surfaces; the 
more restricted this slippage, the greater the pad's effective stiffness. Some com
mercial isolation pads are furnished with top and bottom load-carrying surfaces 
bonded to metal or other stiff plates to eliminate the stiffness uncertainties due 
to unpredictable slippage. 

To avoid the need for considering the shape factor in pad selection, many com
mercial isolation pad configurations have a multitude of cutouts closely 
spaced arrays of holes) or ribs, which provide roughly conltant amounts of 
bulging area per umt surface area. If ribbed or corrugated pads or pads with 
cutouts are used in stacks, plates of a stiff material metal sheets) generally 
are used between pads to distribute the load on the load-bearing surfaces and to 
avmd having protrusions on one pad extending into openings on the adjacent pad. 

So-called pneumauc, or air spnng, isolators, which have found considerable 
use, obtain their resilience primarily from the compressibility of confined volumes 
of arr. They may take the form of air-filled pillows of rubber or plastic, often with 
cylindrical or annular shapes, or they may consist essentially of piston-m-cylinder 
arrangements. Air springs can be desigued to have small effective stiffnesses 
while supporting large loads and to have smaller heights than metal springs of 
equal stiffness. Practical air springs typically can provide fundamental resonance 
frequencies that may be as low as about 1 Hz. Some air spring configurations 
are laterally unstable under some load conditions and reqmre the use of lateral 
restramts; some are available with considerable lateral stability. 

Arr springs of the piston-and-cylinder type can be provided with leveling 
controls, which automatically keep the isolated item's static position at a prede
termined distance from a reference surface and (by use of several air springs and 
a suitable control system) at a predetermined inclination. The stiffness of a piston
type air spring 1s proportional to PA 2 / V, where P denotes the arr pressure, A 
the piston face area, and V the cylinder volume. The product (P - Po)A, where 
Po represents the ambient atmosphenc pressure, is equal to the static load carried 
by the spring. Lower stiffnesses may be obtained with a given area at a given 
air pressure by use of larger effective volumes; for this reason, some commercial 
arr spring isolators are available with auxiliary tanks that cormnumcate with the 
cylinder volume via piping. In some mstances, a flow constnction m this piping is 
used to provide low-frequency dampmg. If the pressure m a p1ston-and-cylinder
type air spnng 1s considerably greater than the atinospheric pressure, the pressure 
m the spnng 1s nearly proportional to the load it supports. Because the spnng' s 
stiffness is proportional to thi.s pressure, the natural frequency one obtams with 
such an air spring isolation system 1s essentially mdependent of the load, making 
arr springs (like other constant-natural-frequency systems4

) particularly useful for 
applications in which the loads are variable or uncertam. 

Pendulum arrangements often are convement means for obtaining horizon
tally actmg isolation systems with low natural frequencies. One may calculate 
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the honzontal natural frequency of a pendulum system from Eq. (13.3) if one 
replaces X st in that equat:J.on by the pendulum length. Some commercial ISolation 
systems combine pendulum act10n for horizontal isolation with spring action for 
vertical isolation. 

Various exotic isolation systems have also been investigated or employed for 
special applications. These include systems m which the spnng action is pro
vided by magnetic or electrostatic levitation or by streams or thin films of gases 
or liquids. 

Active ISolation systems (see Chapter 18) have recently received increased 
attention. Such systems essent:J.ally are dynamic control systems m which the 
vibration of the item to be protected is sensed by an appropriate transducer 
whose suitably processed output is used to dnve an actuator that acts on the item 
so as to reduce its vibration. Act:J.ve systems are relatively complex, but they can 
provide better isolation than passive systems under some conditions, notably, 
in the presence of low-frequency disturbances, attenuation of which by passive 
means generally tends to be most difficult. 
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CHAPTER14 

Structural Damping 

ERIC E. UNGAR AND JEFFREY A. ZAPFE 

Acentech, Inc. 
Cambridge. Massachusetts 

14.1 THE EFFECTS OF DAMPING 

The dynarmc responses and sound transrmss10n charactenstics of structures are 
detenruned by essentially three parameters: mass, stiffness, and dampmg. Mass 
and stiffness are associated with storage of kinetic and stram energy, respectively, 
whereas dampmg relates to the dissipation of energy, or, more precisely, to the 
conversion of the mechamcal energy associated with a vibrat10n to a form (usually 
heat) that is unavailable to the mechanical vibrat10n. 

Damping m essence affects only those vibrat10nal mot10ns that are controlled 
by a balance of energy in a vibrating structure; vibrat10nal mot:J.ons that depend 
on a balance of forces are virtually unaffected by dampmg. For example, consider 
the response of a classical mass-spnng-dashpot system to a steady smusoidal 
force. If this force acts at a frequency that is considerably lower than the system's 
natural frequency, the response is controlled by a quasi-static balance between 
the applied force and the spring force. If the applied force acts at a frequency that 
is considerably above the system's natural frequency, the response is controlled 
by a balance between the applied force and the mass's inertia. In both of these 
cases, damping has practically no effect on the responses. However, at resonance, 
where the excitation frequency matches the natural frequency, the spnng and 
inertia effects cancel each other and the applied force supplies some energy to 
the system during each cycle; as a result, the system's energy (and amplitude) 
increases until steady state is reached, at which time the energy input per cycle 
is equal to the energy lost per cycle due to damping. 

In light of energy considerations like the foregomg, one finds that mcreased 
damping results m (1) more rapid decay of unforced vibrations, (2) faster decay 
of freely propagatmg structure-borne waves, (3) reduced amplitudes at resonances 
of structures subject to steady periodic or random excitation with attendant reduc
tions in stresses and mcreases in fatigue life, (4) reduced response to sound and 
increased sound transrmss10n loss (reduced sound transmission) above the com
c1dence frequency (at which the spatial distribut10n of the disturbing pressure 
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the horizontal natural frequency of a pendulum system from Eq. (13.3) if one 
replaces Xs1 m that equation by the pendulum length. Some commercial isolation 
systems combine pendulum action for horizontal isolation with spnng action for 
vertical isolation. 

Various exotic isolation systems have also been mvestigated or employed for 
special applications. These mclul:le systems in which the spring action is pro
vided by magnetic or electrostatic levitation or by streams or thin films of gases 
or liquids. 

Active isolation systems (see Chapter 18) have recently received increased 
attention. Such systems essentially are dynamic control systems in which the 
vibration of the item to be protected is sensed by an appropnate transducer 
whose suitably processed output is used to drive an actuator that acts on the item 
so as to reduce 1ts vibration. Active systems are relatively complex, but they can 
provide better isolation than passive systems under some conditions, notably, 
in the presence of low-frequency disturbances, attenuation of which by passive 
means generally tends to be most difficult. 
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CHAPTER14 

Structural Damping 

ERIC E. UNGAR AND JEFFREY A. ZAPFE 

Acentech, Inc. 
Cambridge, Massachusetts 

14.1 THE EFFECTS OF DAMPING 

The dynamic responses and sound transmission characteristics of structures are 
detenmned by essentially three parameters: mass, stiffness, and dampmg. Mass 
and stiffness are associated with storage of kinetic and stram energy, respectively, 
whereas damping relates to the dissipation of energy, or, more precisely, to the 
conversion of the mechanical energy associated with a vibration to a form (usually 
heat) that 1s unavailable to the mechanical vibration. 

Dampmg m essence affects only those vibrational motions that are controlled 
by a balance of energy in a vibrating structure; vibrational motions that depend 
on a balance of forces are virtually unaffected by damping. For example, consider 
the response of a classical mass-spring-dashpot system to a steady sinusmdal 
force. If this force acts at a frequency that is considerably lower than the system's 
natural frequency, the response is controlled by a quas1-stat1c balance between 
the applied force and the spnng force. If the applied force acts at a frequency that 
is considerably above the system's natural frequency, the response 1s controlled 
by a balance between the applied force and the mass's inertia. In both of these 
cases, damping has practically no effect on the responses. However, at resonance, 
where the excitation frequency matches the natural frequency, the spring and 
inertia effects cancel each other and the applied force supplies some energy to 
the system during each cycle; as a result, the system's energy (and amplitude) 
increases until steady state 1s reached, at which time the energy mput per cycle 
is equal to the energy lost per cycle due to damping. 

In of energy considerations like the foregoing, one finds that mcreased 
damping results in (1) more rapid decay of unforced vibrations, (2) faster decay 
of freely propagatmg structure-borne waves, (3) reduced amplitudes at resonances 
of structures subJect to steady periodic or random excitation with attendant reduc
tions m stresses and increases in fatigue life,. (4) reduced response to sound and 
mcreased sound transIDission loss (reduced sound transmission) above the coin
cidence frequency (at which the spatial distribution of the disturbmg pressure 
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matches that of the structural displacement), (5) reduced rate of buildup of vibra
tmns at resonances, and (6) reduced amplitudes of "self-excited" vibrations, m 
which the vibrating structure accepts energy from an external source (e.g., wind) 
as the result of 1ts vibratory motion. 

14.2 MEASURES AND MEASUREMENT OF DAMPING 

Most measures of dampmg are based on the dynamic responses of simple sys
tems with idealized damping behaviors. Damping measurements typically involve 
observation of some characteristics of these responses. 

Decay of Unforced Vibrations with Viscous Damping 

Many aspects of the behaviors of vibrating systems can be understood m terms of 
the simple ideal linear mass-spnng-dashpot system shown in Fig. 14.1. If tl11s 
system is displaced by an amount x from its equilibrium position, the massless 
spring produces a force of magmtude kx tending to restore the mass m toward 
its equilibrium position, and the massless dashpot produces a retarding force of 
magmtude ci:. Here k and c are constants of proportionality; k 1s kno\.vn as the 
spring constant and c as the viscous damping coefficient. 

If this system 1s displaced from its equilibnum position by an amount Xo and 
then released, the resulting displacement vanes with time t as1 

(14.1) 

provided that t < 1. Here ¢ represents a phase angle, which depends on the 
velocity with which the mass is released, and Wn and Wd represent the undamped 
and damped radian natural frequencies of the system. These obey 

Wn ff= Wd (14.2) 

(a) (b) 

F F 

• X 

~ J_ m 

k rm! 
kx ex 

FIGURE 14.1 System with smgle degree of freedom: (a) schematic representation of 
mass-spring-dashpot system or of a vibrational mode of a structure; (b) free-body dia
gram of mass. Spring produces restonng force kx; dashpot produces retarding forced. 
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with fn representing the cyclic (undamped) natural frequency. The constant z; is 
called the damping ratio or fraction of cnttcal damping; it 1s defined as 

(14.3) 

where Cc 1s known as the critical damping coefficient:, For the small values of t 
one usually encounters in practice, wd is sufficiently close to Wn so that one rarely 
needs to distinguish between the damped and the undamped natural frequencies. 
Furthermore, the foregoing expression for wd applies only for viscous dampmg; 
other relations hold for other dampmg models. 

The right-hand side of Eq. (14.1) represents a cosine function with an ampli
tude X0e-!',)•1 that decreases as time t increases (see Fig. 14.2); its rate of 
decrease is z;wn and thus is proportional to z;. However, Eq. (14.1) does not 
apply for values oft that equal or exceed urnty (or for values of c that equal or 
exceed cc), For such large values of l; or c one obtams a nonoscillatory decay 
represented by pure exponential expressions mstead of the decaying oscillation 
represented by Eq. (14.1). The critical damping c9efficient cc constitutes the 
boundary between oscillatory and nonoscillatory decays. 

The logarithmic decrement 8 is a convenient, time-honored representation of 
how rapidly a free oscillation decays. It is defined by1 

1 X, 
8 = ln--

N X;+N 
(14.4) 

where X, represents the value of x at any selected peak and Xi+N represents 
the value at the peak at N cycles from the aforementioned one. It follows from 
Eq. (14.1) that 8 = 2rr z;. 

X 

FIGURE 14.2 Time vanat:10n of displacement of mass-spring-dashpot system released 
with zero velocity from initial displacement Xo. Light curve: Undamped system 
(c =I;= 0); amplitude remams constant at Xo. Heavy curve: Damped system 
(0 < c < C6 0 < I; < l); amplitude decreases according to x = Xoe-s"'n1

, which is 
represented by upper dashed curve. Lower dashed curve corresponds to x = -Xoe-1""'' 
Amplitudes X, and Xi+2 illustrate values that may be used to calculate logarithmic 
decrement from (14.4) for N = 2. 
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The utility of loganthrn:ic measures of oscillatory quantities has long been 
recognized m acoustics, and definitions analogous to acousucal levels have come 
into use m the field of vibrations, particularly in regard to measurement. For 
example, one may define the displacement level Lx, in decibels, corresponding 
to an oscillatory displacement x(t) in analogy to sound pressure level, as 

(14.5) 

where Xref denotes a (constant) reference value of displacement. One may then 
define a decay rate t::,, in decibels per second, and find that for a viscously damped 
system2 

dLx 
L). 8.69twn = 54.6;;Jn (14.6) 

dt 

Also m analogy to acousucs, one may define the reverberation time T60 as the 
time it takes for the displacement level to decrease by 60 dB; thus, 

1.10 

Un 
(14.7) 

Because velocity and acceleration levels may be defined in full analogy to the def
inition of displacement level m Eq. (14.5), the decay rate and reverberation time 
expressions of Eqs. (14.6) and (14.7) a1s!1 apply to these other vibration levels. 

If any extended structure that 1s not too highly damped vibrates in the absence 
of external forces at one of its natural frequencies, all pomts on that structure 
move either in phase or in opposite phase with each other, and the structure 1s 
sa1d to vibrate in one of its modes. In addition to the modal natural frequency, 
there corresponds to each mode a modal mass, a modal stiffness, and a modal 
damping value. With the md of these parameters the behavior of a modal vibration 
may be described in terms of that of an eqmvalent simple rnass-spnng-dashpot 
system.1•3,4 Thus, all of the foregoing discussion concerning this snnple system 
also applies to structural modes. 

Of course, extended structures also can exlrib1t wave motions at a given fre
quency in which all points are not in or out of phase ,vith each other. Such 
motions, which can be described in terms of freely propagating waves, also 
decrease due to damping. For flexural waves on a beam or for nonspreading 
(straight-crested) flexural waves on a plate, the spatial decay rate t,.,_, defined as 
the reduction in vibration level per wavelength, obeys2 t,.,_ 27 .2; in decibels 
per wavelength. 

Steady Forced Vibrations 

If the system of Fig. 14.1 1s subject to a sinusoidal force F (t) F cos wt, then 
its equation of motion may be written as 

mx +ex+ kx = F(t) = F cos wt (14.8) 
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One may find its steady-state solution by substituting x(t) X cos(wt - </>) and 
solving for X and¢. Alternatively, one may obtain this solution by taking x(t) = 
Re LX e1"'

1 J, where J = ,J=I and the complex amplitude or phaso; X = Xe-N> 
mdicates both the amplitude and the phase of the vibration. In terms of phasers 
(and omitting the wnting of "Re"), the equation of motion may be written as 

(-mw2 + JWC + k)X (k mw2)X = F (14.9) 

In the foregoing there has been introduced the complex stiffness 

k = k + J WC k + k; = k ( 1 + ~:i ) (14.10) 

which includes mformat10n about the system's damping as well as about it stiff
ness. By means of either solution approach one may determine that 

X X 1 

F/k Xst ✓Cl -r2) 2 + (2r02 
tan¢ (14.11) 

where r = w/wn. 
The deflection Xst = F / k, which was mtroduced in order to obtain a nondi

mensional expression, 1s the quasi-static or zero-frequency deflection that the 
system would expenence due to a statically applied force of magnitude F. The 
ratio X/ Xst, which indicates by what factor the amplitude under dynam1c exci
tation exceeds the quasi-static deflection, is called the amplification. 

The foregoing response expressions (and related ones that mvolve velocity V 
or acceleration A instead of displacement) depend on dampmg; thus, dampmg 
data may be extracted from corresponding measurements. Two widely used mea
sures of damping may be denved readily from the amplification expressions of 

(14.11), a plot of which is shown in Fig. 14.3. One 1s the amplification at 
resonance, conventionally represented by the letter Q and often simply called 
"the Q" of the systern.2 This corresponds to the value of X/ Xst that results if 
the excitation frequency Ct) IS equal to the natural frequency U)n and 1S related to 
the v1scous dampmg rat10 by Q = l /2s The second commonly used measure 1s 

the relative bandwzdth b = /.lw / Wn ~ l / Q, where /.lw represents the difference 
between the two frequencies' (one below and one above wn; see Fig. 14.3) at 
which the amplification is equal to Q / ,./2.. 

In view of Eq. (14.11), the phase lag¢ also provides a measure of dampmg. It 
is particularly convement to use phase mforrnation in "Nyquist plots," tbat 1s, in 
plots. of the real and imaginary parts of responses at a number of frequencies, as 
illustrated m 14.4. These plots are circles or nearly circles, with a diameter 
that 1s equal to Q if the plots are appropriately nondimens10nalized.5•6 

*Note that e1' cos z + J sin z for any real number z. The amplitude X IS equal to the absolute 
value of the phasor; that 1s, X 
rThese frequencies often are called the half-power points because at these the energy stored m 
the system (and that dissipated by 1t), which 1s proporuonal to the square of the amplitude [see 
Eq. (14.6)], is half of the maximum value. 
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FREQUENCY RATIO wh.>n 

FIGURE 14.3 Steady-state response of mass-spring-dashpot system to smusoidal 
force. See Eq. (14.11): Q = value of amplification X/ Xsi at resonance. Relative 
bandwidth b = /':,w / Wn 1s detemuned from "half-power pomts," that is from freqnenc1es 
at whlch response amplitude is 1/./2 times the maxnnum. 

If the system of Fig. 14.1 ( or a structural mode modeled by it) 1s subject to 
a broadband force (or broadband modal force) rather than a single-frequency 
sinusoidal force, then the mean-square displacement x2 of the mass is given by7 

1 

2t 
(14.12) 

where Sp(w) denotes the spectral density of the force in terms of radian frequency 
(Le., the value of excitation force squared per umt radian frequency interval). Note 
that the spectral density in cyclic frequency obeys SF (f) 2n: SF ( w). The fore
go mg equation is exact for excitations with spectral densities that are constant for 
all frequencies. It 1s a good approximation for excitations with spectral densities 
that vary only slowly in the vicrmty of the system's natural frequency w,,; the 
spectral density value to be used m the equation then is that corresponding to w,,. 

Energy; Complex Stiffness 

All of the measures of damping discussed so far are based on the motions of 
simple systems. However, since damping pertains to the dissipation of energy, 
damping measures that relate to energy are more basic and more general. 

The damping capacity 1/1 is defined as the ratio of the energy that is dissipated 
per cycle to the total energy present in the vibrating system. The loss factor T/ 
is defined similarly as the rat10 of the energy that is dissipated per radian to the 
total energy. If D denotes the energy dissipated per cycle and W the total energy 
m the system, then 

7/ 
1/r D 
2n 2nW 

(14.13) 

(a) 

(bl 

I 
I 
I 
\ 
\ 
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Im 

VISCOUS DAMPING 

STRUCTURAL DAMPING 

FIGURE 14.4 Nyqmst plots of nondimens10nal responses of viscously and structurally 
damped mass-spring-damper systems. (a) Real and 1magmary parts of amplification 
X / X,t· (b) Real and imaginary parts of mobility V k / F Wn V Cc /2F. Amplification plot 
for structural damping and mobility plot for viscous dampmg are exact circles; others are 
approximate circles that become more nearly circular with decreased damping. Diameter 
is exactly or approxrmately equal to Q. Figure plots correspond to t = 0.2, r, = 0.4. 

These express10ns apply for any damping mechanism. However, 1t 1s interesting 
to relate them to the special case of a viscously damped mass-spring-dashpot 
system like that of Fig. 14.1. In this system the energy dissipated corresponds 
to the work that 1s done on the dashpot, and one may readily detefllllne that 
the energy dissipated per cycle in a steady vibration at radian frequency cv and 
displacement amplitude X obeys D = nwcX2

• The total energy W stored by the 
system consists of the kmetic energy Wkin of the mass and the potential ( or stram) 
t}nergy Wpot in the spring. If the energy dissipated is small compared to the total 
energy stored, then W is approximately equal to the energy stored m the spring 
when the kmetic energy is zero-that 1s, when the spring is displaced to the full 
extent of its amplitude-and W Wkin + Wpot ""' kX2 /2. 
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Thus, one finds by use of Eqs. (14.3) and (14.13) that for a viscously damped 
system 

2l;w 
= 2rl; 

Wn 

From (14.10) one finds that 

k k(I + Jr,) k;/ k r, 

(14.14) 

(14.15) 

Equation (14.14) indicates that for the parucular case of a viscously damped 
system the loss factor is proportional to the frequency. In cases where the loss 
factor exhibits some other frequency dependence, Eqs. (14.13) and (14.15) still 
apply-and Eq. (14.11) holds if 2rl; is replaced by r,. These equations then 
permit one not only to consider the case of structural damping, which is char
acterized by a constant loss factor, but also to take into account experimentally 
determined frequency variations of the loss factor. 

Interrelation of Measures of Damping 

The following relations apply at all frequencies: 

1/1 
rJ = 2rr 

-'-··<$ 

but the relations of (14.16b) are exact only at resonance: 

and 

For systems with viscous dampmg, 

r, ~ b for small dampmg 

LlA 

13.6 

(14.16a) 

(14.16b) 

(14.16c) 

For systems with small dampmg, one may take ri ~ 2l;, consider that the system 
behaves approximately like a viscously damped one, and use the relations of 
Eq. (14.16c). 

Measurement of Damping 

Most approaches to measurement of the damping of structures are based on 
the previously discussed responses of simple systems, which, as has been 
mentioned, also correspond to those of structural modes. However, unlike 
mass-spring-dashpot systems, structures have a multiplicity of modes and 
corresponding natural frequencies. Therefore, many of the approaches applicable 
to simple systems can be applied only to structural modes whose responses can 
be separated adequately from those of all others because .of differences in their 
natural frequencies or mode shapes. 
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Measurement of logarithmic decrement 8 typically is applicable only to the 
fundamental modes of structures for which a clear record of the amplitude-versus
time trace can be obtained. If more than one mode is present, their decaymg 
responses are superposed and the record becomes difficult to interpret. 

The counting of peaks that 1s reqmred for determmation of the loganthmic 
decrement from Eq. (14.4) is not needed if one focuses on the decaying signal's 
envelope. For purposes of evaluating this envelope it is particularly convenient 
to use a display of the logarithm of the rectified amplitude versus time. Rectifica
tion 1s needed because the loganthm of negative numbers 1s undefined. In such a 
logarithimc display the envelope becomes a straight line whose slope is propor
tional to l;wn and thus to the decay rate. Not only does'measurement of the slope 
enable one to evaluate the dampmg, but also observatlOfl: of deviations of the 
envelope from a straight line permit one to judge whether the structure's damp
ing is mdeed viscous and amplitude-independent and whether a superposition of 
responses with different decay rates is present 

Determination of decay rates is useful also in frequency bands in which a 
multitude of modes are excited. A typical measurement here mvolves excitation 
of a structure by a broadband force in a given frequency band, cutting off the 
excitation, then observing the envelope of the logarithm of the rectified signal 
obtained by passmg the output of a transducer (usually an accelerometer) through 
a bandpass filter* tuned to the excitation band. The center frequency of this 
passband may be taken to represent Wn for all modes m the band. Some Judgment 
in mterpretmg the resulting envelopes and averagmg of results from repeated 
measurements 1s generally required because different modes in the band may 
exhibit somewhat different decays. 

A conceptually straightforward approach to measunng the dampmg of a struc
ture involves the application of Eq. (14.13) to observed values of the energy 
dissipation and total vibrational energy W present m a structure in the steady 
state.8 The structure is excited via an impedance head or a similar transducer 
arrangement that measures the force and motion at the excitation point. The 
mstantaneous force and velocity values are multiplied and the product is time 
averaged to yield the average energy input per unit time, which is equal to the 
energy dissipated per umt time under steady-state conditions. For a grven exci
tation frequency f. the energy D dissipated per cycle is equal to 1/ f times the 
energy dissipated per unit time. 

The energy W stored m the structure may be determined from its k:metic 
energy, which .g:iay be calculated from mformation on its mass distribution and 
from velocity values measured by a suitable array of accelerometers or other 
motion transducers. This measurement approach requires parucular care in instru
mentation selection and calibration, but it has a significant advantage: Because 
1t involves direct measurement of the dissipated energy, it does not rely on any 

"The filter· s response must be fast enough so tllat 1t can follow the decaymg signal; otherwise one 
observes the decay of the filter response mstead of that of the structural vibrat10n. Filters with wider 
passbands need to be used to observe the more rapid decays associated with greater damping. 
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partlcular model of dissipation. It also permits one, for example, to mvestigate 
how the loss factor varies with amplitude. 

Force-and-motion transducer combinations may also be employed for the 
direct measurement of complex impedance or mobility (or of other force-mot10n 
ratios), from which damping mformation may be extracted, typically on the basis 
of Nyquist plots. Much corresponding specialized modal testing or modal param
eter extractzon instrumentation and software has recently become available. 

Simple steady smusmdal response measurements may also be made to measure 
Q and the half-power point bandwidth b directly on the basis of their definitions. 
These measurements require particular care to ensure that the near-resonance 
response of the mode of mterest 1s not affected significantly by the responses of 
other modes with resonance frequencies near that of the mode of mterest. 

14.3 DAMPING MODELS 

Analytical Models 

Most of the foregoing discussion has dealt with "viscolls" damping, where energy 
dissipation results from a force that is proport10nal to the velocity of a vibrating 
system and that acts opposite to the velocity. This viscous model of damping 
action has been used most widely because It results in relatively simple lin
ear differential equations of system motion and because it yields a reasonable 
approximation to the action of some reaLsystems, particularly at small amplitudes. 

••. <I 
Among the many other models that have received considerable attention, most 

also involve a motion-opposmg force that is a function of velocity. In dry friction 
or Coulomb damping, the force 1s constant m magnitude (but changes its alge
braic sign when the velocity does). In square law and power law damping the 
force magrntude 1s proportional to the square or to some other power of veloc
ity. Of course, modem numerical methods also permit one readily to analyze 
models involving other velocity dependences, such as one might obtain from 
corresponding expenments. 

Whereas m viscous dampmg the retarding force is proportional to the velocity, 
in structural damping the retarding force is proport10nal to the displacement. As 
has been mentioned, structural damping is characterized by a constant loss factor 
T/ and the dimensionless response relation for a system with structural damping 
is given by Eq. (14.11) with 2rz; replaced by TJ. Because of the difference in 
the retarding forces, a structurally damped system behaves differently from a 
viscously damped one, except near the natural frequency. The structural damping 
model is often extended to loss factors that vary with frequency as determined 
from expenmental data. With the appropnate frequency dependence of the loss 
factors, the structural damping model can be made to represent the sinusoidal 
response of viscously damped systems-and, indeed, of any system whose loss 
factor is mdependent of amplitude.* 

*Cautlon 1s reqmred if one wants to undertake transformations from the frequency to the trme domain. 
Not all conceivable frequency vanatlons of the loss factor lead to physically realizable results; e.g., 
some imply system motions that begin before application of a force.9 
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Applicability of Models 

If one desires to determme the precise response of a system to a prescribed exci
tat10n, one generally needs to have a complete description of all forces, including 
the damping forces; that is, one needs a dainpmg model that corresponds to the 
actual system. This is true, for example, if one wants to study the "wave shape" of 
the motion of a screeching brake or a chattering tool or if one needs to determine 
the response of a system to a transient, such as a shock. 

In many practical instances, however, the details of the system's motion are 
of no mterest and only the amplitudes are of concern. As has been mentioned, 
under steady resonant or free decay conditions (and in a few other situations), 
the amplitudes are established essentially by the energy m the system. For such 
conditions, the details of the damping model are urnmportant as long ~as the model 
gives the correct energy dissipation per cycle. It is for this reason thaLmeasures 
of dampmg that mvolve only energy considerations have found wide acceptance.* 

14.4 DAMPING MECHANISMS AND MAGNITUDES 

Since dampmg mvolves the convers10n of energy associated with a vibration to 
other forms that are unavailable to the vibrat10n, there are as many damping 
mechanisms as there are ways to remove energy from a vibratrng system. These 
include mecharnsms that convert mechanical energy into heat, as well as others 
that transport energy away from the vibratmg system of concern. 

Energy Dissipation and Conversion 

Material damping, mechanical hysteresis, and internal frictzon refer to the con
version of mecharncal energy into heat that occurs within materials due to 
deformations that are imposed on them. This conversion may result from a vari
ety of effects on the molecular, crystal lattice, or metal grain level, rncluding 
magnetic, thermal, metallurgical, and atomic phenomena.10 Figure 14.5 indicates 
the ranges of the loss factors reported for some common materials. 

Damprng of a vibratrng structure may also result from friction associated with 
relative mot10n between the structure and solids or flmds that are m contact 
with it. Also, an electrically conductive structure moving in a magnetic field 1s 
subJect to dampmg due to eddy currents that result from the mot10n and that are 
converted mto heat. 

A granular material, such as sand, placed in contact with a vibrating structure 
tends to produce damping by two different mechanisms. At small amplitudes, 
dampmg results predominantly from interaction of aspenties on adjacent grams 
and the attendant energy loss due to mechamcal hysteresis. At large amplitudes, 

*Eqmvalent viscous dampmg, defined as viscous damping that results in the same energy diss1pat1on 
as the damping actually present m the system, is often used in analyses. This dampmg model 
obv10usly should not be used where details of the system motlon are of concern. 
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FIGURE 14.5 Typical ranges of matenal loss factors at small strains, near room tem
perature, at audio frequencies. The loss factors of metals tend to increase with strain 
amplitude, particularly near the yield pomt, but the loss factors of plastics and rubbers 
tend to be relatively independent of strain amplitude up to strains of the order of umty. 
The loss factors of some materials, particularly those that can flow or creep, tend to vary 
markedly with temperature and tre,::immcv. 

dampmg results predommantly from impacts between the structure and the grains 
or between grains; these rmpacts produce high-frequency vibrations of the struc
ture and of the granular material, and the energy that goes mto these vibrations 
(which eventually is converted to heat) is no longer available to the structural 
vibrations of concem.11 hnpact dampers, rn which a small element is made to 
rattle agamst a vibrating structure, similarly rely on conversion of the energy of 
the vibrating structure to higher frequency vibrations. 
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Damping due to Boundaries and Reinforcements 

For panels or other structural components that may be considered as uniform 
plates, one may estimate the loss factor T/b associated. with energy loss at the 
panel boundaries, due to both energy transport to adjacent panels and dissipation 
at its boundaries, from information on the boundary absorption coefficients.12 For 
a panel of area A vibrating at a frequency at which the flexural wavelength ')., on 
the panel is considerably shorter than a panel edge, this loss factor 1s given by 

A 
T/b = LY;L. (14.17) 

where Yi denotes the absorption coefficient.of the ith boundary mcrement whose 
length is L, and where the summation extends over all boundary increments. 

At frequency f the flexural wavelength on a homogeneous plate of thickness 
h of a material with longitudinal wave speed ci and Poisson's ratio v is given 

by A= ✓(n/./?,)hci/f(l - v2). 

The absorption coefficient y of a boundary element 1s defined as the fraction 
of the panel bending-wave energy impinging on the boundary element that is 
not returned to the panel. Although the absorption coefficient values associated 
with a boundary element rarely can be predicted well analytically, they 
can often be determined experimentally. For example, one might add a boundary 
element of length Lo to a panel, measure the resulting loss factor mcrease ~T/ 
at various frequencies, and calculate the absorption coefficient values y0 of this 
boundary element from y0 = (~rJ)rr2 A/J..Lo, which follows from Eq. (14.17). 
Both Eq. (14.17) and the expression for Yo are based on the assumption that 
the absorption coefficient of a boundary element 1s mdependent of its length, an 
assumption that generally holds true if the wavelength J.. is considerably smaller 
than the element length . 

Equation (14.17) also permits one to account for the damping effects of linear 
discontinuities, such as seams or attached remforcing beams, on panels, pro
vided one knows the corresponding absorption coefficients. Since plate waves 
can imprnge on both sides of a discontimnty located within the panel area, for 
such a discontinmty location one needs to use in Eq. {14.17) twice the actual 
discontinuity length. 

Toe energy that beams or reinforcements attached to a panel can dissipate, and 
thus the dampmg they can produce, depends markedly on the fastening method 
used. Metal beams attached to metal panels or seams in such panels generally 
produce little dampmg if they are continuously welded or joined by means of 
a rigid adhesive. However, they can contribute significant damping if they are 
fastened by a flexible, dissipative adhesive or if they are fastened at only a number 
of points, for example, by nvets, bolts, or spot welds. At high frequencies, at 
which the flexural wavelength on the panel is smaller than the distance between 
fastening points, dampmg results predominantly not from mterface friction but 
from an "air-pumping" effect produced as adjacent surfaces (at locations between 
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the connection points) move away from and toward each other. Energy loss here 
is due to the viscosity of the air or other fluid present between the surfaces. 13 - 15 

The high-frequency absorption coefficient corresponding to a beam that is 
fastened to a panel at a multitude of pomts may be estrmated from the experi
mental results summarized m Fig. 14.6, which shows how the beam's reduced 
absorption coefficient Yr varies with reduced frequency fr or with the ratio dj)... 
of fastener spacing to plate flexural wavelength. These reduced quantities, defi
nitions of winch are given in the figure, account for the absorption coefficients' 
dependence on beam width w, plate thickness h, fastener spacing d, and longitu
dinal wave speed cL in the plate material by relating these to reference values of 
these parameters (indicated by the subscript 0). It should be noted that Fig. 14.6 
pertains to panels immersed m air at atrnosphenc pressure; lesser absorption coef
ficient values apply for panels at reduced pressure and higher values for panels at 
greater pressures. A theory is available13 to account for the effects of atmosphenc 
pressure changes and for other gases or liquids present between the contacting 
surfaces. 

Damping due to Energy Transport 

Structural Transmission. Energy that 1s transported away from a vibratmg 
structure constitutes energy lost from that structure and thus contributes damping. 
Energy transport may occur to neighboring structural elements or to fluids in 
contact with the vibrating structure. 
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FIGURE 14.6 Summary of reduced absorptlon coefficient data for beams fastened to 
plates by rows of rivets, bolts, or spot welds. 15 
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For example, a panel that 1s part of a multipanel array (such as an aircraft 
fuselage) 1s damped not only due to energy dissipation within the panel but also 
due to energy transport to adjacent panels. Energy transport makes it very diffi
cult in practice to measure the dissipative danipmg of a structural component that 
is connected to others. transported via the supports of test samples also 
tends to contaminate laboratory measurements of dissipative damping, poten
tially introducing large errors in measurements on sarnples\.with small inherent 
.damping. 
• If a structural element is attached to a vibrating structure at a given point, then 
the energy D that 1s transported to the attached structure per cycle at frequency 
f 1s given by 

vf Re[ZA] I ZA -
2 

D = ----=--- 1 + 
2f Zs 

(14.18) 

Here Vs denotes the amplitude of the velocity of the vibrating structure at the 
attachment pomt before the added structure is attached; Z A denotes the driving
point impedance of the attached structure, and denotes the impedance of the 
vibratmg structure at the attachment pomt (with both impedances measured m 
the direction of Vs). The loss factor contribution due to an attached structure 
then may be found by use of Eq. (14.13). 

A waveguide absorber 1s a daniping device that is mtended to conduct energy 
away from its attachment point and to dissipate that energy. Such an absorber 
consists essentially of a structural element along which waves can travel and 
which includes means for dissipating the energy transported by these waves. 
For example, a long slender beam (which may be straight or coiled in some 
fashion) that is made of a highly damped plastic or coated with a high-darnpmg 
material may serve as a waveguide absorber at frequencies considerably above 
its fundamental resonance. To be effective, a waveguide absorber must support 
waves in the frequency range of interest, it must be attached at a point where the 
vibrating structure moves with considerable amplitude, and 1ts impedance must 
be such that it does not excessively reduce the vibrating structure's motion at the 
attachment pomt.16 

A tuned damper, often also called a dynamic absorber or neutralizer, may be 
visualized as a mass-spring-damper system whose spring base is attached to a 
point on a vibrating structure. In the region near its natural frequency a tuned 
damper tends to impede the motion of the attachment pomt and to dissipate 
considerable energy; outside this frequency region, the damping effect of such a 
damper typically 1s small. Any system, such as a beam or plate, which exhibits 
a resonance at the frequency of concern, can act as a tuned damper at that 
frequency. Considerable danipmg of a plate over a relatively wide frequency 
range can be obtained by distributing a number of small tuned dampers with 
slightly different natural frequencies over the plate surface.17 

Sound Radiation. Sound radiated by a vibratmg structure transports energy 
from the structure and thus contributes damping. For a homogeneous panel of 
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thickness h and material density Pp, one may calculate the panel's loss factor 
1J R at frequency f due to sound radiation from one side of the panel from its 
radiation efficiency er by use of the relation14 

p C 
rJR=---er 

Pp 2n:fh 
(14.19) 

where p and c denote the density of the ambient medium and the speed of sound 
in it, respectively. If the panel can radiate from both of its sides, 1JR 1s twice 
as great as indicated by Eq. (14.19). The magnitude of the radiation efficiency 
er depends on the vibratory velocity distribution on the panel, as well as on 
frequency, and thus generally 1s different for different excitation distributions. 

For a plate that has little inherent damping and that is excited at a smgle pomt, 
the radiation efficiency er obeys18 

for f « fc 
for f = fc 
for f » fc 

(14.20) 

where A denotes the panel's surface area (one side), U its circumference, and fc 
the coincidence frequency. This frequency, which is defined as that at which the 
plate flexural wavelength is equal to the acoustical wavelength in the ambient 
medium, is given by fc ~ c2 /l.8hcL, where CL represents the longitudinal wave 
speed in the plate material. More detailed infonnat10n on radiation efficiency is 
provided in Chapter 11. Equation (14.20) may be used for the general estimat10n 
of radiation efficiency values for plates that are not too highly damped. This 
equat10n also provides a reasonable estimate of the radiation efficiency of rib
stiffened plates if twice the total rib length 1s included in the circumference U, 

14.5 VISCOELASTIC DAMPING TREATMENTS 

Viscoelastic Materials and Material Combinations 

Materials that have both damping (energy dissipat10n) and structural (strain 
energy storage) capability are called "viscoelastic." Although virtually all mate
rials fall into this category, the term is generally applied only to matenals, such 
as plastics and elastomers, that have relatively high ratios of energy dissipation 
to energy storage capability. 

Structural materials with high strength-to-weight ratios typically have little 
mherent damping, as 1s evident from Fig. 14.5, whereas plastics and rubbers that 
are highly damped tend to have relatively low strength. This crrcumstance has 
led to the consideration of combinations of high-strength materials and high
damping viscoelastic materials for applications where both strength and damping 
are required. Addit10ns of viscoelastic matenals to structural elements have come 
to be known as viscoelastic dampmg treatments. 
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If a composite structure is deflected, 1t stores energy via a variety of deforma
tions (such as shear, tension and compression, flexure) m each structural element. 
If lJ; denotes the loss factor corresponding to the ith element deformation and 
W; represents the energy stored in that deformatlon, then the loss factor 7/ of the 
entlre structure obeys19 

(14.21) 

where Wr :E Wi denotes the total energy stored in the structure. T)Je foregomg 
expression indicates that the loss factor lJ of the composite structure is equal 
to a weighted average of the loss factors corresponding to all of file element 
deformations, with the energy storages servmg as the weighting factors. This 
expression also leads to an lillportant conclusion: An element deformation can 
make a significant contribut10n to the total loss factor only if (1) the loss factor 
associated with it 1s significant and (2) the energy storage associated with it is a 
significant fraction of the total energy storage.* 

Mechanical Properties of Viscoelastic Materials 

Because viscoelastic materials have both energy storage and energy dissipation 
capability, it is converuent to describe their behavior m terms of elastic and 
shear moduli that are complex quantities, m analogy to the defimtion of the 
complex stiffness introduced in Eq. (14.10). The complex Young's modulus E 
of a material, defined as the ratio of the stress phasor to the strain phasor, may 
be written as10 E ER+ j E1 ER(l + JlJE), where the real part is called 
the storage modulus, the imaginary part E 1 is called the loss modulus, and the 
loss factor 1JE associated with Young's modulus is equal to E1 /ER.A completely 
analogous definition applies to the complex shear modulus.1 

For plastics and elastomers, the viscoelastic materials of greatest practical 
interest, the real and imaginary moduli as well as the loss factors vary con
siderably with frequency and temperature. However, these parameters usually 
vary relatively little with strain amplitude, preload, and agmg.10 The loss factor 
associated with the shear modulus typically 1s equal to that associated with the 
Young's modulus for all practical purposes, so that one generally need not distin
guish between the two. Also, since most of the viscoelastic matenals of practical 
interest are virtually mcompressible, the shear modulus value 1s nearly equal to 
one-third of the corresponding Young's modulus value. One may also note that 
often 1J1 « l, so that [El~ ER. 

*Equation (14.21) applies precisely only for cases where all energy storage elements are deflected 
in phase, so that they reach theJr maximum energy storages at the same mstant. 
t An advantage of the complex modulus representat10n is the ease with which it enables one to 
incorporate damping m an analysis. One merely needs to replace the real moduli m the undamped 
formulation of a problem by the corresponding complex moduli-or, equivalently, to replace the 
real stiffnesses by the corresponding complex stiffnesses-to obtam a formulation of the problem 
that mcludes dampmg. This approach applies for lumped-parameter dynam1c systems as well as for 
continuous systems and can take account of different values of damping in different elements and 
matenals. 
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Figure 14.7 shows how the (real) shear modulus and loss factor of a typical 
viscoelastic material vary with frequency and temperature. At low frequencies 
and/or high temperatures, the material is soft and mobile enough for the strain to 
follow an applied stress without appreciable phase shift so that the damping is 
small; the material is said to be in its "rubbery" state. At high frequencies and/or 
low temperatures, the material is stiff and immobile, may tend to be brittle, is 
relatively undamped, and behaves somewhat like glass; 1t 1s said to be in its 
"glassy" state. At mtermediate frequencies and temperatures, the modulus takes 
on intermediate values and the loss factor is highest; the material 1s said to be in 
its "transition" state. 

This material behavior may be exp lamed on the basis of the interactions of the 
long-chain molecules that constitute polyrnenc materials. At low temperatures, 
the molecules are relatively inactive; they remain "locked together," resulting 
in high stiffness, and because they move little relative to each other, there is 
little mtermolecular "friction" to produce damping. At high temperatures, the 
molecules become active; they move easily relative to each other, resulting m low 
stiffness, and because they interact little, there is agam little energy dissipation 
due to mtermolecular friction. At intermediate temperatures, where the molecules 
have mtermediate relative motion and mteraction, the stiffness also takes on an 
mtermediate value and the loss factor IS greatest. A similar discuss10n applies to 
the effect of frequency on the material properties, with the inertia of the molecules 
leading to their decreasing mobility and interaction with increasmg frequency. 
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FIGURE 14.7 Dependence of shear modulus and loss factor of a polyester plastic 
on frequency and temperature20 : (a) functions of frequency at constant temperature; 
(b) 1sometnc plots on temperature-frequency plane. Note logarithnnc frequency axes . 

VISCOELASTIC DAMPING TREATMENTS 597 

The observation that there exists a temperature-frequency equivalence, namely 
that an appropnate temperature decrease produces the same effect as a given fre
quency increase, has led to the development of convenient plots m which data for 
the frequency and temperature vanations of each matenal modulus collapse onto 
smgle curves. 10

,21 Tins collapse 1s achieved by plotting the data against a reduced 
frequency JR fa (T), where a (T) is an appropriately selected function of tem
perature T. In presentations of data m this form the function a(T) may be given 
analytically, m a separate plot or, as has recently been standardized22,23 , in the 
form of a nomogram that is superp_osed on the reduced data plot. Figure 14.8 
is an illustration of such a plot and nomogram; its use IS explamed m the 
figure's legend. 

Data on the properties of damping matenals are available from knowledgeable 
suppliers of these materials. Compilations of data appear in references 10, 21, 
and 24. Key information on some of these matenals appears in Table 14.1 in a 
form that is useful for prelirnmary matenal comparison and selection for specific 
applications in keeping with the concepts discussed in the later pomons of this 
chapter. For each listed material the table shows the greatest loss factor value fl= 
exhibited by the material and the temperatures at which this value is obtained at 
three frequencies. The table also lists three values of the modulus of elasticitv: 
Emax, the 2I"eatest value of Young's modulus, applies at low temperatures (L~., 

TEMPERATURE 

110°c 90°c 10cc 50°c sooe 10cc 0°c -1ooe 
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w 

FIGURE 14.8 Reduced frequency plot of elastic modulus E and loss factor r/ of 
gard 188" silicone potting compound. (After Ref. 25) Pomts mdicate measured data to 
which curves were fitted. Nomograph superposed on data plot facilitates detemunation of 
reduced frequency f R corresponding to frequency f and temperature T" Use of no mo gram 
1s illustrated by dashed lines: For f = 15 Hz and T 20°C, one finds JR = 5 x 103 Hz 
and E 3.8 x 106 N/m2, 1J = 0.36. 
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TABLE 14.1 Properties of Some Commercial Damping Materials" 

Maxnnum Temperature 
Loss (°F}° Elastic 

Factor for 7/max at Moduli (psi)" 

Material 7/max 10 Hz 100 Hz 1000 Hz Emax Ermn Ecrans E1,max 

Antiphon-13 1,8 25 75 120 3e5 l.2e3 L9e4 3.e3e 
blachford Aquaplas 0,5 50 80 125 l.6e6 3e4 2,2e5 1.le5 
Barry Controls H-326 0.8 -40 -25 -10 6e5 3e3 4.2e4 3.4e4 
Dow Coming Sylgard 188 0.6 60 80 110 2.2e4 3e2 2.6e3 l.5e3 
EAR C-1002 l.9 23 55 90 3e5 2e2 7.7e3 l.5e4 
EAR C-2003 LO 45 70 100 8e5 6e2 2.2e4 2.2e4 
lord LD-400 0.7 50 80 125 3e6 3.3e3 le5 7e4 
Soundcoat DYAD 601 1.0 15 50 75 3e5 l.5e2 6.7e3 6.7e3 
Soundcoat DYAD 606 1.0 70 100 130 3G5 l.2e2 6e3 6e3 
Soundcoat DYAD 609 1.0 125 150 185 2e5 6e2 l.le4 1.le4 
Soundcoat N 1.5 15 30 70 3e5 7el 4.6e3 6.9e3 
3M ISD-110 1.7 80 115 150 3e4 3el le3 l.7e3 
3M ISD-112 1.2 10 40 80 1.3e5 8el 3.2e3 3.9e3 
3M ISD-113 1.1 -45 -20 15 l.5e5 3e2 2.le2 2.3e2 
3m468 0.8 15 50 85 l.4e5 3el 2e3 l.6e3 
3M ISD-830 1.0 -75 -50 -20 2e5 1.5e2 5.5e3 5.5e3 
GESMRD 0.9 50 80 125 e35 5e3 3,9e4 3.5e4 

•···-,; 
a Approxunate values taken from curves in Ref. 1 L 
•To conve1t to °C, use the formula °C q)(°F- 32) or the approxunate table below: 

°F -80 -60 -40 -20 0 20 40 60 80 100 120 140 160 180 200 
0 c -62 -51 -40 -29 -18 -7 4 16 27 38 49 60 71 82 93 

cNumbers shown correspond to storage (real) values of Young's modulus, except that E1,max rep
resents the maximum values of tbe loss (imaginary) modulus. Emax applies for low temperatures 
and/or high frequencies, Errun applies for high temperatures and/or low frequencies. Etran, and E 1,max 

applies m tbe range of 1Jmax• Divide by 3 to obtam the corresponding shear modulus values. 
To convert to N/m2 , multiply tabulated values by 7 x 1 G3 The number following e represents the 
power of 10 by which tbe number preceding e 1s to be multiplied; e.g., l.2e3 represents 1.2 x 103 

temperatures considerably below those corresponding to 17max); Emm, the smallest 
value of E, applies at high temperatures; the transition value E1rans applies in the 
rJmax range; and Er.max~ 11m=E1rans, the maximum value of the loss modulus, 
applies in the transition range, 

It is important to keep in mrnd that the mechanical properties of polymenc 
materials, including plastics and elastomers, tend to be more variable than those 
of metals and other classical structural materials. Some of this vanability results 
from a polymer's molecular structure and molecular weight distribution, which 
depend not only on the matenal' s chemical composition but also on its processing. 
Additional vanability results from the various types and amounts of plasticizers 
and fillers that are added to most commercial materials for a number of practtcal 
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purposes. Thus, it is quite common for nominally identica:l polymenc materials to 
exhibit considerably different mechanical behav10rs. It may also occur that even 
material samples from the same production run have considerably different loss 
factors and moduli at frequencies and temperatures at which they are intended 
to be used, pointing toward the need for careful quality control and performance 
verificat10n for cntical applications. 

Structures with Viscoelastic Layers 

One may calculate the loss factor of a structure vibrating in a given mode by 
use of Eq. (14.21) if one knows the energies W; stored in the vanous deforma
tions of all of the component elements. Indeed, modern finite-element analysis 
methods26 - 28 proceed by calculating the modal deflections, applying these to 
evaluate all the energy storage components, and then usmg Eq. (14.21) to find 
the loss factor. 

Analytical results have been developed for flexure of uniform beam and plate 
structures under conditions that are often approximated in practice. These results, 
which are extremely useful for design guidance and for development of an 
understanding of the important parameters, apply to structures whose deflection 
distributions are smusoidal. * 

Two-Component Beams 

In flexure of a uniform beam with an insert or added layer of viscoelastic matenal, 
as illustrated by Fig. 14.9, the energy storage (and dissipation) associated with 
shear and torsional deformations may generally be neglected. If contact between 
the components is mamtamed without slippage at all surfaces and if the loss 
factor of the basic structural (nonviscoelastic) component is negligible, then the 

FIGURE 14.9 End views of beams with viscoelastic mserts or added layers. Struc
tural matenal is unshaded, viscoelastic matenal is shown shaded; H12 represents distance 
between neutral axis of structural component and that of viscoelastic component. Beam 
deflection is verucal, with wave propagation along the beam length, perpendicular to the 
plane of the paper. 

*The deflection distribution of any beam ( or plate) vibratmg in one of its natural modes 1s at 
least approximately smusoidal {in one dimension for beams and m two dimensions for plates) at 
locations that are one wavelength or more from tbe boundanes, regardless of the boundary conditions. 
Therefore, the assumption of a smusoidal deflection distributlon is valid for a larger fraction of the 
structure as the frequency mcreases. 
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loss factor rt of the composite beam is related to the loss factor /3 of the matenal 
of the viscoelastic component by29,30 

(14.22) 

where a = (I + k)2 + (/3k)2 and H12 denotes the distance between the neu
tral axes of the two components. With subscript 1 referring to the structural 
(undamped) component and subscript 2 referring to the viscoelastic component, 
k = K2/K1, where K, = E1A; denotes the extensional stiffness of component i, 
expressed in terms of its Young's modulus (real part) and cross-sectional area 
A 1 . Furthermore, r; = JI;/ A1 represents the radius of gyration of A;, where 11 

denotes the centroidal moment of inertia of A;. 
For the often-encountered case where the structural component's extensional 

stiffness is much than that of the viscoelastic component, k « I and 
Eq. (14.22) reduces to 

(14.23a) 

where Ir h + H'f2A2 A2(rf + H'f2) denotes the moment of inertia of A2 
about the neutral axis of A 1. 

The last expression in Eq. (14.23a)"awlies for E2Ir « E1/i, which is gen
erally true m practical structures where the area and elastic modulus of the 
viscoelastic component are small compared to those of the structural compo
nent. In this case the composite structure's neutral axis coincides very nearly 
with that of the structural component and the dommant energy storage 1s associ
ated with flexure of the structural component (whose flexural stiffness is E1fi). 
The dominant energy dissipation is associated with extens10n and compression 
of the viscoelastic component, with the average extens10n ( equal to the extension 
at the v1Scoelastic component's neutral axis) resulting from the flexural curva
ture and the distance H12 between the neutral axes of the viscoelastic and the 
structural components.* The flexural curvature is greatest at the antinodes of the 
vibrating structure; most of the dampmg action thus occurs at these locations, 
with little damping resulting from the matenal near the nodes. 

The second form of Eq. (14.23a) contains two ratios; the first involves only 
matenal properties and the second only geometric parameters. It mdicates that 
the most important dynamic mechanical property of the viscoelastic matenal is 
its extensional loss modulus E1 f3E2. In keeping with the conclusions based 
on the general energy express10n [Eq. (14.21)], good damping of the composite 
structure can be obtained only from a viscoelastic matenal that has not only a 
high loss factor but also a considerable energy storage capability. 

* A "spacer," a layer that is stiff in shear and soft in extension ( e.g., like honeycomb), inserted between 
the structural and the v1scoelast1c component can mcrease H 12 and thus tile damping obtained with 
a given amount of viscoelastic matenal. 30 
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Plates with Viscoelastic Coatings 

A strip of a plate (see msert of Fig. 14.10) may be considered as a special case 
of a two-component beam, where the two components have rectangular cross 
sections. Thus Eqs. (14.22) and (14.23a) apply, with r1 = H;f ✓-fi and H12 = 
½(H1 + H2), where H; denotes the component thickness. The energy·storage and 
dissipation considerations that were discussed in the foregoing se,6tion, as well 
as the foregomg remarks concernmg the dornmant damping matenal··properties, 
apply here also. 

Figure 14.10 is a plot based on Eq. (14.22) for /3 2 « 1. It shows that for small 
relative thicknesses h2 = H2/ Hi, the loss factor ratio rt! /3 1s proportional to the 
viscoelastic layer thickness, whereas for very large relative thicknesses the loss 
factor ratio approaches unity; that is, the loss factor of the coated plate approaches 
that of the viscoelastic coating, as one would expect.* As also 1s evident from 

€ 
.}:: 

'" V, 

1.0 

,3 10-2 

8 . 

6 

Relative !hickness ot damping layer, hz:: H2JH1 

FIGURE 14.10 Dependence of loss factor 17 of plate stnp with added viscoelastic layer 
on relative tlnckness and relative modulus of layer.3° Curves apply for loss factors /3 of 
viscoelastic material that are small compared to umty. 

*For very thick viscoelastic coanngs, deformations in the thickness direction (which are not consid
ered m ttns simplified analysis) also may play a significant role, part:Jcularly at frequencies at which 
standing-wave resonances may occur m the viscoelastlc matenal.31 
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the figure, at small relative thicknesses the loss factor ratio is proportional to the 
modulus ratio e2 = E2 / E 1. For small relative thicknesses, that is, m the regions 
where the curves of 14.10 are nearly straight, the loss factor of a coated 
plate may be estimated from30 

(14.23b) 

where h2 = H2/ H1. 
If two viscoelastic layers are applied to a plate, one layer on each side, then 

the loss factor of the coated plate may be taken as the sum of the loss factors 
contributed by the individual layers, w1th each contribution calculated as if the 
other layer were absent, provided that each viscoelastic layer has low relative 
extensional rigidity, that 1s, that E2 H2 « E1H1. If this mequality is not satisfied, 
a more complex analysis is requrred. 

Three-Component Beams with Viscoelastic lnterlayers 

Figure 14.11 illustrates uniform beams consisting of two structural (non viscoelas
tic) components mterconnected via a relatively thin viscoelastic component. Such 
three-component beams may be preferable to two-component beams for practical 
reasons because the viscoelastic material is exposed only at its edges; however, 
such beams can also be designed to hav& higher damping than two-component 
beams of similar weight.* 

In flexure of a three-component beam with a viscoelastic layer whose exten
s10nal and flexural stiffnesses are small compared to those of the structural 
components, the dominant energy dissipation is associated with shear in the vis
coelastic component and the most significant energy storage occurs in connection 
with extens10n/compression and flexure of the two structural components. The 
shear in the viscoelastic component is greatest at the vibrating structure's nodes. 
Thus, most of the energy dissipation occurs in the viscoelastic material near 

FIGURE 14.11 End views of composite beams made up of two structural components 
(unshaded) jomed via a viscoelastic component (shaded); H13 is distance between neutral 
axes of structural components. Beam deflection is vertical, with wave propagation along 
the beam length, perpendicular to the plane of the paper. 

*It should be noted that design changes to obtain increased damprng generally also result in mass 
and stiffness changes, which tend to affect a structure's vibratory response and should be considered 
in the design process.17,32,33 
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the nodes, with relatively little resulting m that near the antinodes. For efficient 
damping, 1t is important that the shearing action m the viscoelastic material not 
be restrained (particularly at and near nodes) by structural interconnections, such 
as bolts. 

The loss factor TJ corresponding to a spatially sinusoidal deflection shape of 
such a three-component beam 1s related to the loss factor f3 of the viscoelastic 
matenal by29•30 

where 

X 

{3YX 
T/ = 1 + (2 + Y)X + (1 + Y)(l + f3 2)X2 

1 
y s 

(14.24) 

(14.25) 

Here subscnpts 1 and 3 refer to the structural components and 2 to the viscoelastic 
component; A;, and /; represent, respectively, the Young's modulus, cross
sectional area, and moment of inertia of component i; H13 denotes the distance 
between the neutral axes of the two structural components; and represents the 
shear modulus (real part) of the viscoelastic material, H2 the average thickness 
of the viscoelastic layer, and b its length as measured on a cross section through 
the beam. The wavenumber p of the spatially smusmdal beam deflection obeys 

(14.26) 

where;.., represents the bending wavelength and B denotes the flexural rigidity 
and µ, the mass per unit length of the composite beam. 

The structural parameter Y of three-component structures depends only on 
the geometry and Young's moduli of the two structural components, whereas the 
shear parameter X depends also on the properties of the viscoelastic layer and 
on the wavelength of the beam deflection. The shear parameter X is proportional 
to the square of the ratio of the beam flexural wavelength to the decay distance,34 

that 1s, the distance within which a local shear disturbance decays by a factor 
of e, where e ~ 2.72 denotes the base of natural logarithms; thus, X also is a 
measure of how well the viscoelastic layer couples the flexural mot10ns of the 
two structural components. 

The ( complex) flexural ngidity of a three-component beam 1s given by 

X* X(l - jfJ) (14.27) 

Its magnitude is B = I Bl. Thus, for small X, the flexural ngidity B of the compos
ite beam 1s equal to the sum of the flexural ng1dities of the structural components, 
that is, to the total flexural ng1dity that the two components exhibit if they are 
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not interconnected. For X » 1, however B approaches 1 + Y times the foregoing 
value, which is equal to the flexural ngidity of a beam with rigidly rnterconnected 
structural components 1 and 3. 

For a given value of /3 and Y, the loss factor 1/ of the composite beam takes 
on its greatest value, 

f3Y 
1/max = 2 + Y + 2/ Xopt 

at the optimum value of X, which is given by 

(14.28) 

(14.29) 

With the aid of these definitions, one may rewrite Eq. (14.24) m terms of the 
ratio R X/Xopt in the followmg form, wluch provides a convenient view of 
the damping behavior of three-component beams: 

1/ 

7/max 

2(1 + N)R 

1 +2NR +R2 N = (1 + ½Y)Xopt (14.30) 

Figure 14.12, which is based on Eqs. (14.28) and (14.29), shows how 7/max/ f3 
increases monotonically with Y, indicating the importance of selecting a config
uration with a large value of Y in the design of highly damped composite struc
tures.* Figure 14.13 approximate values of Y for some often encountered 

-·-" "11 

STRUCTURAL PARAMETER,Y 

F1GURE 14.12 Dependence of maximum loss factor 1/max of three-component beruns 
or plates on structural parameter Y and loss factor f, of viscoelastic material. 

• A shear-stiff, extens1onally soft "spacer" (e.g., honeycomb) inserted between the v1scoelast1c and 
one or both structural components can serve to mcrease H13 and, therefore, tbe value of Y. See 
Eq. (14.25). For a given deflection of the composite structure, a spacer increases the dampmg 
by increasmg tbe shear stram-and thus the energy storage and dissipat1on-rn tbe viscoelast1c 
component. 3o.34 
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3 
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F1GURE 14.13 Values of structural parameter Y for three-component beam and plate 
configuratmns with thin viscoelastic components and with structural components of the 
same matenal; viscoelastic component is shown cross-hatched. I, moment of inertia; A, 
cross-sectional area; r, radius of gyration; ll13, distance between neutral axes. 

configurations. Figure 14.14 shows how 11/TJmax varies ,vith X/ Xopt, mdicating 
the importance of making the operating value of X of a given design match Xopt 
as closely as possible in order to obtain a loss factor that approaches 7/max• 

If one knows the wavenumber p and the frequency associated with 
a given beam vibration, one may calculate the loss factor 17 of a composite 
beam srmply by substituting the beam parameters and the matenal properties 
at any frequency (and temperature) of interest into Eqs. (14.24) and (14.25) or 
(14.28)-(14.30). The latter set of equations is particularly useful for judging how 
far from the optimum a given configuration may be operating. 

If one knows only the frequency and not the wavenumber p corresponding to 
a beam vibration, one needs to use (14.26) to determine p. Substitution of B 
as calculated from Eq. (14.27) mto (14.26), followed by substitution of the 
result into the first of Eqs. (14.25), leads to a cubic equation in X. Although one 
may solve this numencally, it is often more converuent to detennine X by use 
of an iteration procedure like that indicated in Fig. 14.15. 

In contrast to the previously discussed two-component beam, the loss factor 
71 of a three-component beam does not depend pnmarily on the loss modulus 
(Le., on the product of the loss factor f3 and storage modulus E2 or G2) of the 
viscoelastic material. The loss factor of a three-component beam depends on /3 
and G2 separately, and the separate dependences must be taken into account in 
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FIGURE 14.14 Dependence of loss factor 1J of three-component beam or plate on shear 
parameter X [from (14.30)]. 

the design of such a beam. Design of a highly damped three-component beam 
structure requires (1) choice of a configuration witb a large structural parameter 
Y, (2) selection of a dampmg material witb a large loss factor f3 m tbe frequency 
and temperature range of interest, and (3) adjustment of tbe damping material 
thickness H2 and length b so as to make X calculated from Eq. (14.25) 
for tbe value of G2 applicable to the frequency and temperature of concern] 
approximately equal to Xopt [given by (14.29)]. The resulting design tben 
will have a loss factor approximately equal to 1Jmax as given by (14.28). 

The expected performance of any design should be checked for the frequency 
and temperature ranges of mterest by means of the procedure described m the 
previous paragraph. Note that a given design may be expected to perform opt1-
mally-tbat is, to have X under operating conditions approximately equal to 
Xopt-only m a limited range of frequencies and temperatures, witb reduced 
performance outside this range. 

Plates with Viscoelastic lnterlayers 

A strip of a plate consisting of a viscoelastic layer between two structural layers 
may be considered as a special case of a three-component beam. In a plate strip, 

CALCULATE Y from Eq.14.25 

DETERMINE p and G2 at 
FREQUENCY and TEMPERATURE of 

INTERE;ST from MATERIAL DATA 

FINO Xopt f~;m Eq. 14.29 

CALCULATE 8 from E;q. 14.27 

FIND 1/p2 from Eq. 14.26 

CALCULATE Nl:W X from Eq.14.25 

NO 

FIND 17from Eq. 14.24or 14.28-14.30 
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FIGURE 14.15 Iteration procedure for determmation of loss factor of three-component 
beams or plates for which wavelength is not known mitially. 

all components have rectangular cross sections of the same width; Eqs. (14.25) 
accordingly become 

X 
G2 

--S 
p2H2 

1 
y 

If, furthermore, + E3!, m Eq. (14.27) is replaced by t5.(E1Hf + 

(14.31) 

and if J.L in Eq. (14.26) is interpreted as tbe mass per unit surface area of 
plate, tben all of the foregomg discuss10n pertaming to beams also applies to 
plates. 
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15.1 INTRODUCTION 

The sound produced by unsteady gas flows and by mteractions of gas flows 
with solid obJects is called aerodynamic sound. The same flows often excite 
structural modes of vibration in surfaces bounding the flow and are then said. 
to generate structure-borne sound. Unwanted flow-generated sound, nmse, is a 
common by-product of most industrial processes. It also accompanies the opera
tion of ships, automobiles, aircraft, rockets, and so on, and can adversely affect 
structural stability and be an important source of fatigue. 

A practical understanding of the sources of aerodynanuc sound is necessary 
over the whole range of mean-flow Mach numbers, from the very lowest (0.01 
or less) associated with flows in air conditioning systems and underwater appli
cations to the high supersomc range occurring in Jet engmes and high-pressure 
valves. In subsonic flows, the sound may be attributed to three basic aerodynamic 
source types: monopole, dipole, and quadrupole. 1 

These fundamental source types are discussed m this chapter, together with a 
survey of noise mechamsms associated with turbulent jets, spoilers and airfoils, 
boundary layers and separated flow over wall cav1t1es, combustion, and valves. 

15.2 AEROACOUSTICAL SOURCE TYPES 

Aerodynamic Monopole 

Monopole radiat10n 1s produced by the unsteady introduction of mass or heat 
into a flmd. Typical examples are pulse Jets (where high-speed air is periodically 
ejected through a nozzle), turbulent flow over a small aperture m a large wall 

611 
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(where the flow induces pulsating motion in the aperture), unsteady combustion 
processes, and heat release from boundaries or from a pulsed laser beam. 

The radiation from a monopole source in an otherwise stationary fluid is equiv
alent to that produced by a pulsating sphere (Fig. 15.la). Both the amplitude and 
phase of the acoustical pressure are spherically symmetnc. When the monopole 
sound is generated by unsteady flow velocities, the dimensional relation between 
the radiated sound power and the flow parameters is 

pL2U4 
Wmonopole ex = pL2U3}d 

C 

where Wmonopole = radiated sound power, W 
p = mean speed of gas, kg/m3 

c = speed of sound in gas, mis 
U flow velocity m source region, mis 
L length scale of flow in source region, m 

M Mach number, U /c, dimensionless 

Aerodynamic Dipole 

(15.1) 

Dipole sources arise when unsteady flow interacts with surfaces or bodies, when 
the dipole strength is equal to the force on the body, or when there are signif
icant vanations of mean fluid density in the flow. This source type is found in 
compressors where turbulence impinge!n,n stators, rotor blades, and other con
trol surfaces. Similarly, the unsteady shedding of vorticity from solid objects, 

Source 

1ype 

C 

Quadrupole 

Radiation chorocter1stic 

180° phase difference 

Directivity 
pattern 

Redialed Difference 
power is 1n 
proportional radiation 
to efficiency 

FIGURE 15.1 Aeroacoustical source types and their dimensional properties in fluid of 
uniform mean density. See also Fig. 1.2. 
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such as telegraph wires, struts, and airfoils, generates "singmg" tones that are 
also attributable to dipole sources. Otµer examples include the noise generated 
by hot Jets exhausting into a cooler ambient medium and by the acceleration of 
temperature (or "entropy") inhomogeneities in a mean pressure gradient, as in a 
duct contraction. 

The dipole is eqmvalent to a pmr of equal monopole sources of opposite phase 
separated by a distance that is much smaller than the wavelength of the sound. 
Destructive mterference between the radiations from the monopoles reduces the 
efficiency with which sound is generated by the dipole relative to a monopole 
and produces a double-lobed, figure-eight radiation field shape proportional to 
the cosme of the angle measured from the dipole axis (Fig. 15.lb). In fluid of 
uniform mean density, the dimensional dependence of the aerodynannc dipole 
sound power is 

pL2U6 2 3 3 
wdipole ex = pL u M (15.2) 

This differs by a factor M2 from the power output of the monopole. In subsoruc 
flow (M < 1) the dipole is a less efficient source of sound. 

If the specific entropy or temperature of the flow in the source region is not 
uniform (e.g., in the shear layer of a hot Jet exhausting into a cooler ambient 
atmosphere), the density must also be variable. The relatively strong pressure 
fluctuations m the turbulent flow are then scattered by the density variations 
and produce sound of the dipole type. The dipole strength is proportional to 
the difference between the actual accelerat10n of the density inhomogeneity in 
the turbulent pressure field and that which it would have experienced had the 
density been uniform.2 The dimensional dependence of the corresponding sound 
power is 

(15.3) 

where ( 8 T / T) 2 1s the mean-square fractional temperature fluctuation. 

Aerodynamic Quadrupole 

Quadrupole radiation is produced by the Reynolds stresses in a turbulent gas in 
the absence of obstacles. These arise from the convection of flmd momentum 
by the unsteady flow. The Reynolds stress forces must occur in opposing pairs, 
smce the net momentum of the fluid 1s constant. Force pairs of this type are 
called quadrupoles and are equivalent to equal and opposite dipole sources (see 
Fig. 15.lc). 

Aerodynamic quadrupoles and entropy dipoles are the dominant source types 
m high-speed, subsonic, turbulent air jets. The quadrupole strength is larger where 
both the turbulence and mean velocity gradients are high, for example, in the 
turbulent mixing layer of a Jet. 
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The dimensional dependence of the radiated quadrupole sound power is 

pL2us 
quru:ttup,,le ex: = pL 2u3 M5 (15.4) 

This differs from the dipole power by a factor M 2
. At subsoruc speeds (M < 1), 

the quadrupole radiation efficiency is lower than that of the dipole because of 
the double cancellation illustrated m Fig. 15.lc. 

The monopole, dipole, and quadrupole sources decrease rn their respective 
radiation efficiencies for subsonic flows, but the dependencies of their radiated 
sound powers on flow velocity show the opposite trend, that 1s, the total radiated 
sound power varies as the fourth, sixth, and eighth powers of the flow speed U for 
monopole, dipole, and quadrupole sources, respectively. Thus, if the flow velocity 
is high enough, the radiation from the quadrupole sources may be the dominant 
source of sound even though the efficiency with which the sound 1s produced 1s 
small. This 1s usually the case for a jet engme at high subsonic exhaust velocities, 
although other mtemal sources caused by unsteady combustion or rough burning 
(predominantly monopole) or compressor noise (predorrunantly dipole) can also 
make a significant contribution to the total noise. 

The value of the constant of proport10nality for each type of source depends 
on both the sound-generating mechanism and the flow configuration. Thus, the 
constant for a singmg wire differs from that of an edge tone, although both 
anse from unsteady surface forces (dip.ole"'lsources). However, the proportionality 
relat10ns (15.1)-(15.4) can be used to estrrnate the mfluence on radiated sound 
power of changes in one or more of the source parameters. A twofold increase in 
the exhaust velocity U of a jet (quadrupole-type source) causes the sound power 
level to mcrease by 24 dB (eighth power of flow velocity), whereas a doubling 
of the exhaust nozzle area A (proportional to L2) increases the sound power 
level by only 3 dB. Because the thrust of a Jet engine 1s proportional to AU2 , the 
mcrease in radiated sound will be smaller if a doubling of the thrust is achieved 
by increasing the nozzle area by a factor of 2 rather than the exhaust velocity by 
a factor of 1.4. 

Aerodynamic Sources of Fractional Order 

The efficiency with which sound is produced by aerodynanuc dipole sources on 
surfaces whose dimensions greatly exceed the acoustical wavelength frequently 
differs from those implied by (15.2) and (15.3). For example, the net dipole 
strength associated with turbulent flow over a smooth, plane wall 1s zero: The 
radiat10n is the same as that generated by the quadrupole sources m the flow when 
the wall is regarded as a plane reflector of sound. Similarly, the net strength of the 
dipoles induced by turbulence near the of a large wedge-shaped body varies 
with angle v-being equivalent to that of a quadmpole when v = 180° (i.e., for 
a plane wall) and to a fractional multipole order ½ when v = 0 (knife edge). 
The latter case is important in estimating the leading and trailing edge noise of 
an arrfoil, where at high enough frequency the sound power 1s proportional to 
pLU3M 2 . 
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Influence of Source Motion 

The directional characteristics of the radiation from acoustical sources are chang
ed if the source moves relative to the fluid. Both the frequency and intensity of 
the sound are increased ahead of the source and decreased to its rear. It 1s usual 
to refer the observer to a coordinate system based on the source location at the 
time of emission of the received sound. 

For a monopole source of strength q(t) kilograms per second (equal to the 
product of the volume velocity and the fluid density) moving at constant speed 
U in the direction illustrated m Fig. 15.2, the acoustical pressure p m the far 
field is 

[ 
dq/dt ] 

Pmonopole = ± 4rrr(l _ Mfr)Z (15.5) 

where the square brackets denote evaluation at the time of eID1ssion of the sound, 
(r, cl>) are coordinates defimng the observer position relative to the source at the 
time of errussion of the sound, and the plus and rrunus is taken according 
as Mfr < I or Mfr > 1, where 

Mfr ( ~ ) cos <I> ( dimens10nless) 

The frequency of the received sound 1s f /(1 - Mfr), where f, per second, 
1s the frequency in a frame fixed relative to the source. The term 1/(1- Mfr) 
is called the Doppler factor. Its effect is to modify both the frequency and the 
amplitude of the acoustic field. 

For a unifornily translating dipole of strength f;(t) (newtons), which is eqmv
alent to an applied force in the i direction, and for a quadrupole T;j (t) (newtons
meters ), specified by directions i, j (and equivalent to a force pair applied to the 
flmd), the respective acoustical pressure fields become 

[ 
df,/dt ] 

Pdipole = ± 4rrcr(l M1,)2 

----Ut 

u SOURCE POSITION AT 
EMISSION OF SOUND 

___ ....,.. ___ _ 
SOURCE POSITION AT 
RECEPTION OF SOUND 

OBSERVER 

FIGURE 15.2 Coordinates defirnng the observer position at the time of emission of the 
received sound from a movmg source. 
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where fr, T,, denote the components of the dipole and quadrupole source 
strengths in the observer direction at the time of emission of the sound and 
the plus and minus sign 1s taken according as Mfr < I or Mtr > l. 

These expressions are valid for ideal, point sources moving at constant veloc
ity. The influence of source motion on real, aerodynamic sources 1s often much 
more complicated. For example, a pulsating sphere is a monopole source when 
at rest. In uniform translational motion, however, the radiation is amplified by 
a Doppler exponent of J mstead of the 2 of Eq. (15.5). This 1s because the 
monopole is augmented due to the motion by a dipole whose strength is pro
portional to the convection Mach number M f· The interaction of the volume 
pulsations with the mean flow over the sphere produces a net fluctuating force 
on the fluid. 

15.3 NOISE OF GAS JETS 

The sound generated by high-speed jets is usually associated with several different 
sources acting simultaneously. Jet mixing noise, caused by the turbulent mixing 
of the jet with the ambient medium, and for imperfectly expanded supersomc jets 
shock-associated noise, produced by the convection of turbulence through shock 
cells in the Jet, are the principal components of the radiation. The properties of 
sound sources m real Jets differ considerably from those of the idealized models 
described m Section 15.2. Sources locil:!ed within the •~et pipe" can also make 
a significant contribution to the noise. In ,ithe case of a gas turbme engine, the 
additional radiation mcludes combustion noise as well as tonal and broadband 
sound produced by interact10ns mvolving fans, compressors, and turbine systems. 
The followmg discuss10n 1s based on experimental data obtained and validated 
by several independent investigators and collated for prediction purposes by the 
Society of Automotive Engmeers. 3 Formulas are given for predicting the free-field 
radiation from a Jet in an ideal acoustical medium. In many applications it will 
be necessary to modify these predictions to account for atinosphenc attenuation 
and mterference caused by reflections from surfaces. 

Jet Mixing Noise 

Mixing noise is the most fundan1ental source of sound produced by a jet. The 
simplest free Jet is an air stream issuing from a large reservoir through a circular 
convergent nozzle (Fig. 15.3). The gas accelerates from near-zero velocity in the 
reservoir to a peak: velocity in the narrowest cross section of the nozzle. Some 
flow occurs at the nozzle exit when the pressure ratio po/ Ps exceeds 1.89, where 
Po 1s the steady reservoir pressure and Ps 1s the ambient pressure downstream of 
the nozzle. An increase above this cntical pressure ratio leads to the appearance 
of a shock cell structure downstream of the nozzle and "choking" of the flow 
unless the convergent part of the nozzle is followed by a divergent section in 
which the pressure decreases smoothly to Ps· 

For the idealized, shock-free jet, no mteraction is assumed between the gas 
flow and the solid boundaries. The n01se is produced entirely by turbulent mixing 

Reservoir 
pressure: 
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Ambient pressure Ps 

Nozzle diameter ON 

I 

core mixing 
region m woke of 
1et 

FIGURE 15.3 Subsonic turbulence-free Jet. 
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in the shear layer. The sources extend over a considerable distance downstream of 
the nozzle. The high-frequency components of n01se are generated predominantly 
close to the nozzle, where eddy sizes are small. Lower frequencies are radiated 
from sources further downstream where eddy sizes are much larger. The sources 
may be regarded as quadrupoles, whose strength and directivity are modified 
by the influences of nonuniform fluid density (temperature) and convection by 
the flow. 

The total radiated sound power W in watts of the mixing noise may be 
expressed in terms of the mechanical stream power of the jet, equal to 

where m 
u 

I U2 W mech stream = 2 m 

mass flow of gas, kg/s 
fully expanded mean Jet velocity, mis 

(15.7) 

The dependence of W J½mU2 on Jet Mach number M U /c and density 
ratio pi/ Ps, where c is the ambient sound speed and p j, Ps are respectively the 
densities (in kilograms per cubic meter) of the fully expanded Jet and the ambient 
atmosphere, is illustrated in Fig. 15.4. For M < 1.05 the sound power increases 
as p j / Ps decreases (i.e., as the Jet temperature mcreases) and decreases at higher 
Mach numbers. When M < I, W may be estimated from 

W 4 X 10-s(pj/Ps)<w-I)M4.5 

Wmech stream (1 Mz)2 
(15.8) 

where Mc = 0.62U / c and w is the jet density exponent given by4 

w 
0.6+ M 3•5 

3M3.s 
1 (15.9) 

Equation (15.9) is applicable for M greater than about 0.35, including the super
sonic region and is also used m the formulas given below. 
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FIGURE 15.4 Ten times the logarithm of the ratio of acoustical power of jet muung 
noise to mechanical stream power as a function of the fully expanded jet Mach number 
M U /c for different values of p j / Ps. 

The overall sound pressure level (OASPL) at any point m space 1s defined as 

OASPL 20 X log10 Prms 
20 µ,Pa 

dB (15.10) 

where Prms is therms sound pressure in pascals (newtons per square meter) (see 
Chapter 2). Source convection and refraction in the shear layers causes the sound 
field to be directive, the maximum noise bemg radiated in directmns mclined at 
angles 0 to the Jet axis between about 30° and 45° 

Typical field directivities at a fixed observer distance for an air Jet at three 
different Jet Mach numbers M U /c are shown m Fig. 15.5. The curves give 
the variation of OASPL(0) OASPL(90°), the sound pressure level relative to 
its value at 0 = 90°, and are approximated by the formula 

OASPL(0) = OASPL(90°) - 30 x log [ 1 Mc cos0 ] 
(1 + M;)l/5 

- 1.67 x log [1 + (40 -6 0') 1 6] 10 .:, - + 4 X lQ-

where Mc = 0.62U le 
01 0.26(180 - 0)M0•1, degrees 

(15.11) 

The final term on the right of (15.11) 1s negligible unless 0 < 180° - 150° / 
M 0•1, that 1s, except m directions close to the Jet axis. 
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FIGURE 15.5 Direct1v1ty of jet ID1xing noise. 
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At 0 = 90° the overall sound pressure level of jet nuxmg n01se can be calcu
lated from the formula 

OASPL = 139.5 + 10 x log A + 10 x log [ (;:AY (:~) w] 

1 M7.5 ) 

+ 10 x log ( 1 - 0.1M25 + 0.0l5M4·5 

where A = fully expanded Jet area, = ¼n D1 for a subsomc Jet, 
DN = nozzle exit diameter, m 

R distance from center of nozzle exit, m 
PISA = mternational standard atmospheric pressure at sea 

level,= 10.13 µPa 

(15.12) 

The dependence of OASPL(90") - 10 x log(A/ R2) on jet Mach number M and 
density ratio Pi/ Ps 1s illustrated m Fig. 15.6. 

The sound-pressure-level (SPL) frequency spectrum of Jet mixing noise is 
broadband and peaks at a frequency f = Jp that is a function of the radiation 
direction 0, Jet Mach number M, and temperature ratio Ti/Ts, where T1 (in 
kelvin) is the fully expanded jet temperature and Ts (kelvm) is the ambient gas 
temperature. The spectrum has a broad peak that occurs m the range 0.3 < S < 
1, where 

S= u (15.13) 

is the Strouhal number (dimensionless), tabulated in Table 15.1 for 0 ::::: 50° 
and for different values of T1 / T,. For practical purposes the difference t:,. = 
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FIGURE 15.6 Overall sound pressure level at 0 90°. 

TABLE 15.1 Values of Strouhal Number and A(·) for Different Values of 'I'j/Ts'' 

T1/Ts 0 = 50° 0 =60° 0 =70° 0 = 80° 0 > 90° 

1 0.7 (11 dB) 0.8 (11 dB) 0.8 (11 dB) 1.0 0.9 
2 0.5 (10 dB) 0.4 (10 <lBL ... 0.6 (11 dB) 0.5 0.6 
3 0.3 (9 dB) 0.4 (10 dB) ~ 0.4 (10 dB) 0.4 0.5 

0 Strouhal number S = f D N j U at the peak of the one-third-octave-band spectrum of jet mix:mg noise 
for U /c ::S 2.5 (left columns); ti= OASPL- SPLpea1< ~ 11 dB for all 0 "= 80° except as indicated 
in parentheses (right columns). 

OASPL - SPLpeak between the peak of the one-tlnrd-octave-band spectrum and 
the overall SPL at the same value of 0 may be taken to be 11 dB except as 
mdicated in the table. 

Figure 15.7 shows a typical relative one-third-octave-band SPL spectrum 
SPL(f) - OASPL for Pj = Ps and angles 0:.:: 90°. The characteristic shape is 
the same for all temperatures and angles, although there is significant dependence 
on temperature and Mach number when 0 1s smaller than about 50° and f > Jp 
when refraction of sound by the jet shear layer becomes important. For subsomc 
Jets, the spectrum varies roughly as f 3 at low frequencies and decays like 1/ f 
for f > fr 

Figures 15.4-15.7 and Table 15.1, supplemented when necessary by 
Eqs. (15.8) and (15.9), comprise a general procedure for estimating the SPL, 
directivity, and spectrum of Jet m1xmg noise. 

Example 15.1. Find the total jet mixrng noise sound-power- and sound
pressure-level spectrum at 60° from the jet axis and 3 m from the nozzle of a 
0.03-m-diameter air jet. The Jet exhausts into ambient arr (15°C, Ps = 10.13 uPa, 
Ps 1.225 kg/m3) at sonic (U / c = 1) exit velocity, that is, 340 mis. 
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log [f/fp] 

F1GURE 15.7 One-third-octave-band SPL - OASPL (dB) for radiation directions 
0 c".: 90° and Pi Ps• 

Solution The mechanical stream power ½mU2 1s 1.70 x 104 W. The ratios 
PJ!Ps and U/c are unity. Therefore, from Fig. 15.3 [or Eqs. (15.8) and (15.9)] 
the ratio of sound power to mechanical stream power is 1. 0 x 10-4 The resulting 
overall sound power is 1.7 W. From Fig. 15.6 [or Eq. (15.12)) the OASPL at 90° 
to the Jet axis and R 3 mis 98.8 dB re 20 µPa. From Eq. (15.11) the OASPL 
at 60° to the jet axis and R 3 mis 103.5 dB, and the peak Strauhal number 1s 
0.8. The one-tlnrd-octave-band SPL spectrum 1s found from Fig. 15.6 by adding 
103.5 dB to the ordinate with t,,. = 11 dB (from Table 15.1). 

Realistic jets exhausting from pipes and engine nozzles do not provide smooth, 
low-turbulence entrainment of flow but rather flow that has been disturbed or 
spoiled before leaving the nozzle. In this case, the above procedure 1s not valid 
unless the Jet velocity U exceeds about 100 mis. Below this speed major portions 
of the aerodynamically generated noise emanate from mternal sources. 

Noise of Imperfectly Expanded Jets 

Supersonic, underexpanded, or "choked" jets contain shock cells through which 
the flow repeatedly expands and contracts (see inset to Fig. 15.8). Seven or more 
distinct cells are often visible extending up to 10 jet diameters downstream of the 
nozzle. They are responsible for two additional components of Jet noise: screech 
tones and broadband shock-associated noise. Screech 1s produced by a feedback 
mechamsm in which a disturbance convected in the shear layer generates sound as 
it traverses the standing system of shock waves. The sound propagates upstream 
through the ambient atmosphere and causes the release of a new flow disturbance 
at the nozzle exit. This 1s amplified as it convects downstream, and the feedback 
loop is completed when lt encounters the shocks. A notable feature of the screech 
tones is that the frequencies are independent of the radiation direction, the funda
mental occumng at approximately f Uc/L(l + Mc), where Mc Ucfc, Uc 1s 
the convection velocity of the disturbance rn the shear layer, L is the axial length 
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FIGURE 15.8 Jet n01se spectra for shock-free and underexpanded jets at 0 = 90°, 
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of the first shock cell. and c is the ambient speed of sound. Although screech 
is often present in model-scale expenments and can be important for choked Jet 
engines, it is usually easy to eliminate by mmor modifications to nozzle design, 
for example, by notching. 

In practice, it 1s the broadband, shock-associated noise that is important for 
supersomc Jet engines. It can be suppressed by proper nozzle design, but it is 
always present for a convergent nozzle. The dommant frequencies are usually 
higher than the screech tones and can range over several octave bands. For predic
tive purposes it is permissible to estimate separately·the respective contributions 
of mixing noise and shock-associated noise to the overall sound power generated 
by the Jet. The rruxing noise predictions are the same as for a shock-free jet. 

The overall SPL of shock-associated n01se is approximately independent of 
the radiation direction and may be estimated from 

OASPL Co+ 10 x log 
13nA 

n ~ {: (/3 < 1) 
T; 

< 1.1 } (15.14) Co= 156.5 (dB) Ts 
(/3 > 1) 

Co= 158.5 (dB) {: (/3 < 1) 
> 1.1 l n Ts 

(/3 > 1) 

where T1 = total (reservoir) Jet temperature, K 
Ts = total ambient temperature, K 

/3 ✓MJ-1 
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M1 fully (ideally) expanded jet Mach number, based on sound speed 
mJet 

The shock-associated noise spectrum exhibits a well-defined peak m the vicin
ity of 

Mc cos 0) 
(15.15) 

where the convection velocity Uc meters per secqnd is equal to 0.7U and 0 is 
measured from the jet axis. When T1 / T, > 1.1, the one-third-octave-band SPL 
(re 20 µ,Pa) 1s given by 

SPL 
{3nA 

143.5 + 10 x log - 16.13 x log + 0.0960-0
•
74

) 

where C(o-) = 0.8 0.2 x log10 (2.239/o-0
•
2146 + 0.09870-275

) 

a= 6.91f3DNf/c, dimensionless 
c ambient speed of sound, mis 

Ns 8 (number of shocks) 
qij = (1.7ic/U){l + 0.06[] + + l)]}[l - 0.7(U/c) cos0] 

(15.16) 

and n is defined as m (15.14). In the case of a "cold jet," for which Tj/Ts < 1.1, 
the predict10n (15.16) should be reduced by 2 dB. 

The prediction procedure for shock-associated noise 1s applicable over all 
angles 0 where shock cell n01se is important (say, 0 > 50°). When used in 
conJunction with the predict10n procedure for Jet mixing noise, the one-third
octave-band sound pressure spectrum for the overall jet n01se may be estimated 
by adding the respective contributions to each frequency band of the mean-square 
acoustical pressures of the mixing noise and the shock-associated noise. The 
influence of shock-associated nmse is illustrated in Fig. 15.8, which compares 
the spectrum of the jet mixing noise of a fully expanded, shock-free supersomc 
jet from a convergent-divergent nozzle at the same pressure ratio. In the latter 
case the spectral peak occurs at the frequency fp given by Eq. (15.15). 
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Flight Effects 

The noise generated by a jet engine in flight is modified because of the joint 
effects of Doppler amplifications (discussed in Section 15.2) and the reduction 
m mean shear between the Jet flow and its environment. From an extensive series 
of experimental studies3 empmcal formulas have been developed to predict the 
SPL in flight m terms of the corresponding static levels. 

In the Mach number range of 1.1 < M < 1.95 Jet mixing noise OASPL(0)ftight 
is related to OASPL(0)static by 

[( 
U )m(0) ] 

OASPL(0)llight = OASPL(0)static - 10 x log U _ VJ (1 - MJ cos <t>) 

m(e) [ (10 ~~!125 )

1 

+ -[3_1_+_1_8_.5_M ____ o_.3_7_M_)_0_]7 r!/? 

(15.17) 
where 0 = angle between jet axis and observer at retarded time of eID1ssion 

of sound, degrees 
<I> angle between flight direction and observer direction at retarded 

time of emission of sound, defined in Fig. 15.2 
U fully expanded jet velocity (relative to nozzle), mis 

VJ aircraft flight speed, m/S""•·,$ 

MJ = flight Mach number relative to sound speed m air'. VJ/c 

The formula 1s applicable for 20° < 0 < 160°. For M < 1.1 and M > 1.95, the 
relative velocity exponent m(0) should be taken to be given by the above formula 
at M = 1.1, 1.95, respectively. 

Estimates of the one-third-octave-band SPL spectrum in flight can be made by 
using Fig. 15.6 with the OASPL deterID1ned by (15.17) and the Strouhal number 
f D N / U replaced by that based on the jet velocity: f DN / (U - V1). 

For shock-associated noise the influence of flight on both the spectrum and 
the OASPL is approximately given by 

SPLflight = SPLstahc 40 log x (1 M. J cos <fl) (15.18) 

15.4 COMBUSTION NOISE OF GAS TURBINE ENGINES 

Jet mixing noise and shock-associated noise of high-speed jet engines are the 
result of sources m the flow downstream of the nozzle. Their importance has 
progressively dirnirushed in recent years with the mtroduction of large-diameter, 
high-bypass-ratio turbofan engines with much reduced mass efflux velocities. 
In consequence, greater attention has been given to n01se generated within the 
engine (termed core noise), which tends to be predommant at frequencies less 
than 1 kHz. Combustion processes are a significant component of core n01se, 
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both directly in the form of thermal monopole sources and indirectly through the 
creation of temperature and density mhomogeneities ("entropy spots"), which 
behave as dipole sources when accelerated in nonunifonn flow. 

The noise prediction scheme outlined below 1s based on an analysis of com
bustion noise of turbojet, turboshaft, and turbofan engines as well as model-scale 
data3 . Annular, can-type, and "hybrid" combusters were all mcluded m the val
uation studies. 

The overall sound power level (OAPWL, m decibels) 1s a funcuon of the 
operating condiuons of the combuster and the turbine temperature extraction and 
may be estimated from the equation 

mc2 (!:::.T/Tr)(PJ/prsA) 
OAPWL = -60.5 + 10 x log TI + 20 x log [(!:::.T) ;t ]2 

ref ref s 

where m = combuster mass flow rate, kg/s 
P1 = combuster rnlet total pressure, Pa 

!:::.T = combuster total temperature rise, K 

(15.19) 

(!:::.T)ref = reference total temperature extraction by engrne turbines at 
maximum takeoff conditions, K 

T1 = mlet total temperature, K . 
T, = sea-level atmospheric temperature, 288.15 K 

I1ref reference power, 10-12 W 
PrsA = sea-level atmospheric pressure, 

10.13 kPa = 1.013 x 104 N/m2 

c sea-level speed of sound, 340.3 mis 

This formula 1s expected to yield predictions that are accurate to within ±5 dB. 
The one-third-octave-band power level spectrum PWL(f) is given m terms of 

the OAPWL by 

PWL(f) OAPWL - 16 x log[(0.003037 f)1.sso9 + (0.002051!)-1.8168] dB 
(15.20) 

where f is frequency (in hertz) and the formula is applicable for 100 Hz :'S f :'S 
2000 Hz. The spectrum 1s essentially symmetric about a peak at f 400 Hz 
(Fig. 15.9). In applications where the observed peak frequency fp differs slightly 
from this value, the spectrum in the figure should be shifted, retaining its shape, 
so that the peak comcides with observation. In (15.20), f would be replaced by 
400f /fp-

The one-third-octave-band sound power pressure spectrum may now be deter-
mined from the formula 

SPL = -10.8 + PWL(f) - 20 x log R 

[ 
1 10(4.333-0.1150)] 

- 2.5 x log (lQ(l.633-0.05670) + 10(19.43-0.2330))0.4 + 
(15.21) 
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FIGURE 15.9 One-third-octave-band frequency power level spectrum of combuster 
noise. 

where 0 = angle from Jet exhaust axis, degrees 
R observer distance, m 

The peak radiation is predicted by (15.21) to occur at 0 ~ 60°, although at very 
low frequencies (:.::200 Hz) the peak may be shifted slightly toward the Jet axis. 

For an aircraft in flight at speed VJ, the modification of the predicted SPL 
may be estimated from Eq. (15.18). 

15.5 TURBULENT BOUNDARY LAYER NOISE 

The mtense pressure fluctuations that can occur beneath a turbulent boundary 
layer are a source of sound and structural vibrations. The sound is produced 
directly by aerodynarrnc sources within the flow and indirectly by the diffraction 
at discontinUitles m the wall (e.g., comers, ribs, support struts) of structural modes 
excited by the boundary layer pressures. 

The pressure developed beneath a boundary layer on a hard wall is called the 
blocked pressure and is twice the pressure that a nominally identical flow would 
produce if the wall were absent. The rrns wall pressure Prms (in pascals) of the 
turbulent boundary layer can be estimated by5 

Prms * a 
~ ~ 0'8 = -----------
q ½O + Tw/T) + 0.I(y - l)M2 

(15.22) 

TURBULENT BOUNDARY LAYER NOISE 627 

where a 0.006, dimensionless 
q = local dynamic pressure,= ½pU2 , Pa 
p = fluid density at outer edge of boundary layer, kg/m3 

U free-streani velocity at outer edge of boundary layer, mis 
M = free-streani Mach number, U /c, dimensionless 

c = speed of sound at outer edge of boundary layer, mis 
T temperature at outer edge of boundary layer, K 

Tw temperature of the wall, K 
y = ratio of specific heats of gas, dimensionless 

The quantity a = (Prms/ q )incompressible, and Eq. (15.22) represents a mapping from 
an mcompressible flow to the compressible state by means of the compressibil
ity factor, e* Recent measurements6 suggest that the currently accepted value 
a 0.006 may be too low and that a better approxm1atmn 1s c; = 0.01. 

In many applications wall pressure ffqctuations are substantially higher if the 
flow separates. For exaniple, when separation occurs at the compression comer 
at a ramp or at an expansion comer, the rms wall pressure can typically exceed 
2% of the local dynainic pressure q. 

The structural response of a flexible wall to forcing by the boundary layer 
depends on both the temporal and spatial characterisucs of the pressure fluctu
ations. When the wall is locally plane, these can be expressed in terms of the 
wall pressure wavenumber-frequency spectrum P(k, w). This 1s the two-sided 
Founer transform (l/2rc)3 J~

00 
Rpp(x1, x3, t) exp[-i (k x eut)] dx1 dx3 dt of 

the space-time correlation function of the wall pressure Rpp• By convention, 
coordinate axes (x1, x2 , x3) are taken with x 1, x3 parallel and transverse to the 
mean flow, respectively, x2 measured outward of the wall, and the wavenumber 
k (k1, k3) (in reciprocal meters) has components parallel to the x1, x3 axes 
only. The principal properties of the blocked-pressure spectrum P0(k, eu), say, 
are understood ouly for low-Mach-number flows (M « 1). 

Wall Pressure Spectrum at Low Mach Number 

Here, P0(k, eu) 1s an even function of w, and its general features are shown in 
Fig. 15.107 for 0 > 0 The strongest pressure fluctuations are produced by eddies 
m the convective ridge of the wavenumber plane that convect along the wall at 
about 70% of the free-stream velocity. The region k = lkl < w/c (c = speed of 
sound, m meters per second) is called the acoustical domain, and ko = w / c is the 
acoustical wavenumber. The adjacent subconvective domam (ko < k << w/ Uc) 
is important to deterrn.imng the structural response of the wall to forcing by the 
turbulence pressures. In these regions 10 x log[Po(k, eu)] 1s typically 30-60 dB 
below the levels m the convective domain. 

Pressure fluctuations m the acoustical domain correspond to sound waves m the 
fluid. When the wall 1s smooth and flat, the generation of sound is dominated by 
quadrupole sources in the flow,7 and the acoustical pressure frequency spectrum 
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FIGURE 15.10 Turbulent boundary layer wall pressure spectrum at low Mach number 
for w8/U » 1, where 8 is the boundary layer thickness (m). 
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FIGURE 15.11 Coordinates defining the radiation of sound from a region of the wall 
of area A, 
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of sound produced by a fixed area of the wall (Fig. 15.11) is 

cos2 0P0 (k0 sin 0 cos (/J, ko sin 0 sin¢, w) (15.23) 

where OASPL 10 x log [ft ct>(w) dw/(20 µ,Pa) 2], dB 
A = area of wall region, m2 

R = observer distance from center of A, m 
(0, ¢) = polar angles of observer defined in Fig. 115.11 

Chase8 has proposed the following representation of the blocked-pressure 
spectrum that is applicable over the whole range of wavenumbers and 
is based on an empirical fit to experimental data in the convective and 
subconvective domains: 

WO 
-> 1 u 

where 8 = boundary layer thickness (distance from wall at which 
mean-flow velocity is equal to 0.99U), rn 

p = mean fluid density, kg/m3 

v* = friction velocity, R:; 0.035U, mis 
Uc;:,,; 0.7U, mis 
U mamstream velocity at outer edge of boundary layer, mis 
w = radian frequency,= rad/s 

k+ = J(w - Uck1)2 /9v~ + k2, m-1 

fJ ;:,,; 0.1, dimensionless 

(15.24) 

The first term in the curly brackets deterrnmes the behavior near the convective 
ndge and the second the low-wavenumber and acoustical domains. The numerical 
coefficient fJ controls the height of the spectral peak (Fig. 15.10) at the boundary 
k = ko of the acoustical domain and determines the intensity of the sound waves 
propagating parallel to the plane of the wall. 

Example 15.2. Estimate the frequency spectrum '1.l(w) of the power dissipated 
by flexural motion of a plane wall when the wall is excited by a low-Mach
number turbulent flow over a region of area A whose normal impedance Z(k, cu) 
(kg/m2 

• s) is independent of the orientaoon of k. 

Solution The impedance satisfies Z(k, w) -p(k, w)/v2 (k, w), where p and 
v2, respectively, denote the Fourier components of the pressure and normal veloc
ity on the wall. Let Z = R iX, where R and X are the resistive and reactive 
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components of the 1mpedance, respectively. The total power delivered to the 
flexural motions 1s equal to ft '1t(w) dw, where 

The flexural-mode wavenumbers are the roots k = kn, n I, 2. 3, ... , of 

X(k,co)+pw/Jk2-k5 0. In practice, these usnally lie in the low
wavenumber region where Po(k, w) P0(k, w), so that, when R « X and Z 
1s a function of k = k and co only, 

When the wall consists of a vacuum-backed, thin elastic plate of bending stiffness 
B (kg• m2 /s2), mass density m (kg/ni2) per unit area, and negligible damping 
R 0, we have X = -(Bk4 - mco2)/w, and there is only one flexural mode that 
occurs at k k* > lko I such that 

4rr2 Aw(k2 - k2)Po(k*, co) 

* * mw
2 

'11 (co) 

where k* is the positive root of Bk4 

- mw2 pco2

; /i:2 - k5 0. Numencal 
estimates may be made by substituting for Po(k*, w) from (15.24). 

15.6 NOISE FROM FLUID FLOW IN PIPES 

Pipmg system noise typically comes mainly from control valves Section 
15.11) and high-speeds machines (see Chapter 18). However, under some cir
cumstances the noise induced by flow through milder discontinuities (bends, 
tees, swags, and other components) may be significant. Here we describe an 
approximate approach for estimating this type of flow-mduced noise. 

Pressure fluctuations in the turbulent boundary layer drive the wall of the pipe, 
causing it to radiate sound. As described in Section 15.5, the structural response of 
a flexible wall to forcmg by the boundary layer depends m a complex manner on 
both the temporal and spatial characteristics of the pressure fluctuations. Seebold9 

suggested the following approximate method for estJmating the noise produced 
by fluid flow in p1pmg systems. The method estimates the noise that results 
from boundary layer pressure fluctuat10ns in fully developed turbulent flow m 
uninterrupted straight pipes10 and then applies a loss factor correction for local 
discontinuities. Th1s loss factor correction is based on the notion that the sound 
power radiated at a discontinuity is approximately proportional to the square of 
the pressure drop f,,p there and can therefore be related to the pressure head loss 
factor K, where f,,p = K(½pU2). 

SPOILER NOISE 631 

The sound pressure level at a distance of 1 m from the pipe m the octave band 
centered on frequency fc is approximated by 

SPL -3.5 + 40 log U + 20 log p + 20 log K 

[ t ( 1.83)] [fc ( fc)J - 10 log D 1 + D 5 log fr l - fr + f,,L<fc) 

(15.25) 
where U = gas flow velocity, mis 

p = fluid density, kg/m3 

t = pipe wall thickness, m 
D ms1de diameter of pipe, m 
fc octave-band center frequency, Hz 
fr = ring frequency of pipe, Hz; 1608 / D for steel 
K = total loss factor per 10-diameter pipe section, dimensionless 

The spectral correction f,,L(fc) depends on the ratio of the octave-band center 
frequency le to the Strouhal frequency of the pipe flow, lP = 0.2U / D, as11 

10.4 + 11.4 log fc for 
fc 

lp lp < 0.5 

7 for 0.5 :S ;; < 5 
1:!.L (15.26) 

14 10 log for 5 < le < 12 
- lp 

41.9 - 36.1 log fc 
Jp 

for le 
Jp 

0.5 

When employing (15.25), the pipmg system should be thought of as bemg 
composed of segments 10 diameters in length. The total loss factor K is deter
mined by adding the mdividual loss factors K, for the flow fittings and elements 
present within each IO-diameter segment of pipe. This total loss factor is then 
entered in Eq. (15.25) to estimate the flow noise emanating from that segment 
(at a distance of 1 m from the pipe wall). Loss factors for various pipmg compo
nents are provided in Table 15.2. For example, the loss factor for a straight pipe 
is taken to be 0.12 velocity heads per IO-diameter segment. On the other hand, 
a IO-diameter-long segment of piping containing an expander (1.5 • 1), an elbow 
(90°. R/ D 1.5), and a tee (flow-through run) would have a total loss factor of 
approximately 1, K ~ 0.1 + 0.33 + 0.5 ~ L 

15.7 SPOILER NOISE 

The term spoiler noise is used to characterize the n01se produced by an obstacle 
or other obstruction that spans a duct carrying a mean flow. We shall discuss the 
case of air flowing in a duct or pipe that may be regarded as "semi-infinite" when 
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TABLE 15.2 Pressure Head Loss Factors" K 
Straight p1pes (10-diameter- 0.121 
long segment) 

i 

45° Elbow Screwed ·0.42 • Welded, R/ D = 1 I 0.29 
i 

Welded, R/D 1.5 ! 0.21 

90° Elbow Screwed 0.92 Welded. R/ D = 1 0.45 Welded, R/D 1.5 0.33 

180° Elbow Screwed 2.00 Welded, R/D 1 0.60 Welded, R/D = 1.5 0.43 

Tees Thru branch 1.80 Thru run 0.50 
(screwed) 

Tees . Thru branch 1.40 Thru run 0.40 
(welded) 

! 

Reducer D2/D1 = 0.3 0.25 D2/D1 = 0.5 0.17 i D2/D1 = 0.7 0.07 

: 
Expander D2/D1 = 3 0.80 D2/D1 = 2 0.56 D2/D1 = 1.25 0.10 

Sudden D2/D1 0.1 0.48 D2/D1 =0.33 0.41 D2/D1 0.8 : 0.12 
Contraction 

Sudden D2/D1=10 0.98 D2/D1 = 3 0.79 D2/D1 1.25 0.12 
Expans10n 

I "'""--··,:.) 

0 After Ref. 9. 

1t is desired to estimate the acoustical radiation from the open end. A spoiler
noise-generating system 1s shown schematically in Fig. 15.12. In practice, the 
spoiler may be a strut, stringer, guide vane, or other flow control device. The 
nominally steady mean flow exerts unsteady lift and drag forces on the spoiler, 
winch accordingly behaves as an acoustical source of dipole type. 

The following idealizations will be made: 

1. The spoiler can be of arbitrary shape, but its cross-flow dimensions are 
small relative to the pipe cross section. Tins ensures that the flow speeds 
near the spoiler are not significantly greater than the pipe mean flow speed 
and therefore that turbulence mixing noise (quadrupole) can be neglected. 
Thus, the case of a valve, winch produces a severe throttling of the flow, 
is excluded (see Section 15.11). 

2. The peak frequency of the noise spectrum is below the "cutoff' frequency 
fco of the pipe, winch 1s given by 

= { 0.293c/r 
0.5c/w 

Hz ( circular pipe) } 
Hz (rectangular pipe) 

(15.27) 

Hord-walled pipe 
or duct 

Toto! pressure drop D.P .-· 
! 
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FIGURE 15.12 Flow spoiler system. The sound power is generated by the unsteady 
drag force on the spoiler and radiateJi from the open end of the pipe. 

where c sound speed, mis 
r = radius of crrcular pipe, m 

w = largest trans.verse dimension of rectangular pipe, m 

If tins condition is not fulfilled, the propagated sound power near and above 
the peak frequency (which determines most of the overall sound power) will be 
mfluenced by transverse modes of the pipe. 

3. The pipe wall is acoustically The fluctuating lift forces on the spoiler 
are then canceled by images m the wall, and sound is produced solely by 
the unsteady drag, winch corresponds to an acoustical dipole whose axis 
is parallel to the mean flow. A low-noise spoiler system should therefore 
use bodies- of low drag, such as airfoils, rather than grids or other oddly 
shaped bodies. 

For several elementary flow spoiler configurations, such as the one shown in 
Fig. 15.12, the fluctuating drag is directly proportional to the steady-state d7:ag 
experienced by the body. This depends on the pressure drop fl P across the spoiler 
(as measured by an upstream and a downstream total-pressure prob

0
e), and the 

broadband noise radiated from the open end of the pipe 1s given byL 

(15.28) 

where WoA = overall radiated sound power, W 
k = constant of proportionality, dimensionless 
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t,p total pressure drop across spoiler, Pa 
DP pipe diameter, m 

p = atmospheric density, kg/m3 

c = atmosphenc sound speed, mis 

Specific mformation about spoiler geometry is absent from (15.28) but is 
implicit in the pressure drop t,p. From a vanety of expenmental spoiler config
urations the constant k is found to be about 2.5 x 10-4 for air. 

Equat10n (15.28) determmes the broadband sound power. It should strictly be 
regarded as a lower bound that is applicable only if there are no discrete-frequency 
components of the noise. These are present in certain conditions excitation 
of edge tones) and may well stand out against the broadband levels. When such 
a mechanism has been identified, the discrete tones can usually be elimmated or 
controlled by detuning or rounding off sharp comers or edges or cutting feedback 
paths by treating reflecting surfaces with sound-absorbent materials. 

The frequency spectrum measured outside the pipe for the noise generated by the 
spoiler exhibits a haystack structure (Fig. 15.13) with a peak frequency given by 

Hz (15.29) 

where Uc = constricted flow speed, mis 
d = projected width of spoiler, m 
b = constant that equals 0.2 for pressure differences t,p of the order 

4000 Pa and 0.5 for t,p of the order of 40,000 Pa 

The constricted flow speed uc for cold air is given in Table 15.3 as a funct10n of 
t, P. Values in between those in the table can be interpolated. 

Example 15.3. Find the sound-power-level spectrum of n01se produced by 
a spoiler consistmg of a flat plate of width 2 cm stretching across a circular 
pipe of mternal diameter DP = 5 cm. The pressure drop across the spoiler is 
t:,.p = 10,000 Pa. 

Frequency, Hz 

:FIGURE 15.13 Generalized octave-band spectrum for in-pipe-generated spoiler noise 
referenced to the total power radiated from the open end and the peak frequency. 

GRID OR GRILLE NOISE 

TABLE 15.3 Constricted Flow Speed Uc for Cold 
Air as Function of Pressure Drop 

D,.P, Pa 2500 5000 10,000 20,000 30,000 40,000 
Uc, mJs 63 90 124 173 209 238 

635 

Solution From Eq. (15.28) the total sound power Lw ~ 101 dB re 10-12 W. 
When t,p = 10,000 Pa, the peak frequency of the spectrum can be expected to 
be at fp ""'0.35uc/d. 

From Table 15.3, we find Uc 124 mis; hence f p ~ 2170 Hz. The sound 
power spectrum in octave bands is obtamed form Fig. 15.13 with 101 dB added 
to the ordinate. 

15.8 GRID OR GRILLE NOISE 

The charactenstics of n01se produced by flow through gnds, grilles, diffusers, 
guide vanes, or porous plates, which often terminate air conditioning ducts, are 
similar to those of spoiler-generated sound. The principal differences are that 
(1) the grid is located at the open end of the duct, (2) the duct cross-sectional 
area is typically quite large (say, 0.04-1 m2), and (3) the velocity of the air in 
the duct is usually small, rarely exceeding 30 mis. The speed of the "air Jets" 
exhausting from the individual arr passages (or orifices) in a diffuser is generally 
low enough ( <100 mis) that Jet mixing noise can be neglected. The dominant 
sound source is of dipole type and is associated with the mteraction of the flow 
with the diffuser elements (e.g., gmde vanes). 

When a duct is terminated by a grid of circular rods (Fig. 15.14a), penodic 
shedding of vortices can occur, producing a fluctuating lift force on each rod 
and an associated tonal component of the radiated sound. This source is a dipole 
(whose axis is parallel to the lift direction) and is m addition to the drag dipole. 
The frequency of the tone is given approximately by 

f (15.30) 

where u = mean flow speed, mis 
DR diameter of rods, m 

Tonal oscillations produced by. a feedback mec.lianism can also anse when the 
duct termmation consists of a plate perforated with sharp-edged circular cylin
dtical apertures (Fig. 15.14b). 

In general, however, the noise produced by typical air conditioner gnds is 
almost always broadband and of conventional dipole character, with the sound 
power varying as the sixth power of the velocity. As m the case of spoiler norne, 
the overall sound power can be related to the pressure drop t,p across the grid, 



Idaho Power/1206 
Ellenbogen/333

636 NOISE OF GAS FLOWS 

(al 

{b) 

FIGURE 15.14 Special cases of duct tenmnations: (a) circular rods; (b) sharp-edge cir
cular cylindrical holes. 

mdependently of the specific grid geometry. To do this, we mtroduce the pressure 
drop coefficient 

(15.31) 

where p density of air. kg/m3 

u mean flow speed m duct prior to grid, mis 

Three typical diffuser configurations together with their pressure drop coefficients 

s are illustrated in 15.15.14 The values of s for similar diffuser configurations 

are usually available from the manufacturer. If not, they may be estimated from 
this figure. 

If not given by the manufacturer, the overall sound power level Lw from air 
conditioning diffusers can be estimated from the empirical formulai4 

(15.32) 

where S = area of duct cross section prior to diffuser, m2 

t::,p = pressure drop through diffuser, Pa 

The noise spectra of different diffusers do not exhibit identical shapes even 

when normalized to similar flow speeds and exhaust areas. Construction dif

ferences tend to emphasize different frequency regimes, and poorly designed 
diffusers will radiate discrete-frequency sound. In practical noise control prob
lems, however, a general spectrum shape Lw - 10 x log10(Ss 3) (dB re 10-12 W) 

can be used for each duct velocity u (in meters per second) that fits most diffuser 
noise spectra to within about ±5 dB, as shown m Fig 15.16. 

Configuration 
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Comment 

Parallel louvres 

Inclined louvres 

Porolfe! louvres 
Open damper 

Parallel louwes 
Port,olly closed damper 

Open stognot,on disk 
Porollel damper vanes 

Closed stagnation disk 
Paralle! damper vanes 

Open stagnation disk 
Deflected damper vanes 

Closed stagnation disk 
Deflected damper vanes 

Pressure 
drop 

coefficient 
e 

2.9 

2.7 

4.8 

7.3 

5.6 

6.2 

19.8 

19.9 

FIGURE 15.15 Vanous duct terminations and their pressure drop coefficients 

~ = t,.p / ½pu2 The duct area S is m square meters. (After Ref. 14.) 

To estimate the sound power spectrum of the radiation from a given dif-

first determine the relevant curve from Fig. 15.16 for the particular flow 

speed. The ordinate in the figure is then increased by 10 x log10(Ss3) decibels to 

yield the desired one-third~octave-band spectrum with a margin of error of about 
±5 dB. 
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FIGURE 15.16 Normalized one-thrrd-octave-band sound power level spectra for noise 
radiated from diffusers of various flow veloc1t1es. (After Ref. 14.) 

15.9 SOUND GENERATION BY AIRFOILS AND STRUTS 

Noise of a Strut in a Turbulent Stream 

struts, airfoils, gmde vanes, and so on, which offer negligible drag to a 
mean flow, frequently experience significant fluctuations in lift when exposed to 
a turbulent stream and behave as dipole-type sources of broadband sound. The 
strength of the radiation depends on the dimensions of the airfoil and on the 
turbulence intensity and correlation length of the velocity fluctuations. 

A simple descnpt10n of the radiation can be given when the mean flow is of 
low Mach number (say, <100 mis in and when the distance to the nearest 
boundary (e.g., duct wall) is at least of the order of the acoustical wavelength. 
In these circumstances the frequency spectral density of the total radiated sound 
power TI(cv) is given approximately by 

nla2 pu2 M 3 (cvA/ U)4 

TI(w) 
4(1 + rrwa/U)[l + (cvA/U)2J512 [1 + (cva/3c)3] 1!3 

(15.33) 

where cv radian frequency,= 2nf, fin Hz 
a chord of airfoil, m 

SOUND GENERATION BY AIRFOILS AND STRUTS 

l = span of airfoil, m 
p density of mean stream, kg/m3 

u = rms turbulence velocity in lift direction, mis 
U = velocity of mean stream, mis 
M = mean flow Mach number.= U/c, dimensionless 

c = sound speed, mis 
A = integral scale of turbulence velocity, m 

639 

The total radiated sound power W = Jo"° IT(cv) dw, in watts, can be esti
mated from 

W = l.78(la2 /A)pu2 UM3 

(1 + 10.7la/ A)(l + 1.79 Ma/ A) 
0 :S: M ::c 0.3 (15.34) 

At low frequencies the acoustical mtensity exhibits the characteristic dipole field 
shape, proportional to cos2 0, where 0 is measured from the direct10n of the mean 
lift. At higher frequencies (when the acoustical wavelength is much smaller than 
the chord of the airfoil but still exceeds the airfoil thickness), the field shape 
assumes a cardimd form, with a null in the forward direction and peaks close to 
the direction of the.mean flow. 

Airfoil Self-Noise 

In addition to gust/inflow turbulence-induced noise, an airfoil can also generate 
self noise when turbulence that anses from the natural mstability of the boundary 

on the surface of the airfoil 1s swept past the trailing edge. This 1s usually 
important when the hydrodynamic wavelength of the turbulence eddies is larger 
than the airfoil thickness at the trailing edge. The ~echamsm of noise production 
tends to be weaker than at the leading because the v10lence of the unsteady 
mot10n at the trailing edge is alleviated by vortex shedding into the wake, and 
to be more promment at higher frequencies. 15 

The noise may be ascribed to a distribution of lift dipoles near the trailing 
edge. At low frequencies the acoustical intensity exhibits the characteristic dipole 
field shape, proportional to cos2 0, with a null m the plane of mean motion of the 
airfoil. At higher frequencies (when the acoustical wavelength 1s smaller than the 
chord of the airfoil) the field shape assumes a cardi01d form, with a null m the 
downstream direction and the peak in the forward direction. In either case, when 
the trailing edge 1s at nght angles to the mean flow, the frequency spectral density 
of the overall sound power TI(a>) (in watt-seconds) is given approximately by 

TI(w) (15.35) 

where Po(k, cv) blocked-pressure wavenumber-frequency spectrum on 
airfoil Just upstream of trailing (see Section 15.5) 

k1 wavenumber component parallel to mean flow, m-1 
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If the flow approaching the trailing edge is turbulent on both sides of the airfoil, 
P0(k1, 0, w) in Eq. (15.35) should be replaced by the sum of the wall pressure 
spectra on the two sides. 

When the Chase model [Eq. (15.24)] is used to estimate the integral in 
(15.35), the frequency spectral density of the sound power radiated by a 

section of the airfoil of spanwise length l (in meters) 1s 

0.0Salopv!Uc(cvo/ Uc) 3 

TI(w) = -c3_[_1 _+_(_w_a_/3-c-)3-]--'-1/3-[-(cv_o_/_U_c)_2_+_1._78-]2 

where 8 boundary layer thickness, m 
v* = friction velocity, mis 
Uc ~ 0.7 x velocity of mean stream, mis 

(15.36) 

and other quantities are defined after Eq. (15.35).16 However, measured levels 
of TI(w) frequently exceed predictions of this formula. More detailed empirical 
formulas are given in the references.16,17 

When the frequency is high enough [beyond the range of applicability of 
Eq. (15.36)) that the Strouhal number wh/U ~ 1, where h is the thickness of 
the trailing edge of the airfoil, the shedding of discrete vortices from the trailing 
edge can occur, provided the Reynolds number Ua/v based on the chord a of 
the airfoil (dimensionless; v 1s kinematic viscosity m square meters per second) 
does not exceed 106 - 107 . This produces.~a distinct contribution to trailing-edge 
noise, often called "airfoil singing," whose amplitude is not easily predicted.16 

15.10 FLOWS PAST CAVITIES 

Sheared flow passing over a hole or openmg m a wall can be the source of 
intense acoustical tones. Instability of the mean flow over such a wall cavity 
not only can excite hydrodynamic self-sustamed oscillations but also can couple 
with resonant acoustical modes of the cavity, as in the Helmholtz resonator. 
Cavity tones are a frequent source of unwanted noise and vibration in branched 
duct and pipmg systems, turbomachinery. and exposed opemngs on automobiles, 
aircraft, and other high-speed vehicles. In this section we provide relationships 
for determining when flow over an opening that can be approximated as either 
a rectangular cavity (Fig. 15.17a) or a Helmholtz resonator (Fig. 15.17b) might 
be expected to exhibit strongly resonant behavior. 

Flow over Cavities of Uniform Cross Section 

For cavities of the type shown m Fig. 15.17 a, resonant cavity oscillation occurs 
when the frequency associated with the shedding of vorticity from the upstream 
edge of the cavity is sufficiently high and the acoustical wavelengths within 
the cavity are sufficiently short as to allow standing waves inside the cavity. 
Longitudinal wave resonance is possible when the acoustical wavelength is less 

u-+ 

L 

(a) r 

FLOWS PAST CAVITIES 

u----,.. 

(b} t 

A,, = Orifice Cross-Secuonal Area 

Ve= Cavity Volume 

Ac= Cavity Ci'oss-Secuonal Area 
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FIGURE 15.17 Examples of flows that sustam cavity resonances: (a) rectangular cavity 
of uniform cross section; (b) non-axisymmetric Helmholtz resonator. 

than twice the cavity length, c / f S 2L, and depth resonance 1s observed when 
the acoustical wavelength is less than fqur times the cavity depth, c/f S 4D
For shallow cavities, where cavity length-to-depth rat10 is large (L/ D > 1), the 
longitudinal standing waves are dommant, while for deep cavities (L/ D < 1) the 
depth resonance dominates. 

Rossiter18 derived the following equation for the Strouhal number associated 
with longitudinal cavity resonance modes: 

fL 

Uoo 

m ~ 

M + 1/kv 
(15.37) 

where kv ratio of shear layer velocity to .free-stream velocity, Uc/ U oo ~ 

0.57 
m = mode number. 1, 2, 3, . , dimensionless 
~ empirical constant,= 0.25, dimensionless 
L cavity length, m 

M = free-stream Mach number, U00 /c, dimensionless 

Block19 developed the following relation for the longitudinal cavity modes that 
accounts for the dependence of the Strouhal number on the cavity L / D ratio as 
observed in experimental data for shallow (L/ D > 1) cavities: 

JL 
Uoo 

m 

1.75 + M (1 + 0.514/(L/ D)) 
(15.38) 

The followmg relation for depthw1se modes of cavity oscillation was developed 
by East20 • 

fL 

Uoo 
(15.39) 

Lucas,21 after comparmg the ranges of validity of vanous cavity oscillation 
models, recommends, for low to moderate Mach number, the use of Block's 
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formula (15.38) for shallow (L/D > 1) cavities. For deep cavities he suggests 
use of East's formula (15.39) to determine the resonance of the depth mode and 
Rossiter's formula (15.37) for the longitudinal resonance mode. For such deep 
cavities the depth resonance will be the dommant mode. 

Block19 combined Eqs. (15.38) and (15.39) so that the frequency for the shal
low acoustical waves comc1des with the depthwise acoustical modes, providing 
the followmg formula for estimatmg the Mach number at which a cavity begms 
to oscillate in a given mode m: 

M 
1.75L/ D 

4m[l + 0.65(L/ D)0-75 ] - [(L/ D) + 0.514] 
(15.40) 

Equation (15.40) was shown by Block19 to give adequate agreement with exper
imental data for Mach numbers in the range of 0.1-0.5 and for L / D < 2. 

Flow over a Helmholtz Resonator 

The natural frequency In of the Helmholtz resonator shown in Fig. 15.17b is 
given by 

where c = sound speed, mis 
A0 = orifice cross-sectional area, m2 

Ve = cavity volume, m3 

Leff = effective neck length of orifice, m 

(15.41) 

The following approximate express10n22 for the effective neck length Leff m 
the presence of a mean flow over the Helmholtz resonator accounts for an end 
correction due to the entrained mass of the virtual piston forming the interface 
between the neck and the extenor space (length !),.L 0 ): 

Leff = Lo + !),.Lo 

= L0 +0.48.jA;;- (15.42) 

where L 0 1s the length of the neck length of the orifice in meters. 
An experimental study by Panton and Miller23 indicates a strong response of 

the Helmholtz resonator excited by a turbulent boundary layer when 

(15.43) 

where d0 = Helmholtz resonator neck diameter, m 
Uc = boundary layer convection velocity,~ 0.7U, mis 
U = mamstream velocity at outer edge of boundary layer, mis 
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In Eq. (15.43) In 1s either the Helmholtz resonance frequency in (15.41) or 
the fundamental standing-wave (organ pipe) resonance. For the latter, the natural 
frequency 1s approxrmately given by 

~ C 
fn = 2L 

eff 
(15.44) 

Example 15.4. Many automobiles have a sunroof opening in their roof. Under 
some conditions the mtenor volume of the automobile cabin can act in combi
nation with such an openmg to create a Helmholtz resonator: If no measures are 
taken to prevent such an occurrence, at what speed might we expect the auto
mobile's passengers to experience intense pressure fluctuations given a cabm 
mtenor volume of approxinlately 3 m2 , a square opening m the roof 0.4 m on a 
side, and a combmed thickness of the roof and edging surrounding the opening 
of approximately 10 cm. ", 

Solution Assuming an arr temperature of20°C, the spe7d of sound c 331.5 + 
0.58T (in °C) = 343.1 mis. The orifice cross sectional area A0 = 0.4 x 0.4 = 
0.16 m2 , The effective length of the opening is given by Eq. (15.42) as = 
0.1 + 0.48,Jo.16 = 0.29 m. Applymg the above values and the cavity volume 
of Ve= 3 m2, from Eq. (15.41) we expect the Helmholtz resonance to occur at 
In = 23 .4 Hz. We take the neck diameter to be given by the length of the opemng, 
d0 0.4 m. Substituting this value and that of the resonance frequency mto 
Eq. (15.43), we can solve for the convection velocity, Uc~ 2 x 0.4 x 23.4 = 
18.7 mis. The corresponding velocity of the mamstream, and thus our estimate of 
the vehicle speed at which we expect to strongly excite the Helmholtz resonance, 
is U = Uc/0.7 = 26.7 mis, or 96 kph. 

15.11 AERODYNAMIC NOISE OF THROTTLING VALVES 

The n01se of gas control or throttling valves may generally be associated with 
two sources: (1) mechanical vibrat10n of the trim and (2) aerodynamic throttling. 
Noise generation by these mechamsms rarely occurs simultaneously, but when it 
does, the cure of one is usually the cure of the other. 

Aerodynamic Noise 

The prediction of the n01se radiated from the body of a valve and from the 
downstream piping connected to it mvolves the followmg conceptual steps: (1) 
prediction of the magnitude and the spatial and spectral distribution of the noise 
ms1de the pipe based on the aerodynarmc charactenstics of the valve and the cross 
sectional area of the pipe, prediction of the vibration response of the pipe to 
the mternal sound field, (3) prediction of the sound radiatmn of the vibrating pipe. 

In Step 1, the sound power generated by the valve has two components. 
The first is owmg to the dynamic drag and lift forces (dipole) generated by the 
mteraction of the turbulent flow with the valve, which are roughly proportional 
to the sixth power of the flow velocity. The second is sound power generated by 
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the Jet n01se component (quadrupole), which 1s roughly proportional to the eighth 
power of the jet exit velocity. At very high pressure ratios, when the flow in the 
valve passage is supersonic, a shock pattern emerges downstream of the valve 
and generates intense screech noise. The dipole mechamsm dominates the internal 
sound field at low Mach numbers and the quadrupole at high Mach numbers. 

Based on the scaling of experimental data,24 the lowest pipe wall attenuation 
occurs at Jo (fR/4)(cgas(T)/co), where fR is the nng frequency (Eq.15.58) 
and Cgas(T) and c0 = 340 mis are the speed of sound of the gas in the pipe at 
local temperature and the that of air at room temperature respectively. 

A fully analytical prediction procedure is too cumbersome. Consequently, the 
valve industry has adopted a prediction procedure based on both analytical and 
empirical methods that predicts the sound pressure level of the valve n01se at 1 
meter from the pipe wall directly from the aerodynamic properties of the valve 
and the geometric and material properties of the pipe. The rest of this chapter 
describes this semi-empirical prediction procedure. 

Investigations of noise-induced pipe failures25 have enabled maximum safe 
sound power levels to be established for given pipe sizes and wall thicknesses, 
as indicated in Fig. 15.18. The power levels shown m the figure correspond 
approx1mately to a sound level of 130 dBA at 1 m from the pipe wall downstream 
of the valve. Exceeding this level will most probably lead to pipmg failure, and a 
limit of 110 dBA at 1 m is recommended for safety and to maintain the structural 
integrity of valve-mounted accessories. 
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FIGURE 15.18 Suggested sound power level and sound power (Kw) limits inside pipe 
to avoid structural pipe failure based on actual occurrence.24 
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FIGURE 15.19 Schematic flow profile and static pressure diagram of throttling valve 
for various downstream pressures (P2) . 

The aerodynamic noise is determined by the mechanical stream power 
Wmech strm = ½mU2 (m being the mass flow and Uthe velocity; see Section 15.3) 
that is converted from potential energy (inlet pressure) to kinetic energy ( velocity 
head) within the valve and subsequently to thermal energy (corresponding 
to reduced downstream pressure and an increase m entropy).26 The pressure 
reduction (i.e., the conversion of kinetic mto thermal energy) occurs via the 
generation of turbulence or, when the flow is supersomc, through shock waves. 
The sound power is equal to 1'/ Wm.,,h strm, where 1'/ is an acoustical efficiency 
factor. Unlike the case of a jet dischargmg into the atmosphere, the jet from a 
valve cannot expand freely, and only a fraction of the kinetic energy is converted 
by turbulence into thermal energy. This is illustrated m Fig. 15.19, which 1s a 
schematic v1ew of a throttling valve and the associated pressure profile for vanous 
downstream pressures P2.* On curve A the flow 1s subsomc, and turbulence
generated sound rn predominantly of dipole type. At the critical pressure ratio 
(Pi/ Pi = 1.89 for arr), curve B shows the presence of incipient shock waves 
followed by subsonic recompression, with both turbulence and shocks as noise 
sources. At higher pressure ratios recompress1on tends to be nonisentropic, and 
sound is produced predormnantly by shock waves (curve D). 

'In the rest of this chapter all pressures are absolute static pressures (in pascals). 
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Downstream of the vena contracta (Di m Fig. 15.19) a portion of the velocity 
head is always recovered. The fraction lost is equal to Ff, where FL 1s an 
experimentally determmed pressure recovery coefficient that depends on valve 
type and size. The pressure drop P1 - P2 across the valve requrred to reach some 
velocity in the vena contracta is Ff(P1 - P0), where Po is the static pressure in 
the vena contracta.26 In subsonic flow the remaining portion of the Jet power 
is recovered through 1sentropic recompress1on and is not converted to sound. If 
there were no pressure recovery at the valve orifice and assuming sonic flow at 
speed in c0 meters per second (curve D m Fig. 15.19), 

Wmech sirm (15.45) 

where m is the mass flow in kilograms per second, which also determines the 
valve flow coefficient Cv [see Eq. (15.50) or Table 15.4] together with the specific 
gravity GI of the vapor or gas (relative to arr= 1) and the valve inlet pressure 
P1 (in pascals) such that 

The total sound power is then 

w 

Lw 

T/ W mech stnn W 
-•-•,"" 

17W 
10 x log dB 

(15.46) 

(15.47) 

(15.48) 

When the pressure ratio is not sonic, 17 should be replaced by the acoustical power 
coefficient 1Jm determined below and (to simplify the calculations) should be used 
in conjunctIOn with the sonic mechanical stream power given by Eq. (15.45). The 
acoustical power coefficient is further used in Eq. (15.53). 

It may be remarked that the pressure recovery coefficient FL can be used to 
predict the pressure Po in the vena contracta and also, to a satisfactory approxi
mation, the area Av of the vena contracta by 

(15.49a) 

5.91 X 104 
(15.49b) 

The valve's flow coefficient Cv can be calculated as follows: 

(15.50) 
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TABLE 15.4 Factors for Valve Noise Prediction {Typical Values) 

Percentage of 
Capacity or 

Valve Type Flow To Angle of Travel Cv/D2,a FL Fd 

Globe, single-port parabolic plug Open 100% 0.020 0.90 0.46 
Globe, smgle-port parabolic plug Open 75% 0.015 0.90 0.36 
Globe, smgle-port parabolic plug Open 50% 0.010 0.90 0.28 
Globe, single-port parabolic plug Open '25% 0.005 0.90 0.16 
Globe, smgle-port parabolic plug Open 10% 0.002 0.90 0.10 
Globe, single-port parabolic plug Close 100% 0.025 0.80 1.00 
Globe, V-port plug Open 100% 0.016 0.92 0.50 
Globe, V-port plug Open 50% 0.008 0.95 0.42 
Globe, V -port plug Open 30% 0.005 0.95 0.41 
Globe, four-port cage Open 100% 0.025 0.90 0.43 
Globe, four-port cage Open 50% 0.013 0.90 0.36 
Globe, six-port cage Open 100% 0.025 0.90 0.32 
Globe, six-port cage Open 50% 0.013 0.90 0.25 
Butterfly valve, swmg-through vane 75° open 0.050 0.56 0.57 
Butterfly valve, swmg-through vane 60° open 0.030 0.67 0.50 
Butterfly valve, swmg-through vane 50° open 0.016 0.74 0.42 
Butterfly valve, swing-through vane 40° open 0.010 0.78 0.34 
Butterfly valve, swing-through vane 30° open 0.005 0.80 0.26 
Butterfly valve, fluted vane 75° open 0.040 0.70 0.30 
Butterfly valve, fluted vane 50° open 0.013 0.76 0.19 
Butterfly valve, fluted vane 30° open 0.007 0.82 0.08 
Eccentnc rotary plug value Open 50° open 0.020 0.85 0.42 
Eecentnc rotary plug value Open 30° open 0.013 0,91 0.30 
Eccentnc rotary plug value Close 50° open 0.021 0.68 0.45 
Eccentric rotary plug value Close 30° open 0.013 0.88 0.30 
Ball valve, segmented Open 60° open 0.018 0.66 0.75 
Ball valve, segmented Open 30° open 0.005 0.82 0.63 

0 D 1s the internal pipe diameter in mm. 

Acoustical Efficiency 

At Mach 1 a free Jet has an acoustical efficiency 17 ~ 10-4 If it is assumed 
that the sources of valve noise are dipoles and quadrupoles of equal magmtude 
(5 x 10-5) at the Mach 1 reference point, then therr respective efficiencies are 
represented by curves A and B m Fig. 15.20, and both curves can be combmed 
to yield a subsonic slope C that originates at 1 x 10-4 and vanes as U3•6 . This 
curve can be modified further to account for the decrease m Wmech strm (cx.U3) 

with subsonic velocities, leading to the final curve D for the effective efficiency 
(i.e., acoustical power coefficient) 1'/m that varies as U6•6 or (Pi/ Po 1)2•57 

when U ex (Pi/Po - 1)0•39 , Po being the static pressure m the vena contracta. 
This approximation gives satisfactory results for 0.38 :S M :S 1 (i.e., down to 
Pi/P2 = 1.1). 
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FIGURE 15.20 Slopes of dipole and quaa'rupole acoustical efficiency curves, assummg 
each has equal strength at Mach 1; their combined slope and the Tim curve after subtracting 
the effects of change in mass flow m and orificial velocity U for regions below Mach 1 
from the combmed curve. 

For practical use It is convenient to express IJm in terms of Pi/ P2 = inlet pres
sure/outlet pressure. The following formulas28•29 may be used for this purpose: 

regime I: Pi/ P2 < Pi/ P2cnuca1 (subsonic): 

( 

p p. , 2.6 

'Y/mr - L 2 
_ lQ-4p2 I 2 ) 

P1Fi - P1 + P2 

regimes II and ID: Pr/ P2crirical < Pi/ P2 < 3.2a: 

'Y/mll 
10-4 p2 ( Pi/ P2 )3.7 

L P1 / P2criticat 

regime IV: 3.2a < Pd P2 < 22a (M1 > 1.4): 

T/mrv = 1.32 x 10-3 Ff ( Pi/ p2 
) 

P1 / P2brea1c 

(15.51a) 

(15.51b) 

(15.51c) 
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regime V: Pd P2 > 22a (constant efficiency): 

~ /-' 

'Y/mv maximum value from regime IV (15.Sld) 

where a (Pi/ P2cririca1)/1.89 

Pr/ P2break = ayrf(y-I) at M = ./2 
y ratio of specific heat of gas 

Pd P2critica1 Pr/(Pi O.SP1Ff) 

The values of these parameters may be taken from Table 15.5. 
When the downstream piping is straight and there are no sudden changes m 

cross-sectional area, the highest internal ½-octave band sound pressure level L pt 
(re 2 x 10-5 Pa) downstream of the valve is given by 

where. Di internal diameter of downstream pipe, m 
G f = specific gravity of gas relative to arr at 20°c 

co = ✓Y Po/ Po, mis (speed of sound) 
y = ratio of specific heats 

Po = gas density at vena contracta, kg/m3 

Pipe Transmission Loss Coefficient 

(15.52) 

Knowledge of the peak internal sound frequency Jp is crucial for a proper pre
diction of the pipe transmission loss coefficient Ti The coefficient Ti does not 
vary significantly between the first cutoff frequency Jo [see Eq. (15.58)] and the 
ring frequency JR of the pipe (see lower curve in Fig. 15.21), but variations can 
be large at other frequencies. The slope of Ti is about -6 dB per octave below 
Jo and +6 dB per octave above fr. 28 

For Mach numbers in the pipe less than about 0.3 and for relatively heavy 
pipes (as found in typical process plants) it may be assumed that the minimum 

TABLE 15.5 Important Pressure Ratios for Air" 

FL 0.5 0.6 0.7 0.8 0.9 1.0 
Pi/ P2 critical 1.13 1.20 1.30 1.43 1.61 1.89 
Pd P2 break 1.95 2.07 2.24 2.40 2.76 3.25 
a Ratio 0.60 0.64 0.68 0.76 0.85 1.0 
22a 13 14 15 16 19 22 

Note: Pi/ Po critical 1.89. 
"May be used for other gases with reasonable accuracy. 
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FIGURE 15.21 Test data taken on a 150-mm globe valve showmg good agreement 
usmg the stated transnussion loss equation. Notice the resultant shift fu the peak sound 
frequency Uv) from ~4.8 kHz inside the pipe to the first cutoff frequency of the pipe 
(fo) at 2.5 kHz outside the pipe. 

transmission loss occurs at Jo and is given by28 

(15.53) 

where r = distance from pipe wall to observer, m 
t P thickness of pipe wall, m 

Di internal pipe diameter, m 
P2 internal static pressure downstream of valve, Pa 
Pa = external static pressure at same downstream distance, Pa 

Typical values are given m Table 15.6. For flmds with higher some velocitJ.es 
and for thinner pipe walls, the mimmum value of shifts toward the ring 
frequency fR Eq. (15.58)]. 
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TABLE 15.6 Minimum Pipe Transmission Loss 
Coefficient Tit/ 

Pipe Schedule 

Nominal Pipe Size, m 40 80 

0.025 72 76 
0.050 65 69 
0.080 64 68 
0.100 60 64 
0.150 57 "61 
0.200 54 58 
0.250 52 57 
0.300 51 56 
0.400 50 55 
0.500 48 53 

a At 1 m distance from steel pipe (dB) for 200 k:Pa internal and 
100 k:Pa external air pressure. Pipe schedules per ANSI B36.10. 
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The total transmission loss coefficient for the valve is now expressed in the 
form 

(15.54) 

where the correction ATLt. (in decibels) 1s determined by the peak noise fre
quency according to 

Jo 20 x Iog-
fp 

13 x log Jp 
Jo 

20 x log ff) +7.8 
4fo 

The peak frequency is estimated from29 

where c0 = speed of sound at vena contracta, mis 

D j = Jet diameter at valve orifice 

and 

JP ::S Jo 

(15.55) 

fp > 4Jo 

(15.56) 

(15.57) 



Idaho Power/1206 
Ellenbogen/341

652 NOISE OF GAS FLOWS 

. . 5000 
for steel pipes and air fR ~ -

n D; 

For a gas other than air Jo must be multiplied by co,gas/co,arr-

(15.58) 

The diameter Di 1s difficult to determine because of the complex flow geom
etry in many valves. A reasonable approximation is to use the hydraulic diameter 
DH as the jet diameter and make use of a valve-style modifier Fd (see Table 15.4) 
to obtain 

(15.59) , 

This formula is not applicable if Jet portions combme downstream (usually at 
higher pressure ratios). This is common with multiple-hole valve cages,30 short
stroke parabolic valve plugs in the "flow to close" direction, and butterfly valves 
at larger openings. " 

The external sound level (measured at 1 m from the wall) is now given by 

(15.60) 

where Lg is a correction for fluid velocity m the pipe: 

(15.61) 

The laboratory test data shown in Fig. 15.21, taken with air on a DN150 globe 
valve, exhibits good agreement between predicted and measured external valve 
sound levels using TL calculated from Eq. (15.54). In the absence of unusual 
phenomena such as jet "screech," Eq. (15.60) is found to be accurate to within 
±3 dB assuming that all the valve coefficients are well established. 

Accounting for Additional Noise due to High Velocities in Valve Outlet 

Gas expanding in volume due to pressure reduction in a valve can cause high 
valve outlet velocities. These, in tnm, can create secondary noise sources in the 
downstream pipe or pipe expander.31 ,32 

The first step is to estimate the valve's outlet velocity (limited to sonic c2): 

4 m 
1tfJ2(dt) 

where d; 1s the valve diameter in meters. 
The internal sound pressure level produced by this velocity 1s 

(15.62) 

(15.63) 
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Here 

(15.64) 

and 
(15.65) 

Use Eq. (15.60) to calculate the external sound level LR, substituting LpiR for 
Lp,, and using Eq. (15.54) to calculate TL, here s,,ubst1tnting fpR for Jp, where 

0.2UR 
d; 

(15.66) 

The combined estimated external sound level at 1 m from the pipe from both 
the valve and the downstream piping now is 

(15.67) 

The reader m encouraged to review reference 24, which illustrates the use of 
the prediction procedure in numerous examples. 

Methods of Valve Noise Reduction 

The two basic variables controlling the valve n01se are the jet Mach number M1 

and the internal peak frequency fp- In subsonic flows lower jet velocities can be 
achieved by use of a valve trim that is less streanilined (h =:::: 0.9, say). 

At higher pressure ratios the only remedy 1s to use orifices or resistance paths 
in series, so that each operates subsorucally. Such a "zig-zag" path valve is shown 
in Fig. 15.22. For example, for natural gas with an inlet pressure of 10,000 k:Pa 
that is to be throttled down to 5000 k:Pa and assummg a valve pressure recovery 
factor FL 0.9, the mternal pressure ratio Pd Po for a single-stage reduction 
would be Pd P2a 2.35. 1. However, using the trim from Fig. 15.22 with 10 
reduction steps, the orificial pressure ratio for each step 1s now only 1.603 1 with 
an acoustical power coefficient of only Ll x 10-7 Ignoring the partial addition 
of 10 separate power sources, this represents a n01se reduction of about 30 dB. 

A less costly way to reduce "audible'' valve noise 1s to increase the peak 
frequency by using multiorifice trim, as shown in Fig. 15.23. The throttling is 
still single stage, but the jets are divided into a number of parallel ports. This 
reduces the value of the valve style modifier ~ 1/ ,Jn;,, where n0 1s the number 
of equally sized parallel ports. Since Fa 1s proportional to jet diameter D j, f p 

can be shifted to higher levels. Thus if n0 = 16, as in Fig. 15.23, Fa = 0.25 and 
fp is four times higher than for a smgle orifice (Fa 1) with the same total 
flow area. If the peak frequency occurs in the mass-controlled region, an overall 
reduction m the external (audible) sound level of /::,.htP = 20 x log(fpi/ Jp0 ) = 
20 x log(l/0.25) ~ 12 dB is achieved. 
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Single flow area.multi-step valve plug 

FIGURE 15.22 High-pressure reducing valve uslng multiple-step trim with a single 

flow path. Ideally each step will have subsomc orifice velocity. 

The beneficial effects of a reduction in velocity combined with higher trans
mission. loss caused by mcreased frequency are obtained with the elaborate 

arrangement shown m Fig. 15.24. This combines the multistep and multipath 

approach by use of a layer of disks having mdividually cast or etched channels. 

A more economical solution is to couple a static downstream pressure-reducmg 
device, such as a multihole restnctor, with a throttling valve with a fluted disk 

as mdicated m Fig. 15.25. The fluted disk generates multiple Jets with increased 

noise frequencies, although most of the energy is converted by the static pressure 

plate. At maximum design flow the valve is sized to have a low pressure ratio of 
1.1 or 1.15 and the remamder of the pressure reduction occurs across the static 

plate having inherent low-nmse throttling due to multistage, multihole design. 
The most advanced and most compact form of a low nmse valve trim 1s 

shown m Fig. 15.26. It consists of identical stamped or cut plates and consti

tutes a two-stage device, hence the narrow envelope. The device combmes a 

supersonic first stage with a subsonic second stage for lowest overall acoustic 
efficiency, while retarmng the final high frequency peak outlet sound level for 
high transmission losses. 

AERODYNAMIC NOISE OF THROTTLING VALVES 

(ectangular •-
Jets 

Multi-orifice cage 1nm 

Slotted 
cage 

_J 
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FIGURE 15.23 Slotted valve cage subdivides single-step flow path in 16 separate open

mgs (Fd = 0.25) to increase peak frequency and thereby transmission loss. 

Labyrinth type cage insert 

FIGURE 15.24 Labyrmth-type flow path cast or machmect into each of a stack of metal 

plates surrounding a valve plug to provide a combmatlon of multJ.step and multichannel 

flow paths in order to reduce throttling velocity and increase peak frequency. 
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FIGURE 15.25 Modulatmg fluted butterfly valve cooperates with triple-stage static 
resistance plate for purposes of pressure reduction. Stat:Ic plates see 90% of pressure 
drop at maxi.mum design flow. Balance is handled by the valve. 

FlowOut 

Flowln 

FIGURE 15.26 A stacked trim made from identical plates offers most advanced noise 
reduction. Here gas enters inlet orifices (A) configured as supersomc diffusers. These 
orifices convert about 95% of the stream power of the gas through a mechamsm of shock 
waves; the gas then expands mto sound-absorbing settling chambers (B) and finally exits 
the trim through a senes of small subsoruc passages (C). 

Placing a silencer downstream of a valve is not cost effective because a good 
portion of the sound power travels upstream or radiates through the valve body 
and actuator, yielding noise reductions that typically do not exceed about 10 dB. 
Similar remarks apply to acoustical msulation of the pipe wall, where attenuatlons 
are linnted to about 15 dB. The effectiveness of vanous abatement procedures 1s 

summarized below: 

1. One-inch-thick pipe msulation: 5-10-dB reduction 
2. Doubling thickuess of pipe wall: 6-dB reduction 
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3. Silencer downstream: 10-dB reduction 
4. Silencers upstream and downstream: 20-dB reduction 
5. Multiport resistance plate downstream of valve: 15-20-dB reduction (use 

only 5-10% of valve inlet pressure as valve 1:>.P at maximum flow) 
6. Special low-noise valve: 15-30-dB reduction 

ACKNOWLEDGMENT 

The authors wish to ackuowledge the contribution of Dr. M. H. Howe for the por
tions of this chapter that have been retained from previous editions of this book. 

REFERENCES 

L M. J. Lighthill, "On Sound Generated Aerodynarmcally, Part I: General Theory," 
Proc. Roy. Soc. Land., A211, 564-587 (1952). 

2. M. S. Howe, "Contributions to the Theory of Aerodynamic Sound with Applications 
to Excess Jet Noise and the Theory of the Flute," J. Fluid Mech., 71, 625-673 (1975). 

3. Society of Automotive Engmeers, "Gas Turbine Jet Exhaust Noise Prediction," Report 
No. SAE ARP 876C, Society of Automotive Engmeers, Warrendale, PA, 1985. 

4. J. R. Stone, "Prediction of In-Flight Exhaust Noise for TurboJet and Turbofan 
Engines," Noise Control Eng., 10, 40-46 (1977). 

5. A. L. Laganelli and H. Wolfe, "Prediction of Fluctuating Pressure in Attached and 
Separated Turbulent Boundary Layer Flow," 89, Amencan Institute of Aero-
nautics and Astronautics, Washmgton, DC, 1989, p. 1064. 

6. M. S. Howe, "The Role of Surface Shear Stress Fluctuations in the Generation of 
Boundary Layer N01se," J. Sound Vib., 65, 159-164 (1979). 

7. M. S. Howe, "Surface Pressures and Sound Produced by Low Mach Number Tur
bulent Flow over Smooth and Rough Walls," J. Acoust. Soc. Am., 90, 1041-1047 
(1991). 

8. D. M. Chase, "The Character of Turbulent Wall Pressure Spectrum at Subconvective 
Wavenumbers and a Suggested Comprehensive Model," J. Sound Vib., 112, 125-147 
(1987). 

9. J. G. Seebold, "Smooth Pipmg Reduces noise-Fact or Fiction?" Hydrocarbon Pro
cess., September 1973, pp. 189-191. 

10. D. A. Bies, "A Review of Flight and Wind Tunnel Measurements of Boundary Layer 
Pressure Fluctuations and Induced Structural Response," NASA CR-626, NASA Lan
gley Research Center, Hampton, VA, May 1966. 

11. D. A. Nelson, Reduced-Noise Gas Flow Design Guide, NASA Glenn Research Cen
ter, Cleveland, OH, April 1999. 

12. H. H. Heller and S. E. Widnall, "Sound Radiation from Rigid Flow Spoilers Corre
lated with Fluctuatmg Forces." J. Acoust. Soc. Am, 47, 924-936 (1970). 

13. P. A. Nelson and C. L. Morfey, "Aerodynamic Sound Production in Low Speed Flow 
Ducts," J. Sound Vib., 79, 263-289 (1981). 



Idaho Power/1206 
Ellenbogen/344

658 NOISE OF GAS FLOWS 

14. M. Hubert, "Untersuchungen ueber Geraeusche durchstroemter Gitter," Ph.D. Thesis, 
Techmcal Umvers1ty of Berlin, 1970. 

15. M. S. Howe, "The Influence of Vortex Shedding on the Generation of Sound by 
Convected Turbulence," J. Flutd Mech., 76, 711-740 (1976). 

16. W. K. Blake, Mechanics of Flow-Induced Sound and Vibration, Vol. 2: Complex Flow
Structure Interactions, Acadermc, New York, 1986. 

17. T. F. Brooks, D. S. Pope, and M. A. Marcolini, "Airfoil Self-Noise and Predictzon," 
NASA Reference Publication No. 1218, NASA Langley Research Center, Hampton, 
VA, 1989. 

18. J. E. Rossiter, "Wind Tunnel Experiments on the Flow over Rectangular Cavities at ' 
Subsonic and Transonic Speeds, " RAE TR 64037, Royal Aircraft Establishment, 
Farnsborough, U.K., 1964. 

19. P. J. W. Block, "Noise Response of Cavities of Varying Dimensions at Subsonic 
Speeds," Technical Paper D-8351, NASA Langley Research Center, Hampton, VA, 
1976. 

20. L. F. East, "Aerodynanncally Induced Resonance m Rectangular Cavities," J. Sound 
Vib., 3(3), 277-287 (1966). 

21. M. J. Lucas, "Impmging Shear Layers," m M. J. Lucas et al., Handbook of the Acous
tic Characteristics of Turbomachinery Cavities, Amencan Society of Mechanical 
Engineers, New York, 1997, pp. 205-241. 

22. M. C. Junger, "Cavity Resonators," m M. J. Lucas et al., Handbook of the Acoustic 
Characteristics of Turbomachmery Cavities, Amencan Society of Mechamcal 
neers, New York, 1997, pp. 13-38. 

""'"'·•·-tj 

23. R. L. Panton and J. M. Miller, "Exc1tat10n of a Helmholtz Resonator by a Turbulent 
Boundary Layer," J. Acoust. Soc. Am., 58, 533-544 (1975). 

24. IEC 60534-8-3, "Control Valve Aerodynamic Noise Prediction Method," Internat10nal 
Electrical Commission, Geneva, Switzerland, 2000. 

25. V. A. Carucci and R. T. Mueller, "Acoustically Induced Piping Vibration in High 
Capacity Pressure Reducing Systems," Paper No. 82-WA/PVP-8, Amencan Society 
of Mechanical Engmeers, New York, 1982. 

26. H. D. Baumann, "On the Prediction of Aerodynamically Created Sound Pressure Level 
of Control Valves," Paper No. WAIFE-28, American Society of Mechanical Engmeers, 
New York, 1970. 

27. ANSI/ISA S75.01-1985, "Flow Equations for Sizing Control Valves," Instrument 
Society of Amenca, Research Triangle Park, NC, 1985. 

28. ANSI/ISA S75.17, "Control Valve Aerodynamic Valve Noise Prediction," Instrument 
Society of America, Research Triangle Park, NC, 1989. 

29. H. D. Baumann, "A Method for Predicting Aerodynamic Valve Noise Based on 
Modified Free Jet Noise Theories," Paper No. 87-WA/NCA-7, Amencan Society of 
Mechanical Engineers, New York. 1987. 

30. C. Reed, "Optinllzmg Valve Jet Size and Spacing Reduces Valve Noise," Control 
Eng., 9, 63-64 (1976). 

31. H. D. Baumann, "Predicting Control Valve N01se at High Exit Velocities," INTECH, 
February 1997, pp. 56-59. 

CHAPTER 16 

Prediction of Machinery Noise 

ERIC W. WOOD AND JAMES D. BARNES 

Acentech, Inc. 
Cambridge. Massachusetts 

Engineenng mformation and predicnon procedures are presented describmg 
the sound power emission characteristics of various industrial machinery. The 
types of equipment addressed in this chapter include arr compressors, boilers, 
coal-handling eqmpment, cooling towers, air-cooled condensers, diesel-engme
powered equipment, fans, feed pumps, gas turbines, steam turbines, steam 
vents, transformers, and wind turbines. The information has been extracted from 
consulting project files and the results of field measurement programs. The 
machinery noise predict10n procedures are based on studies of empirical field 
data sponsored by numerous clients, mcluding the Edison Electric Institute and 
the Empire State Electnc Energy Research Corporation, for whom references 
1-3 were prepared with the authors' colleagues: Robert M. Hoover, Laymon N. 
Miller, Susan L. Patterson, Anthony R. Thompson, and Istvan L. Ver. 

Characteristics identified and described for the noise produced by the machines 
discussed in this chapter include the estimated overall, A-weighted, and octave
band sound power levels (Lw) in dB re 1 pW, general directivity and tonal 
characteristics observed m the far field of the source, and temporal charactenstics 
associated ,vith the source operation. In addinon, nmse abatement concepts that 
have proven to be useful to the authors dunng previous consulting projects are 
described bnefl.y. Successful noise control treatments often require a detailed 
understanding of site-specific opera11ng and maintenance requirements as well 
as pertinent acoustical condit10ns at the site. We suggest that acoustical design 
handbooks or experienced acoustical engineenng professionals be consulted when 
guidance is needed for specific design applications. 

The informat10n and procedures presented here can be used for numerous 
engineenng applications requinng predictions of the approximate acoustical char
acteristics of new machmery installations and estimates. of the noise attenua
tion that may be needed to meet local requirements. The prediction procedures 
are expected to provide A-weighted sound-power-level estimates that are gen
erally accurate to withm about ±3 dB. Individual octave-band sound-power
level estimates will necessarily be somewhat less accurate than A-weighted 
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CHAPTER16 

Prediction of Machinery Noise 

ERIC W. WOOD AND JAMES D. BARNES 

Acentech. Inc. 
Cambridge, Massachusetts 

Engmeenng mformation and prediction procedures are presented describmg 
the sound power ellllssion characteristics of various industrial machmery. The 
types of equipment addressed m thls chapter mclude arr compressors, boilers, 
coal-handling eqmpment, cooling towers, air-cooled condensers, diesel-engine
powered equipment, fans, feed pumps, gas turbines, steam turbines, steam 
vents, transformers, and wind turbines. The mformatlon has been extracted from 
consulting project files and the results of field measurement programs. The 
machinery nmse prediction procedures are based on studies of ernpmcal field 
data sponsored by numerous clients, mcluding the Edison Electnc Institute and 
the Empire State Electnc Energy Research Corporation. for whom references 
1-3 were prepared with the authors' colleagues: Robert M. Hoover, Laymon N. 
Miller, Susan L. Patterson, Anthony R. Thompson, and Istvan L. Ver. 

Characterist.J.cs identified and described for the noise produced by the machines 
discussed in tlus chapter mclude the estimated overall, A-weighted, and octave
band sound power levels (Lw) in dB re 1 pW, general directivity and tonal 
characteristics observed rn the far field of the source, and temporal characteristics 
associated with the source operation. In addition, noise abatement concepts that 
have proven to be useful to the authors durmg previous consultmg projects are 
described bnefly. Successful noise control treatments often require a detailed 
understanding of site-specific operating and mamtenance requirements as well 
as pertinent acoustical conditions at the site. We suggest that acoustical design 
handbooks or experienced acoustical engineerrng professionals be consulted when 
guidance is needed for specific design applications. 

The information and procedures presented here can be used for numerous 
engineering applications reqwnng predictions of the approximate acoustical char
acteristics of new machinery installations and estimates. of the noise attenua
tion that may be needed to meet local requirements. The prediction procedures 
are expected to provide A-weighted sound-power-level estimates that are gen
erally accurate to within about ±3 dB. Individual octave-band sound-power
level estimates will necessarily be somewhat less accurate than A-weighted 
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sound-power-level estimates. The prediction procedures estimate the eqmvalent 
(energy average) Leq sound power level during operation of one machine. For 
eqmpment with intermittent operating cycles, the estimated sound power lev
els may be reduced by 10 log (operating cycle) if long-term equivalent values 
are reqmred. When several identical machines are operating simultaneously, the 
sound power levels can be increased by 10 log (number of machines). When 
equipment 1s located within a large plant, other nearby large equipment may 
provide some shielding that will reduce the noise radiated to distant neighbors 
in shielded directlons Chapter 7). When equipment 1s located within an 
enclosed plant, a portion of the acoustical energy will be dissipated inside the 
plant, leading to further reductions in the far-field noise. One should note that 
doors, windows, and ventilation opemngs can substantially diminish the acous
tical performance (composite sound transmission loss) of building exterior walls 
(see Chapter 12). 

The reader should try to obtam acrual field data and/or manufacturers' infor
mation whenever possible for machines being studied. Information about the 
noise produced by gas flows and fans in buildings is presented in Chapters 15 
and 17. Noise abatement mformation is provided in several other chapters. Indoor 
sound field characteristics are described in Chapters 6 and 7, and outdoor sound 
propagation is discussed in Chapter 5. The n01se ermssion information pro
vided in this chapter is representative of eqmpment presently available in the 
Umted States. Equipment in use in other countries may produce noise levels that 
are somewhat different than presentecrhere. Prediction formulas for the over
all sound power level are provided in the text of this chapter. Adjustments to 
predict the A-weighted and octave-band sound power levels are provided in 
Table 16.1. 

16.1 AIR COMPRESSORS 

The noise produced by air compressors is radiated from the filtered arr inlet, 
the compressor casmg, the interconnected piping and interstage cooler, as well 
as the motor or engme used to drive the compressor. The noise produced by 
air compressors can e:xhlbit a distinctive duty cycle based on the demand for 
compressed au and is generally considered omrudirectional and broadband and 
absent prominent discrete tones. The arr inlet noise of certain vacuum pumps 
sometimes includes high levels of low-frequency pulsating nmse. 

No1se-est1IDating procedures presented in this section are applicable to conven
tional industrial-, utility-, and construction-type air compressors without special 
noise abatement packages. Air compressors are often available from their man
ufacturer with special noise abatement packages that mclude various types of 
inlet mufflers, laggings, insulations, and enclosures that provide varying degrees 
of noise reduct10n. Acoustical data for these low-noise compressors should be 
obtamed directly from the manufacturer's literature. 

AIR COMPRESSORS 661 

TABLE 16.1 Adjustments Used to Estimate A-Weighted and Octave-Band Lwa 

Line Equipmentb A-Weighted 31.5 63 125 250 500 1000 2000 4000 8000 

RR compressor 2 11 15 10 11 13 10 5 8 15 
2 C Compressor case 2 10 10 11 13 13 11 7 8 12 
3 C Compressor inlet 0 18 16 14 10 8 6 5 10 16 
4 S boilers 9 6 6 7 9 12 [15 18 21 24 
5 L boilers 12 4 5 10 16 17 19 21 21 21 
6 CC shakers 9 5 6 7 9 12 15 18 21 24 
7 R car open 12 4 5 10 13 17 19 21 21 21 
8 R car enclosed 10 3 5 11 14 14 14 18 19 19 
9 BL unloaders 9 8 5 8 10 12 13 18 23 27 

10 CS unloaders 11 3 8" 12 14 14 16 19 21 25 
11 Coal crushers 9 6 6 6 10 12 15 17 21 30 
12 T towers 7 7 "7 7 9 11 12 14 20 27 
13 C mill (13-36) 5 4 6 8 11 13 15 
14 C mill (37-55) 5 6 7 4 11 14 17 
15 ND C towers 0 12 13 11 9 7 5 7 
16 MDC towers 10 9 6 6 9 12 16 19 22 30 
17 MD C towers 1/2S 5 9 6 6 10 10 11 11 14 20 
18 A-C condenser 12 5 6 6 10 14 17 24 29 34 
19 D engme 5 11 6 3 8 10 13 19 25 
20 C fan I+O 5 11 9 7 8 9 9 13 17 24 
21 C fan case 13 3 6 7 11 16 18 22 26 33 
22 R fan case 12 10 7 4 7 18 20 25 27 31 
23 Axial fan 3 11 10 9 8 8 8 10 14 15 
24 S Fd pumps 4 11 5 7 8 9 10 11 12 16 
25 L Fd pumps 1 19 13 15 11 5 5 7 19 23 
26 C-C plant 11 7 3 7 13 15 17 19 23 21 
27 S St turbmes 5 11 7 6 9 10 10 12 13 17 
28 L St turbines 12 9 3 5 10 14 18 21 29 35 
29 SL blow-out 11 2 6 14 17 17 21 18 18 
30 Transformers 0 -3 -5 0 0 6 11 16 23 

asuotract values shown from estunated overall Lw; except for transformers, subtract values from A-weighted 
sound level. 
•RR: rotary and rec1procatmg; C. casmg; S: small, L. large, CC. coal car; R: rotaty car dumpers; BL: bucket 
ladder; CS: clamshell; T: transfer; C. coal; ND C; naturaH:traft cooling; MD C. mecllan1cal-draft cooling; A-C. 
air cooled; D: diesel; C-C plant: mside combined-cycle power plant mrun building; SL: steam line. 

The overall sound power level radiated by the casmg and arr inlet of rotary 
and reciprocating air compressors can be estimated usmg Eq. (16.1) (see also 
line 1 of Table 16.1). These relations for rotary and reciprocating compressors 
assume that the air inlet is equipped with a filter and small muffler as normally 
provided by the manufacturer: 

Rotary and reciprocating compressor, overall Lw = 90 + 10 log(kW) (dB) 
(16.1) 

where kW is the shaft power in kilowatts. The casmg and unmuffled air inlet 
overall sound power levels for centrifugal air compressors in the power range of 
1100-3700 kW can be estinlated using Eqs. (16.2) and (16.3) (see also lines 2 
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and 3 of Table 16.1). The insertion loss of any muffler mstalled at the air inlet 
should be deducted from the calculated inlet power levels: 

Centrifugal compressor casing, overall Lw 79 + 10 log(kW) (dB) (16.2) 

Centrifugal compressor inlet, overall Lw = 80 + 10 log(kW) (dB) (16.3) 

The term log(x) represents the common logarithm to base 10 of the value of x. 
Equations (16.2) and (16.3) do not mclude the n01se radiated by the motor 

or engme used to drive the compressor. Sound power levels calculated for the 
drivmg equipment should be added to the calculated sound power levels for the 
compressor. 

Mufflers, laggmgs, barriers, and enclosures have all been used with vary
mg degrees of success to control the noise radiated from compressors to nearby 
workspaces or neighborhoods. However, it is suggested that it is often most prac
tical to specify and purchase a reduced-noise compressor from the manufacturer. 

16.2 BOILERS 

Two procedures are provided to predict the noise from boilers; one is for relatively 
small boilers in the range of about 50-2000 boiler horsepower (one boiler horse
power equals 15 kg of steam per hour). Another procedure 1s provided for large 
boilers of the type that serve electric-power-generating stations m the range of 
100-1000 megawatts (MWe). 

Small Boilers 

The sound power output of small boilers is only weakly related to the thermal 
rating of the boiler. The combustion arr fans and the burners probably radiate 
more noise than do the insulated sidewalls of small boilers. The overall sound 
power level of small boilers can be estimated using Eq. (16.4) (also see line 4 
of Table 16.1): 

Small boiler, overall Lw = 95 + 4 log(bhp) (dB) (16.4) 

Large Boilers 

Noise levels measured in work spaces adjacent to large central-station boilers that 
are not enclosed in a building (open boilers) are often m the range of 80-85 dBA 
at the lower half and 70-80 dBA at the upper half of the boiler. Noise levels 
measured in the vicinity of enclosed boilers (generally found in areas with cold 
climates) are often about 5 dBA higher. The overall sound power output of large 
central-station boilers can be estimated by the relation given in Eq. (16.5) (also 
see line 5 of Table 16.1): 

Large boiler, overall 84 + 15 log(MWe) (dB) (16.5) 
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The noise from boilers 1s essentially ommdirectional and broadband m character. 
However, the combustion air or forced-draft fans, induced-draft fans, gas recir
culation fans, overfire air fans, and drive motors sometimes produce tonal noise 
and may increase the noise levels on their side of the boiler. A small number 
of boilers have also been found to exhibit a strong discrete tone, usually at a 
frequency between about 20 and 100 Hz during operation at particular boiler 
loads. This can be caused by vortex shedding from heat exchanger tubes that 
excite an acoustical resonance within the boiler that in tum causes coherent 
(rather than random) vortex shedding to occur at a boiler resonance frequency. 
The low-frequency tonal noise that radiates from the boiler sidewalls has caused 
strong adverse reactions from residential neighbors. Boiler operators have also 
expressed concern about possible fatigue failure of vibrating tube sheets. Instal
lation of one or more large metal plates to subdiv1de the interior of the boiler 
volume and thereby change its resonance frequency has successfully corrected 
this problem. Addit10nal information about this resonant condition and its control 
is provided in references 4 and 5. 

The typical broadband noise radiated by boiler sidewalls has been successfully 
reduced with the use of a well-msulated exterior enclosure, which also serves 
as weather protection for eqmpment and workers. The noise produced by fans 
servmg the boiler can also be controlled as described m Section 16.6. 

16.3 COAL-HANDLING EQUIPMENT 

A wide variety of no1se-producmg equipment, such as railcar, ship and barge 
unloaders, transfer towers, conveyors, crushers, and mills, are used to unload, 
transport, and condition coal for use at large industrial and utility boilers. The 
results of numerous noise-level surveys have been studied and condensed to 
prepare the following general n01se prediction procedures for this eqmpment. 

Coal Car Shakers 

Coal car shakers vibrate coal cars during bottom unloading. The unloading oper
ation of each car often occurs for about 2-5 mm when the coal is not frozen. 
When frozen coal is located in the car, the shake-out operation can last for up to 
10 min or longer. Car shakers are often located inside a sheet metal or masonry 
building with little or no mterior insulation for sound absorption. Shaker build
ings include large openings at both ends and sometimes smaller openings and 
windows along the sidewalls. They also include dust collection and ventilation 
systems with fans that produce noise. The overall sound power produced dunng 
a coal car shake-out can be estimated usmg the following relation (also see line 
6 of Table 16.1): 

Coal car shake-out, overall Lw 141 dB (16.6) 

Noise produced by the dust collection and ventilation fans can be estimated using 
the relations provided in Secuon 16.6 and m Chapter 17: 
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The far-field noise produced by car shake-outs can be reduced by enclosmg the 
operation mside a metal or masonry building or by reducing the openings in any 
existing building. In addition, modem car-shaking equipment is sometimes avail
able that produces measured A-weighted sound levels about 10 dB lower than are 
est1IDated with Eq. (16.6). Careful train movements can reduce the impact noise 
associated with indexing the train through the shaker operation. Limiting the 
shake-out operation to daytime hours also reduces the community noise impacts. 

Rotary Car Dumpers 

Rotary car dumpers are often used to unload long uint trains equipped with spe
cial rotary couplings. It typically takes 2-3 min to unload unfrozen coal from 
each car. A 100-car unit train can be unloaded in about 3-5 h unless delays 
are encountered. The overall sound power produced dunng rotary car unload
ing cycles can be estimated using Eqs. (16.7) and (16.8) for open and enclosed 
facilities (also see lines 7 and 8 of Table 16.1). However, short-duration impact 
sounds can be as much as 10-25 dB greater than the equivalent values given by 
these relations: 

Rotary car open unloading, overall Lw = 131 dB 

Rotary car enclosed unloading, overall Lw = 121 dB 
~·~···d 

(16.7) 

(16.8) 

Noise abatement methods for rotary car dumpers are similar to those discussed 
previously for car shakers. 

Bucket Ladder and Clamshell Bucket Unloaders 

Bucket ladder and clamshell bucket unloaders are often used to unload coal 
delivered by ship or barge. This equipment is located outdoors along the dock line 
with the electric motors and speed reduction gears often inside metal enclosures 
for weather protect10n. Acoustical data studied to prepare the prediction relations 
provided here were obtamed at bucket ladder unloaders with free-digging rates 
in the range of 1800-4500 metric tons per hour and clamshell unloaders with 
free-digging rates in the range of 1600-1800 metric tons per hour. The energy
averaged overall sound power level produced during operation of bucket ladder 
and clamshell bucket unloaders can be estimated using (16.9) and (16.10) 
(see also lines 9 and 10 of Table 16.1): 

Bucket ladder unloader, overall Lw 123 dB 

Clamshell bucket unloader, overall Lw = 131 dB 

(16.9) 

(16.10) 

Noise control treatments for bucket ladder and clamshell bucket unloaders 
generally employ insulated enclosures for the drive equipment and limiting 
unloading operations to daytime hours. 
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Coal Crushers 

Coal is sometimes conveyed to a crusher building where the chunks are reduced 
in size in preparation for firing in a power plant boiler. Noise produced during 
crushing operations 1s a composite of the crusher, metal chutes, conveyors, dnve 
motors, and speed reducers. Coal crushing 1s usually an intermittent operation and 
the noise is often omnidirectional without major tonal components. The overall 
sound power level produced during operation of the;crusher can be estiniated m 
accordance with the following relation (also see line 11 of Table 16.1): 

Coal crusher, overall Lw = 127 dB (16.11) 

The far-field noise associated with coal-crushing operat10ns can be reduced by 
using a well-insulated and ventilated building to enclose the operation. 

Coal Transfer Towers 

Transfer towers reload coal from one conveyor to another as the coal is relocated 
within the coal yard on its way to the plant. Transfer tower noise is comprised 
of coal impacts, local conveyors, drive motors, and dust collection and ven
tilation system fans. Coal transfer is usually an intermittent operation, and the 
noise is often omnidirectional without maJor tonal components. The overall sound 
power level produced during coal transfer in open buildings can be estimated in 
accordance with the following relation (also see line 12 of Table 16.1): 

Transfer tower, overall Lw = 123 dB (16.12) 

Coal transfer operations can be enclosed in a well-ventilated building to reduce 
the far-field commumty noise. In this case, the estimated far-field noise can be 
mitigated by the composite sound transmission loss of the exterior building walls. 
Fan nmse associated with the ventilation system should be estimated with the 
relations given in Section 16.6 or Chapter 17. 

Coal Mills and Pulverizers 

Coal Inills and pul venzers crush and size coal in preparation for burmng in 
a boiler. The resulting noise 1s associated with internal nnpacts, drive motors, 
speed reducers, and fans. The noise is essentially broadband, omnidirectional, 
reasonably steady, and continuous while the plant is operating. The overall sound 
power level produced by a coal mill in a building with large openings can be 
est1IDated in accordance with the followmg relations for mills in the size ranges of 
13-36 and 37-55 metric tons per hour (also see lines 13 and 14 of Table 16.1). 
When coal mills are located in a closed building, the estimated far-field noise 
can be reduced by the composite sound translnission loss of the extenor building 
walls: 

Coal mill, overall Lw { 
110 dB 
112 dB 

13-36 metric tons per hour 
37-55 metric tons per hour 

(16.13) 
(16.14) 
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16.4 COOLING TOWERS 

The sound power output of wet cooling towers is caused primarily by the water 
splash m the fill and m the basm as well as by the fans, motors, and gears 
used to provide draft in mechanical towers. The noise is usually contmuous and 
somewhat directive for rectangular towers. The n01se produced by a specific pair 
of large natural-draft hyperbolic cooling towers has. been observed to mclude a 
modest low-frequency discrete tone associated with aerodynanuc vortex shedding 
at the base of each tower. 

Methods that can be used to estimate the sound power output of natural
draft and mechanical mduced-draft cooling towers are provided below. Major 
tower manufacturers can provide additional useful information regarding noise 
estimates and noise abatement. 

Natural~Draft Cooling Towers 

The overall sound power radiated from the rim of large hyperbolic natural-draft 
wet cooling towers can be estimated with (16.15) (see line 15 in Table 16.1). 
Noise radiated by the top of the tower is usually not significant at ground eleva
tions compared to the rim-radiated noise: 

Natural-draft cooling tower rim, overall Lw 86 + 10 log Q (dB) 
(16.15) 

where Q 1s the water flow rate in gallons mmute (one cubic meter per nunute 
1s equal to 264 U.S. gallons per minute). 

Inlet mufflers and fan assistance have been installed to control rim-radiated 
nmse for hyperbolic cooling towers in Europe when located near residential 
neighbors. However, n01se abatement is expensive and not common for large 
hyperbolic towers. 

Mechanical Induced-Draft Cooling Towers 

The sound power produced by mechanical induced-draft wet cooling towers oper
ating at full fan speed and at half fan speed can be estimated using the following 
relations (also see lines 16 and 17 of Table 16.1): 

Mechamcal-draft tower full speed, overall 

Lw = 96 + 10 log(fan kW) 

Mechamcal-draft tower half speed, overall 

88 + 10 log(fan kW) 

(dB) (16.16) 

(dB) (16.17) 

where kW is the full-speed fan power rating in kilowatts for both relations. 
The above relatmns apply in all horizontal directions from round towers and 

most directions away from the mlet face of rectangular towers. For directions 
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away from the enclosed ends of rectangular towers, the far-field noise is several 
decibels less than estimated above due to the effects of shielding by the solid 
closed ends. For a line of as many as 6-10 rectangular towers, the far-field noise 
from the enclosed ends could be as much as 5-6 dB less than estimated, based 
on ommdirectional radiation using Eqs. (16.16) and (16.17). 

Reduced fan speed 1s a common method used to mitigate the nmse from 
mechamcal-draft cooling towers dunng evening and nighttime hours when excess 
cooling capacity may be available due to reduced ambient air temperatures. In 
multiple-cell tower installations, it is preferable to reduce the fan speed for all 
cells rather than to shut down unneeded cells; the fans' speeds should be prop-

selected to avoid mtroducing a strong acoustical beat. Another conunon noise 
control method is to install wide-chord high-efficiency fan blades that can provide 
the necessary fan performance at reduced speeds. In additmn, mechanical-draft 
towers with centrifugal fans may be selected because they can sometimes be 
designed to produce less noise than towers with propeller fans, although at some 
energy cost. Mufflers have also been installed at the air mlet and discharge to 
reduce both the fan and water noise. However, the mufflers must be protected 
from the wet environment, can become coated with ice during freezing weather, 
and introduce an additional aerodynamic restriction that must be overcome by 
the fan. Barrier walls and partial enclosures have successfully shielded neighbors 
from cooling-tower noise; however, barrier walls that avoid excessive restric
tions to the airflow often limit their acoustical benefit for protecting far-field 
locations. 

16.5 AIR-COOLED CONDENSERS 

The sound power output of arr-cooled condensers (dry cooling systems) is caused 
primarily by the fans used to move air across the condenser with some additional 
n01se contribution from the motors and gears. The noise is usually continuous 
and somewhat directive for rectangular installations. The sound power output of 
dry air-cooled condensers does not, of course, include the water splash noise 
associated with wet cooling towers. 

The need to reduce water consumption is causing the increasing trend to 
install arr-cooled condensers even at large industrial facilities. When installed at 
a moderate to large new combined-cycle power plant, the fans for the forced
draft air-cooled condenser can contribute approximately the same sound power 
output as the balance of eqmpment at the plant. Fortunately, low-noise fans are 
now readily available for air-cooled condensers that produce comparable airflow 
rates and 3-6 dBA less noise than do conventional fans. These low-noise fans 
mclude high-efficiency wide-chord blades operating at reduced tip speeds. For 
some mstallations, noise reductions greater than 6 dBA can be available. 

To avotd water consumption, power consumption, and fan noise generation, 
air-cooled systems are installed m hyperbolic natural-draft towers. 
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The sound power produced by air-cooled condensers with low-noise fans oper
ating at full speed can be estrmated using the followmg relation ( also see line 18 
of Table 16.1): 

Air-cooled condenser full speed, overall Lw = 84 + 10 log(fan kW) (dB) 
(16.18) 

where kW is the full-speed fan power rating in kilowatts. 
The above relation applies in all horizontal directions from a low-noise umt; a 

standard umt will produce greater n01se. It is suggested that fan- and air-cooled 
condenser manufacturers be contacted to obtain useful information regarding 
noise estimates and n01se abatement for specific applications. See also references 
6 and 7 for mformation about arr-cooled condenser n01se generation and prop
agat10n. Summary comparisons of the operatmg performance of wet, dry, and 
parallel condensmg systems are provided in reference 8. 

16.6 DIESEL-ENGINE-POWERED EQUIPMENT 

When machinery such as compressors, generators, pumps, and construction equip
ment is powered by a diesel engine, it is usually the diesel engine that is the 
dominant noise source. 

Mobile construction and coal yard equipment powered by diesel engines, such 
as dozers, loaders, and scrapers, ofte.1tproduces in-cab A-weighted noise levels 
as high as 95-105 dB. Methods to retrofit and reduce in-cab noise levels for 
several loaders and dozers have been developed, field tested, and documented m 
references 9 and 10. Well-designed cabs and n01se control features are now often 
available from major manufacturers when purchasing new diesel-engme-powered 
mobile equipment. 

A simple relation for estimating the maximum extenor overall sound power 
level for naturally aspirated and turbocharged diesel engmes used to power eqmp
ment is provided m Eq. (16.19) (also see line 19 m Table 16.1): 

Diesel engme equipment, overall Lw = 99 + 10 log(kW) (dB) (16.19) 

The above relation assumes that the engine has a conventional exhaust muffler 
in good working condition as typically provided by the engme manufacturer and 
further assumes that the engine is operating at rated speed and power. Noise 
associated with matenal impacts dunng equipment operation is not mcluded. 

Eqmpment used on construction sites often operates at part power. 
Measurements obtained at the operating eqmpment mdicate that work-shift-long 
eqmvalent Leq sound levels are therefore typically about 2-15 dB less than the 
maxrmum values provided by Eq. (16.19). It is assumed that the following values 
could be subtracted from the Eq. (16.19) maximum levels to obtam work-shift
long equivalent Leq levels. When project-long equivalent Leq levels are required, 
the estimated values can be further reduced to account for the percentage of time 
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that the equipment will actually operate on the construction site [10 log(operating 
time/project lime)]: 

3-4 dB 
5-6 dB 
7-8 dB 

12-13 dB 

Backhoes, rollers 
Dozers, graders, haulers, loaders, scrapers 
Air compressors, concrete batch plants, mobile cranes, trucks 
Derrick cranes, paging systems 

When stationary diesel-engine-driven equipment is located inside masonry or 
metal buildings, it is necessary to consider the sound power radiated by the 
engme inlet, the engine casmg, the engine exhaust, and the engme cooling fan as 
well as the driven equipment. It is also necessary to account for the attenuation 
expected from the building walls and openings, the inlet filter/muffler, the exhaust 
muffler, and mufflers to be installed at building operungs that serve ventilation 
and cooling systems. Additional information about the propagat10n of n01se from 
equipment located mside buildings and about muffler systems is provided m 
Chapters 9 and 17. 

16.7 INDUSTRIAL FANS 

The n01se produced by mdustrial fans is caused by the dynamic mteraction of 
the gas flow with rotatmg and stationary surfaces of the fan. Noise produced 
by shear flow is usually not considered important. Broadband fan noise results 
from the random aerodynamic interactions between the fan and the gas flow. The 
promment discrete tones produced by centrifugal fans result from the periodic 
interact10n of the outlet flow and the cutoff located directly downstream of the 
blade trailing edges. Tonal noise produced by axial-flow fans results from periodic 
mteractions between distorted inflow and the rotor blades as well as the rotor 
wakes and nearby downstream surfaces, including struts and guidevanes. This 
tonal n01se is usually most prominent at the harmonics of the passing frequency 
of the fan blade (number of blades times the rotation rate in revolut10ns per 
second). Detailed information about the noise associated with gas flows and fans 
is provided m Chapters 15 and 17. 

The noise produced by new forced-draft fans can be controlled most easily with 
the use of ducted and muffled inlets. Sometimes the ducted mlet is extended to 
a location in the plant where warm air is available and additional ventilation is 
needed. To provide further noise reduction, acoustical insulation lagging should be 
considered for the inlet and outlet ducts and the fan housing. Open-inlet forced-draft 
fans can be located withm an acoustically treated fan room that contains the fan and 
its noise. However, workers inside the fan room during inspections and maintenance 
will be exposed to high levels of fan n01se and should wear ear protection. 

Discharge n01se of large induced-draft fans radiated from the top of the stack to 
residential neighbors has caused serious community n01se problems. The fan and 
duct system design should mclude provisions to control this n01se if residential 
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areas are located within ½-1 mile of the plant. Mufflers used for induced-draft 
fan service at boilers and furnaces should be of the dissipative, parallel-baffle, 
open-cavity type tuned to the harmonics of fan blade passing frequency. These 
mufflers are built to avoid fly-ash cloggmg and mclude erosrnn protection to 
ensure adequate long-term performance. They can usually be designed to intro
duce a pressure loss in the range of about 10-40 mm water gauge. Consideration 
should also be given to the noise attenuation that will be provided by any flue 
gas scrubbers, filters, or precipitators that are to be located between the mduced
draft fan and its stack. Alternatively, vanable-speed fan drives can be installed 
to reduce mghttime noise at cycling plants that shed load durnig ,nighttime hours. 
Tlns has the added benefit of also reducmg the power consumed by the fans and 
reducing the erosion rates and stresses of rotating components. When multiple 
fans are mstalled, they should be operated at the same speed to avoid acoustical 
beats between the fan tones. (see references 3 and 11). 

When an mduced-draft centrifugal fan discharges directly to a stack, it 1s not 
uncommon for the tonal fan noise to radiate relatively long distances from the top 
of the stack. This tonal noise is generated by the fluid dynamic interaction of the 
gas flow leaving rotating fan blades and the stationary cutoff of the fan. This noise 
propagates with little attenuation up the stack and radiates from the stack top. 
Some success m reducmg the magnitude of this tonal noise at large mdustnal 
centrifugal fan mstallat1ons has been achieved by modifying the geometry of 
the cutoff. The fabrication and install~};ion of "slanted" and rounded cutoffs, as 
described m reference 12, have been sli8wn to reduce the tonal noise level bv 
about 3-10 dB with no observed loss m fan performance. ' 

Well-designed and sized inlet and outlet ducts that properly manage the flow 
are essential to avoid excessive fan n01se. Inlet swirl, distorted inflow, and exces
sive turbulence can result in high noise levels and reduced system efficiency. 
Useful design guidelines have been established by the Air Movement and Control 
Association (AMCA) for large industrial fan mstallations. 

Procedures are provided in this section to estimate the overall sound power 
output of large industrial fans operatmg at peak efficiency conditions with undis
torted mflow. Experience indicates that fans operating with highly distorted inflow 
or at off-peak efficiency conditions often produce sound power levels that may 
be 5-10 dB higher than mdicated below. Centrifugal- and axial-flow fans pro
duce less sound power when operating at low speeds and reduced working points 
than dunng full-load, high-speed operation. For part-speed operation, the sound 
power levels estimated below can be reduced by about 55 log(spced ratio). 
Additional information about fan n01se generation and attenuation 1s provided 
m reference 13. 

Centrifugal-Type Forced-Draft and Induced-Draft Fans with 
Single-Thickness, Backward-Curved or Backward-Inclined Blades 
or Airfoil Blades 

The overall sound power level radiated from the mlet of forced-draft centrifu
gal fans and the outlet of induced-draft centrifugal fans (with single-thickness, 
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backward-curved or backward-inclined blades or airfoil blades) can be estimated 
with the relationship provided in Eq. (16.20) (also see line 20 of Table 16.1): 

Centrifugal fan, overall Lw = 10 + 10 log Q + 20 log(TP) (dB) (16.20) 

where Q is fan flow rate in cubic meters of gas per rnmute and "FP 1s fan total 
pressure nse in newtons per square meter at rated conditions. 

To account for the tonal noise, 10 dB sho~ld be added to the octave bands con
taimng the fan blade passmg frequency and its second harmonic. For multiple-fan 
mstallations, the estimated sound power levels should be mcreased by 1 0 log N, 
where N is the number of identical fans. 

The overall sound power level radiated from the umnsulated casing of cen
trifugal fans can be estimated with the relationship provided m Eq. (16.21) (also 
see line 21 of Table 16.1). To account for the tonal noise, 5 dB should be added 
to the octave band containmg the fan blade passmg frequency: 

Centrifugal fan casing, overall Lw 1 + 10 log Q + 20 log(TP) (dB) 
(16.21) 

where Q and TP are as defined for Eq. (16.20). 
The sound power radiated by the uninsulated discharge breaching is about 

5 dB less than the sound power estimated using Eq. (16.21) for the fan casmg. 
The overall sound power level radiated from the casings of radial-blade cen

trifugal fans with ducted inlets and outlets, such as are sometimes used for gas 
recirculation and dust collection service, can be estimated with the relationship 
provided m Eq. (16.22) (also see line 22 of Table 16.1): 

Radial fan casing, overall Lw = 13 + 10 log Q + 20 log(TP) 

where again Q and TP are as defined for (16.20). 

(dB) 
(16.22) 

To account for the tonal noise, 10 dB should be added to the octave bands 
containmg the fan blade passing frequency and its second harmomc. 

Axial-Flow Forced-Draft and Induced-Draft Fans 

The overall sound power level radiated from the inlet of forced-draft axial-flow 
fans and the outlet of induced-draft axial-flow fans can be estimated with the 
following relation: 

Axial-flow fan, overall Lw = 24 + 10 log Q + 20 log(TP) (dB) (16.23) 

where Q and TP have been defined m Eq. (16.20). 
To account for the tonal noise, 6 dB should be added to the octave band 

containing the fan blade passmg frequency and 3 dB should be added to the 
octave band contaimng its second harmonic.· For multiple-fan mstallations, the 
above estimated values should be increased by 10 log N, where N is the number 
of identical fans. 
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Ventilation Fans 

The sound power output of mdustrial ventilation fans can be estimated us~ng 
Eq. (16.20) for centrifugal ventilation fans or Eq. (16.23) for axial-flow ventila
tion fans; also see Chapter 17. 

16.8 FEED PUMPS 

It is common for the n01se radiated by a pump motor set to be donunated by 
the motor noise. One exception is the relatively high-flow, high-head pumps 
used for boiler and reactor feedwater service in large modem power-generating 
stations that operate in the United States. These feed pumps are usually driven 
by an electric motor, an auxiliary steam turbine, or th~ mai~ turbme-generator 
shaft. Mids1ze pumps generally produce broadband n01se without strong tonal 
components. The larger pumps, however, commonly produce both broadband 
noise and strong midfrequency tonal n01se. Feed pump noise is omnidirectional 
and continuous during plant operation. 

A high-performance thermal-acoustical blanket insulation, descri~ed m 
reference 14, has been developed and evaluated at field mstallations specifically 
for use with eqmpment such as noisy feedwater pumps, valves, and turbines. 
This thermal-acoustical insulation provides far better n01se attenuation than 
conventional blanket insulations. It is _i;ilso easier to remove and reinstall during 
maintenance and inspections than most rigid insulations. It has been successfully 
used as a retrofit insulation at mstalled pumps, turbines, valves, and lines 
and has been used by equipment manufacturers at new installations requinng 
reduced noise levels. The use of flexible thermal-acoustical insulation to control 
noise avoids the mechanical, structural, and safety problems associated with the 
large ngid enclosures that have sometimes been used at boiler feedwater pump 
installations. Note that experience m Germany indicates that 1t 1s possible to 
design and operate boiler feedwater pumps that produce relatively low noise 
levels without external means for controlling the noise. 

The overall sound power level radiated by boiler and reactor feedwater pumps 
can be estimated using the information provided below for pumps in the power 
range of 1-18 MWe: 

Rated Power 
.cM}Yhl 

1 
2 
4 
6 
9 

12 
15 
18 

Overall Sound 
Power (dB) 

108 
110 
112 
113 
115 
115 
119 
123 
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Octave-band and A-weighted sound power levels for boiler and reactor feedwater 
pumps can be estimated by subtracting the values provided in line numbers 24 
and 25 of Table 16.1 from the overall power level estimated above. 

16.9 INDUSTRIAL GAS TURBINES 

Industrial gas turbines are often used to provide reliable,, econonuc power to drive 
large electric generators, gas compressors, pumps, or sliips. A prediction scheme 
for the combustion n01se of flightworthy gas turbine engines used in aircraft 
operations (turbojet, turboshaft, and turbofan engines) 1s provided in Chapter 15. 
The noise produced by mdustrial gas turbine installations IS radiated primarily 
from four general source areas: the inlet of the compressor; the outlet of the 
power turbine; the casing and/or enclosure of the rotating components; and van
ous auxiliary eqmpment, including cooling and ventilating fans, the exhaust-heat 
recovery steam generator, poorly gasketed or worn access openmgs, generators, 
and electric transformers. Each of the above areas should receive considerable 
attention if an industrial gas turbine is to be located successfully near a quiet 
residential area. 

Operation of unmuffled industrial gas turbines of moderate size would produce 
sound power levels of 150-160 dB or greater. Because the resulting noise levels 
would be unacceptable, essentially all mdustrial gas turbine installations mclude 
at least some noise abatement provided by the manufacturer. Noise abatement 
performance requirements may call for reducmg the sound power output to levels 
as low as 100 dB for installations located near sensitive residential areas. 

Noise radiated from the compressor inlet includes high levels of both broad
band and tonal n01se, primarily at frequencies above 250-500 Hz. This nud- and 
high-frequency noise is controlled with the use of (a) a conventional parallel
baffle or tubular muffler comprised of closely spaced thin baffles and (b) mlet 
ducting, plenum walls, expansion joints, and access hatches that are designed to 
contain the noise and avoid flanking radiation. 

Noise radiated by the casings of rotating components is typically contained 
with the use of thermal insulation laggmgs and close-fitting steel enclosures that 
include mterior sound absorption and well-gasketed access doors. It is not uncom
mon for the enclosure to be mounted directly on the structural steel base that 
supports the rotating components. This encourages the transmission of structure
bome n01se to the enclosure and can limit its effective acoustical performance 
at installat10ns requiring high degrees of noise reduction. Off-base mounting of 
the enclosure can be considered for installations where noise abatement perfor
mance must be improved. In addition, many large industrial gas turbines are 
being mstalled within a turbine-generator building that provides weather protec
tion and additional reduction of noise radiated through the enclosure from the 
rotating components. 

N01se radiated from the power turbine outlet mcludes high levels of both 
broadband and tonal noise at low, mid, and high frequencies, with the low
frequency noise being the most difficult and expensive to control at simple-cycle 
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mstallations (without heat recovery boilers) located near residential areas. The 
wavelength of sound at about 30 Hz is on the order of 15-20 m in the gas 
stream at the back end of the power turbme, thereby mcreasing the required size 
of the discharge mufflers. Furthermore, low-frequency exhaust noise has caused 
significant community noise problems when the sound level in the 31-Hz octave 
band exceeded about 70 dB at sensitive residential areas. This low-frequency 
exhaust noise rrnght be best controlled by the manufacturer with improved gas 
management designs behind the power turbrne. The outlet n01se is typically con
trolled with the use of (a) conventional parallel-baffle or tubular mufflers that 
include tlnck acoustical treatments; (b) additional dissipative or reactive muffler 
elements timed to attenuate low-frequency n01se; and (c) outlet ducts, plenum 
chamber, expansion joints, and access hatches that include adequate acoustical 
treatments to avoid flanking along these paths and their radiation of exces
sive noise. 

At combined-cycle and cogeneration plants, heat recovery steam generators 
(HRSGs) are installed downstream of the power turbine to absorb waste heat 
from the exhaust stream. The HRSG also serves to attenuate the stack-radiated 
turbine exhaust noise, often by as much as 15~30 dBA, depending on the con
figurations and sizes of the gas turbine and HRSG. The HRSG can eliminate, 
or at least reduce, the performance requirements of the exhaust muffler. Also, 
the HRSG reduces the exhaust gas stream temperature, the wavelengths of the 
exhaust sounds, and the required size,,_qf<$an exhaust muffler. It is necessary to 
consider and account for the noise radiated from the surfaces and various steam 
vents of the HRSG. It is suggested that most HRSG manufacturers can provide 
techrncal information describing the noise radiated from thetr eqUipment. See 
also references 15-19 for additlonal informatlon. 

Noise produced by auxiliary cooling and ventilation fans can be controlled 
effectively with the use of high-performance low-speed fan blades, mufflers, or 
partial enclosures, depending on specific site and installation requrrements. The 
control of transformer noise, if required for a specific mstallation, is discussed in 
Section 16.11. The control of noise radiated from the sidewalls of heat recovery 
steam generators can be accomplished with large barner walls or an enclosing 
building. 

Combined-cycle gas turbme power plants produce relatively steady noise as 
well as relatively bnef intermittent loud noises often associated with steam vent
ing and steam bypass operations. Noise levels of 75-80 dBA or greater at 300 m 
are not uncommon; however, these intermittent sources can usually be reduced 
5-10 dBA or more. Further information about such intermittent loud noise from 
power plants is provided in reference 20. 

Sound-power-level prediction procedures are not provided here specifically 
for mdustrial gas turbmes because of the rather wide range of n01se control 
treatments available w1thh1 the industry. Many manufacturers offer their machines 
with a variety of optional noise abatement treatments, ranging from modest to 
highly effective. For example, 50-100-MWe mstallations, with or without heat 
recovery boilers, are readily available with noise abatement treatments resulting 
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m A-weighted noise levels in the range of 50-60 dB at 120 m. Installations 
with lower noise levels are available from certain manufacturers and can be 
designed by several independent professionals who have specialized m the control 
of noise from industrial gas turbines. Combined-cycle plants in the range of 
500-600 MWe have been designed and constructed to meet 43 dBA at 300 m. 

The overall sound power level of the combmed-cycle equipment located within 
the main power building, rncluding the combustion turbine, HRSG, steam turbrne, 
generators, and support equipment can be estimated with the following relation 
(also see line 26 of Table 16.1): 

Inside main power building, overall Lw = 96 + 10 log(A) (dB) (16.24) 

where A is the wall and roof area of the building in square meters. 
This relationship is based on field measurements obtamed near the outer 

wall and roof areas at numerous combined-cycle and cogeneration power plants. 
Equation (16.24) assumes that the interior surfaces of the building have sound 
absorption, with a resulting average sound level of 85 dBA at the outer wall 
and roof areas. For buildings without significant sound absm;ption treatment, the 
estimates should be mcreased by 5 dB. The interior sound level and the build
ing shell. transrmssion loss will determine the amount of noise that radiate& to 
the outdoors from the mam plant equipment. For addit10nal discussion 9n ,these 
plants, see reference 21. 

One early but rmportant step in the design of a new gas turbme installation 
is the preparation of a reasonable and well-founded technical specification by 
the buyer or buyer's acoustical consultant that fully describes the site-specific 
noise requrrements. Methods and procedures for preparing gas turbine procure
ment specifications .that describe expected noise-level limits are included in 
ANSI/ASME Bl33.8-1977 (Rl996). If residential neighbors are near the site, 
the reader 1s cautioned• to consider fully the site-specific needs when plannmg 
control of the low-frequency exhaust noise. Several independent consultants with 
many years ofgas turbrne expenence have suggested that the noiseslevel thresh
old of complaints resulting from low-frequency n01se in the 31-Hz octave band 
is about 65-70 dB, measured at residential wood-frame homes. Higher levels of 
low-frequency n01se can sometimes vibrate the walls and rattle the windows and 
doors of wood-frame homes and result in varying degrees of annoyance. Gas tur
bine manufacturers, however, correctly indicate thatfow-frequency noise control 
treatments are expensive and that many industrial gas turbines are operating that 
produce higher levels of low-frequency noise in residential areas without causing 
complaints. 

16.10 STEAM TURBINES 

Two procedures are provided to predict the sound power radiation from steam tur
bines; one 1s for the relatively small turbmes in the power range of 400-8000 kW 
that operate at about 3600-6000 rpm and are often used to dnve auxiliary 
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equipment at a plant where steam is readily available. Another procedure is pro
vided for large steam turbine generators in the range of about 200-1100 MWe 
used at central electricity-generating stations. Thermal-acoustical blanket insula
tion that has been developed to control noise radiated from equipment including 
steam turbmes is discussed in Section 16.8 and reference 14. 

Auxiliary Steam Turbines 

The overall sound power output of auxiliary steam turbines, with common ther
mal insulation installed, can be estimated using Eq. (16.25) (see also line 27 of 
Table 16.1). This n01se is considered to be omnidirectional, generally nontonal, 
and continuous when the driven equipment is operating: 

Auxiliary steam turbine, overall Lw = 93 + 4 log(kW) (dB) (16.25) 

Large Steam Turbine-Generators 

The overall sound power output of large steam turbine-generators can be esti
mated using Eq. (16.26). This includes the noise radiated by the low-pressure, 
intermediate-pressure, and high-pressure turbines as well as the generator and 
shaft-driven exciter. The turbine-generator produces both tonal and broadband 
noise. The tonal components produced by the generator are typically most notice
able at 60 and 120 Hz for 3600-rpm machines and 30, 60; 90, and 120 Hz for 
1800-rpm machines: --~ s:; 

Large steam turbine-generator, overall Lw = 113 + 4 log(MW) (dB) 
(16.26) 

Octave-band and A-weighted sound power levels for large steam turbine
generators can be calculated by subtracting the values provided in line 28 of 
Table 16.1 from the overall sound power level estimated using Eq. (16.26). 

Most maJor manufacturers of large steam turbine-generators will provide their 
equipment with additional noise abatement features that reduce the noise by about 
5-10 dBA, when required by a well-written purchase specification. The rever
berant noise inside a turbine building can also be reduced through the proper 
selection of the building siding. The use of building siding with a fibrous insu
lation sandwiched between a perforated metal inner surface and a solid exterior 
surface will provide improved midfrequency sound absorption and thereby reduce 
the reverberant buildup of noise within the turbine building. It can also reduce 
the noise radiated to the outdoors. 

16.11 STEAM VENTS 

Atmosphenc venting of large volumes of high-pressure steam is probably one 
of the loudest noise sources found at industrial sites. The overall sound power 
produced during steam line blow-outs at large central stations pnor to starting a 
new boiler can be estimated using Eq. (16.27) (see also line 29 of Table 16.1). 
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This noise is broadband and only occurs for a few minutes dunng each blow-out 
for the first few weeks of boiler operation: 

Steam line blow-out, overall Lw 177 dB (16.27) 

The actual sound power level produced during the venting of high-pressure gas 
is, of course, related to vanous factors, including the conditions of the flowing 
gas and the geometry of the valve and pipe exit. However, the above relationship 
will provide a reasonable estimate of the noise associated with the blow-out of 
steam lines at large boilers used for utility service. 

Large heavy-duty mufflers are sometimes purchased or rented that reduce the 
noise by about 15-30 dB during steam line blow-outs. The n01se produced by 
the more common atmospheric vents and commonly encountered valves can be 
estimated using prediction procedures available from many valve manufacturers 
and therr representatives. Many manufacturers offer valves with special low-noise 
trims, orifice plates, and mline mufflers that effectively reduce noise generation 
and radiation. The low-noise trim can also reduce the vibration and maintenance 
that are somet1IDes associated with valves used in high-pressure-drop service. 

16.12 TRANSFORMERS 

The noise radiated by electrical transformers is composed pnmarily of discrete 
tones at even harmomcs of line frequency, that is, 120, 240, 360, . . Hz when 
the line frequency is 60 Hz and 100, 200, 300, ... Hz when the line frequency is 
50 Hz. This tonal noise is produced by magnetostrictive forces that cause the core 
to vibrate at twice the electrical line frequency. The cooling fans and oil pumps 
at large transformers produce broadband noise when they operate; however, this 
n01se is usually less noticeable and therefore less annoying to nearby neighbors. 
The tonal core nmse should be considered omnidirectional and continuous while 
the transformer is operating. The broadband fan and pump noise occurs only 
dunng times when additional cooling is required. 

The technical literature includes numerous relations and guidelines for the 
prediction of noise produced by transformers. Reference 22 reports the results 
of measurements obtained at 60 transformer banks and indicates that the space
averaged A-weighted sound level produced by the core of the average transformer 
(without built-m noise abatement) at an unobstructed distance of about 150 mis 
well represented by the relationship given in Eq. (16.28). Ninety-five percent of 
the A-weighted noise data reported m reference 22 lies within about ± 7 dB of this 
relation for transformers with maximum ratings in the range of 6-1100 MVA: 

Averagp A-weighted core sound level at 150 m, 

Lp = 26 + 8.5 log(MVA) (dBA) (16.28) 

where MVA is the maximum rating of the transformer in million volt-amperes. 
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The space-averaged sound pressure levels of the transformer core tones at 120, 
240, 360, and 480 Hz at 150 m can be estimated by adding the following values 
to the A-weighted sound level of Eq. (16.28): 

120 240 
17 5 

360 480 

-4 -8 

Another relation for transformer A-weighted sound levels versus distance, extra
cted from reference 23, is 

Space-averaged far-field sound level Lp =Ln - 20(log d/S112
) 8 (dBA) 

(16.29) 
where Ln circumferential average sound pressure levels measured at National 

Electrical Manufacturers Associat10n (NEMA) close-in 
measurement positions (A-weighted or tonal) 

S total surface area of four sidewalls of transformer tank 
d = distance from transformer tank (in umts that are compatible with 

tank sidewall area), must be greater than S112 

Equation (16.29) can be used if Lp and Ln represent the A-weighted sound levels 
or the sound pressure levels of the discrete tones produced by the transformer 
tank. The octave-band sound pressure levels of the transformer core noise can 
be obtained directly from the sound pri::s;ure levels of the discrete tones esti
mated above. The octave-band sound pressure levels of the total transformer 
noise with the cooling fans operating can be esfunated by subtracting the values 
provided m line 30 of Table 16.1 from the A-weighted sound level estimated with 
Eq. (16.29). Tlns applies to conventional cooling-fan systems with motors In the 
power range of about 0.15-0.75 kW operating at about 1000-1700 rpm with 
two- or four-bladed propeller fans. Further information about special low-noise 
cooling systems should be obtamed from the manufacturer. Excess attenuation 
should be considered (see Chapter 5) when estimatmg sound levels at distances 
beyond about 150 m. 

NEMA has published standard tables of close-m noise levels for transformers; 
see reference 24. Expenence mdicates that the n01se near most operating trans
formers 1s often equal to or somewhat less than the NEMA standard values, and 
the n01se near new high-efficiency transformers can be significantly less than the 
NEMA values. However, the noise produced by converter transformers operat
mg at AC-to-DC converter terminals can include discrete tones at frequencies up 
to about 2000 Hz and can be about 5-10 dB greater than the NEMA standard 
values. Tlns additional high-frequency noise has been found to be unusually 
noticeable and disturbmg to residential neighbors when the converter transformer 
is located m qmet rural-suburban areas. 

Two basic methods are available for reducmg the far-field noise produced 
by transformers. First, manufacturers are able to respond to custom noise 
requirements and produce transformers with reduced flux density that generate 
noise levels as much as 10-20 dB lower than the NEMA standard values. New 
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high-efficiency transformers with low electrical losses usually produce core n01se 
levels that are less than the NEMA standard values. For the qmeted-design 
transformers, reductions of the higher frequency tones 480 and 600 Hz) are 
typically 1-3 dB more than the reductions of the lower frequency tones (e.g., 
120, 240, and 360 Hz). High-efficiency low-speed cooling fans and cooling-fan 
mufflers are also available from some manufacturers when, needed for special 
siting applications. In some cases, the cooling fans are eliminated from the 
transformer tank and replaced with oil-to-water heat.exchangers. 

Second, barrier walls, partial enclosures, and full enclosures can be provided to 
slneld or contain the transformer noise. They are usually fabncated with masonry 
blocks or metal panels. The interior surfaces of the barrier or enclosure walls 
should usually include sound absorption that 1s effective at the prominent trans
former tones. Care must be used to ensure adequate strike distances and space 
for cooling-air flows. If the fin-fan oil coolers are to be located outside of the 
enclosure, some attention should be given to the structure-borne and oil-borne 
n01se from the core that can be radiated by the coolers. Space and provisions 
must be provided for inspections, maintenance, and transformer removal. It is 
also important to ensure that the enclosure walls are structurally isolated from 
the transformer foundation to avoid radiation of structure-borne noise resulting 
transformer-induced vibration. Further information about the control of trans
former noise 1s available from most major transformer manufacturers as well as 
from reference 25. And a promismg passive means of canceling tonal noise radi
ated from transforn1er sidewalls by means of an attached mechamcal oscillator 
is discussed in reference 26. 

As energy efficiency becomes mcreasmgly important, new transformers are 
being purchased with low electrical losses reducing operatmg costs. Experience 
at numerous large electrical facilities indicates that new high-efficiency low-loss 
transformers also often produce core noise levels 5-10 dB less than the NEMA 
standard values. 

Instead of, or in addition to, reducing the n01se radiated from a transformer 
substation, 1t is sometimes possible to site a transformer far from residential 
neighbors or within an noisy area, such as close to a well~traveled 
way, where the ambient sounds partially mask the transformer noise. 

16.13 WIND TURBINES 

The installation of modem wmd energy systems is growing rapidly throughout 
many areas of the world. Installed capacity by 2001 exceeded 30,000 MWe as 
the reliability and efficiency of modem wind turbmes mcreased and the costs 
declined. It has been estimated that wind turbines will generate more. than 10% 
of the world's energy, more than 1200 GW, by year 2020. Wind turbine capacity 
is generally rated based on rotor diameter, rotor swept area, or generator capacity 
m watts. Small-capacity wind turbines are generally rated at less than about 5 kW, 
medium turbmes at about 5-300 kW, and large wmd turbines at about 500 kW 
and above. Large turbmes are now available rated at up to 1-5 MW, and with 
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multiple turbmes on a smgle tower, ratings can continue to increase. Wind turbme 
parks or farms are being developed onshore and offshore with rated capacities 
of 50-150 MWe and greater. The development of wind turbme rotors to operate 
with low wind speeds will mcrease the available resource area and will bring 
development closer to more people. , 

The main types of noise from wind turbmes are aerodynamic, mechanical, 
and electrical. The pnnc1pal sources of nmse include the rotor blades, the gear
box, and the generator. Additional sources include the brakes, the electronics, 
and the tower. Earlier wind turbme mstallations produced both prominent tonal 
noise from the gear box and a strongly modulated "thumping" noise most often 
associated with the rotor blades passing through and mteracting with the turbu
lent tower wake flow at downwind machines. Fortunately, the manufacturers of 
modern wind turbmes have learned to avoid what were these most noticeable 
and annoying aspects of wind turbme noise. 

Considerable progress in reducing noise generation and radiation continues to 
be made by the equipment manufacturers with ongoing technical support from 
research organizations (reference 27). Noise abatement for modem wind turbines 
includes increasingly efficient rotor blade profiles, variable-speed and variable
pitch rotors, advanced electronics, and low-noise gearboxes, as well as vibration 
isolation mounts and sound absorption within turbine nacelles. Noise from mod
em wind turbines is generally dominated by broadband rotor noise that is directly 
related to tip speed. Information about aeroacoustical noise generation is provided 
in Chapter 15. ~-. ~ 

Modem wmd turbines are generally available that produce broadband noise 
without strong tonal components. The midfrequency aerodynamic rotor nmse gen
erally includes some noticeable time-varymg amplitude modulation at the passmg 
frequency of the rotor blade (number of blades times the rotation rate in revolu
tions per second). For a three-blade constant-speed turbine operating at 25 rpm, 
this is 1.25 Hz. For variable-rotor-speed turbines, the modulation frequency will 
often be in the range of 0.5-1 Hz. 

The approximate A-weighted sound power level of modem medium to large 
wmd turbmes can be estimated with the relationships proVIded in Eq. (16.30) or 
(16.31), although the sound power level of some turbmes will be as much as 
10 dBA greater: 

{ 
86 + 10 log D (dBA) (16.30) 

Wind turbine, A-weighted sound power level 
73 + 10 log kW (dBA) (16.31) 

where D is the rotor diameter in meters and kW 1s the rated turbine power. 
Alternatively, the approximate footprint area surrounding a modem wmd tur

bme within which the A-weighted sound level equals or exceeds 40 dBA can be 
estimated with the relationship provided in Eq. (16.32): 

Wind turbme 40 dBA footprmt area in square meters = 800 x kW 
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The operating charactenstics, including noise generation under specific 
conditions, of most modern wind turbines have been certified in accordance 
with national and international standards. The special requirements associated 
with reliable measurements and specification of wind turbme noise are defined 
by International Standard IEC 61400-11, 1998, "Wind Turbine Generator 
Systems-Part 11: Acoustic Noise Measurement Techniques." 

16.14 SUMMARY 

The machinery noise prediction procedures and relations presented in this chapter 
are based primarily on extensive field measurement data collected by the authors 
and their colleagues durmg many years of consulting projects. The results 
obtained when using these relations should be useful for many engrneering 
applications. The reader is cautioned, however, that site-specific installation 
conditions and individual equipment charactenstics can cause noise levels to 
be somewhat higher or lower than predicted, and detailed knowledge of these 
exceptions can be important for cntical applications. Also, many items of 
equipment can be purchased with reduced noise, can be installed so as to reduce 
noise, or can be fitted with effective noise .control treatments. 

The authors continue to add to and update their library of eqmpment noise 
ermssion data used in the preparation of this chapter. Readers with access to new 
or useful data or information on equipment n01se characteristics or control and 
wanting to share their information are encouraged to send copies to the authors. 
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This chapter provides gmdelines, recommendations, and design tools useful m 
assessing and controlling noise and vibration stemming from mechamcal systems 
servmg buildings. Discussed are the transmission of n01se along duct systems, 
airflow velocities at various points in duct systems that are consistent with par
ticular noise goals, fan n01se, terminal box n01se, and special design features for 
especially quiet heatmg, ventilatmg, and air conditioning (HVAC) systems. Sound 
isolation for mechanical rooms and special consideration for the application of 
vibration ISolation for mechamcal equipment in buildings are also addressed. 
Further discuss10n and additional detailed design information can be found m 
references 1-5, and m Chapters 9-15 of this book. 

17.1 DUCT-BORNE NOISE TRANSMISSION 

It is of significant practical interest to predict the n01se that transmits via a ducted 
system from a source to a receiver space to achieve a desrred n01se goal. This 
is typically done by starting with the noise of a known source (typically and 
pnmarily a fan) and subtracting from this the attenuat10n provided by each of 
the various duct elements that the noise encounters as It propagates along the 
duct path. Thus, from a known n01se source level, one can predict the n01se level 
that reaches the occupant of a space and can engmeer any special attenuation 
treatments that may need to be mcorporated m the duct system to help achieve a 
desrred result. Alternatively, one can work backward from a desired noise goal 
in the receiving space to detennine the perm1ssible sound power level of a fan 
serving the system (or other source in the system). There are many acoustical 
complexities that are difficult to model precisely without exhaustive knowledge 
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of the duct construction and the nature of the sound field entenng a duct ele
ment, and such details are generally not well known. The prediction procedure 
is really a guide to make decisions in order to achieve designs that are in the 
correct neighborhood of the goal, and generally the procedure 1s a good guide in 
the moderately lower frequency range that is of greatest interest for ventilation 
systems. There are many aspects of ducted systems which are strongly frequency 
dependent in the higher frequency range, and the prec1s10n of the calculat10ns 
may be questionable for extensive systems in this frequency range. Fortunately, 
in designing noise control for ducted systems, when the lower frequencies are 
suitably controlled, the predicted noise levels at higher frequencies are dramat
ically lower than the goal and there is no need to make precise predictions m 
this higher frequency range. The following presents some of the data necessary 
to assess attenuation m the path of sound propagation from source to receiver. 
Considerations for some relevant noise sources are presented later. 

Sound Attenuation in Straight Ducts 

Even the attenuat10n of sound propagating in simple, straight ducts is qmte com
plex. The sound attenuation in straight ducts of uniform cross section and wall 
construction 1s usually given in attenuat10n per umt length, decibels per meter 
or decibels per feet, assurmng that every umt of duct length provides the same 
amount of attenuation. This is a considerable simplification because the attenua
tlon is a function of the character of the. . .s9:irnd field entenng the duct sect10n and 
the character of the sound field is constantly changing along the length of even 
a straight-duct run. At frequencies hlgh enough for the duct to support higher 
order modes, these higher order modes are much more rapidly attenuated by 
duct attenuation treatments than the plane-wave fundamental mode. Attenuation 
of sound along a duct is a function of the sound dissipation when the sound wave 
mteracts with the walls of the duct and this is determined by the impedance of 
the duct wall. Sound attenuation in lined ducts and silencers 1s treated in detail in 
Chapter 9. At high frequencies, energy loss due to sound transrmss10n through the 
bare sheet metal duct walls yields only very little sound attenuat10n for the duct 
path. However, with sound-absorptive limng of the walls, high-frequency sound 
attenuat10n along the ducts can be quite high. At low frequencies, a substantial 
portion of the sound attenuation along the duct path 1s provided by energy trans
rmss10n through the sheet metal walls of the duct-breakout. Form, stiffness, 
and surface weight control the low-frequency sound attenuation. Consequently, 
unlined form-stiff round ducts yield much less sound attenuation (and also much 
higher breakout sound transmission loss) than do ducts with rectangular or oval 
cross section and with large aspect rat10. The sound attenuation values repre
sented herein are for typical duct construction wlthm the range of constructions 
typically allowed by tlle Sheet Metal and Air Conditlonmg Nat10nal Associat10n 
(SMACNA) for low-pressure ductwork. 

Estimat10n of the attenuation provided by unlined and lined ducts of round 
and rectangular duct constructions typically found m the field is presented in 
Tables 17.1-17.6. 

DUCT-BORNE NOISE TRANSMISSION 

TABLE 17.1 Sound Attenuation in Unlined 
Rectangular Sheet Metal Ducts 

Attenuation.by Octave-Band 

Duct Size, PJA, Center Freque'~cy, dB/ft 

in. X in. ft-1 63 Hz 125 Hz 250 Hz >250 Hz 

6x6 8.0 0.30 0.20 0.10 0.10 
12 X 12 4.0 0.35 0.20 0.10 0.06 
12 X 24 3.0 0.40 0.20 0.10 0.05 
24 X 24 2.0 0.25 o'.20 0.10 0.03 
48 X 48 1.0 0.15 0.10 0.07 0.02 
72 X 72 0.7 0.10 0.10 0.05 0.02 

Source: 1999 ASHRAE Applications Handbook, © American 
Society of Heating, Refrigerating and Air Conditioning Engi
neers, Inc., www.ashrae.org. 

Sound Attenuation by Duct Divisions 

687 

When sound propagatmg along a duct encounters a duct branch, the acoustical 
energy divides mto tlle two branches according to the fraction of the area that 
each represents to the total area leavmg the divis10n. This 1s probably a reasonable 
approx1mat10n of what happens at lower frequencies, but at higher frequencies 
there are likely to be directional effects for which this simple model does not 
account. Fortunately, for most practical HVAC n01se control concerns, the low
frequency range is of the greatest interest. The attenuation in decibels that occurs 
at a duct divis10n is given by 

Attenuation= 10 log(~~) dB (17.1) 

where A1 1s the area of the duct leaving the divis10n on the patll being studied 
and AT is the total area of all branches leavmg the division. 

Sound Attenuation by Duct Cross-Sectional Area Changes 

Sound propagatmg along a duct is reflected back if it encounters a sudden cross
sect10nal area change. The strength of reflect10n at low frequencies, where only 
the fundamental plane wave can propagate in the duct, depends only on the ratio 
of tlle cross-sectional areas. Whether the sound is coming from the duct of tlle 
larger or smaller cross-sectional area, tlle resulting sound attenuat10n 1s given by 

(17.2) 
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TABLE 17.2 Insertion loss for Rectangular Sheet Metal Ducts with 1-in. TABLE 17.3 Insertion loss for Rectangular Sheet Metal. Ducts with 2-in. 
Fiberglass Lining" Fiberglass Lining" 

Insert:J.on Loss by Octave Band Center Frequency, dB/ft Insertion Loss by Octave-Band Center Frequency, dB/ft 

Dimensioru, m. x m. 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz Dimensions, m. x m. 125 Hz 250 Hz 500 Hz lOOOHz 2000Hz 4000 Hz 
6x6 0.6 1.5 2.7 5.8 7.4 4.3 6x6 0.8 2.9 4.9 7.2 7.4 4.3 

6 X 10 0.5 1.2 2.4 5.1 6.1 3.7 6 x IO 0.7 2.4 4.4 6.4 6.1 3.7 
6 X 12 0.5 1.2 2.3 5.0 5.8 3.6 6 X 12 0.6 2.3 4.2 6.2 5.8 3.6 
6 X 18 0.5 1.0 2.2 4.7 5.2 3.3 6 X 18 0.6 2.1 4.0 5.8 5.2 3.3 
8x8 0.5 1.2 2.3 5.0 5.8 3.6 8x8 0.6 2.3 4.2 6.2 5.8 3.6 
8 X 12 0.4 1.0 2.1 4.5 4.9 3.2 8 12 0.6 1.9 3.9 5.6 4.9 3.2 
8 X 16 0.4 0.9 2.0 4.3 4.5 3.0 8 X 16 0.5 1.8 3.7 5.4 4.5 3.0 
8 X 24 0.4 0.8 1.9 4.0 4.1 2.8 8 X 24 0.5 1.6 3.5 5.0 4.1 2.8 

IO x 10 0.4 1.0 2:1 4.4 4.7 3.1 10 X 10 0.6 1.9 3.8 5.5 4.7 3.1 
10 X 16 0.4 0.8 1.9 4.0 4.0 2.7 10 X 16 0.5 1.6 3.4 5.0 4.0 2.7 
10 X 20 0.3 0.8 1.8 3.8 3.7 2.6 IO x 20 0.4 1.5 3.3 4.8 3.7 2.6 
10 X 30 0.3 0.7 1.7 3.6 3.3 2.4 10 X 30 0.4 1.3 3.1 4.5 3.3 2.4 
12 X 12 0.4 0.8 1.9 4.0 4.1 2.8 12 X 12 0.5 1.6 3.5 5.0 4.1 2.8 
12 X 18 0.3 0.7 1.7 3.7 3.5 2.5 12 X 18 0.4 1.4 3.2 4.6 3.5 2.5 
12 X 24 0.3 0.6 1.7 3.5 3.2 2.3 12 X 24 0.4 1.3 3.0 4.3 3.2 2.3 
12 X 36 0.3 0.6 1.6 3.3 2.9 2.2 12 X 36 0.4 1.2 2.9 4.1 2.9 2.2 
15 X 15 0.3 0.7 1.7 3.6 3.3 2.4 15 X 15 0.4 1.3 3.1 4.5 3.3 2.4 
15 X 22 0.3 0.6 1.6 3.3 2.9 2.2 15 X 22 0.4 1.2 2.9 4.1 2.9 2.2 
15 X 30 0.3 0.5 1.5 3.1 2.6 2.0 15 X 30 0.3 1.1 2.7 3.9 2.6 2.0 
15 X 45 0.2 0.5 1.4 2:.9 2.4 1.9 15 X 45 0.3 1.0 2.6 3.6 2.4 1.9 
18 X 18 0.3 0.6 ~'- ,;)1.6 3.3 2.9 2.2 18 X 18 0.4 1.2 2.9 4.1 2.9 2.2 
18 X 28 0.2 0.5 1.4 3.0 2.4 1.9 18 X 28 0.3 1.0 2.6 3.7 2.4 1.9 
18 X 36 0.2 0.5 1.4 2.8 2.2 1.8 18 X 36 0.3 0.9 2.5 3.5 2.2 1.8 
18 X 54 0.2 0.4 1.3 2,7 2.0 1.7 18 X 54 0.3 0.8 2.3 3.3 2.0 1.7 
24 X 24 0.2 0.5 1.4 2.8 2.2 1.8 24 X 24 0.3 0.9 2.5 3.5 2.2 1.8 
24 X 36 0.2 0.4 1.2 2.6 1.9 1.6 24 X 36 0.3 0.8 2.3 3.2 1.9 1.6 
24 X 48 0.2 0.4 1.2 2.4 1.7 1.5 24 X 48 0.2 0.7 2.2 3.0 1.7 1.5 
24 X 72 0.2 0.3 1.1 2.3 1.6 1.4 24 X 72 0.2 0.7 2.0 2.9 1.6 1.4 
30 X 30 0.2 0.4 1.2 2.5 1.8 1.6 30 X 30 0.2 0,8 2.2 3.1 1.8 1.6 
30 X 45 0.2 0.3 1.1 2.3 1.6 1.4 30 X 45 0.2 0.7 2.0 2.9 1.6 1.4 
30 X 60 0.2 0.3 1.1 2.2 1.4 1.3 30 X 60 0.2 0.6 1.9 2.7 1.4 1.3 
30 X 90 0.1 0.3 1.0 2.1 1.3 L2 30 X 90 0.2 0.5 1.8 2.6 1.3 1.2 
36 X 36 0.2 0.3 1.1 2.3 1.6 1.4 36 X 36 0.2 0.7 2.0 2.9 1.6 1.4 
36 X 54 0.1 0.3 1.0 2.1 1.3 1.2 36 X 54 0.2 0.6 1.9 2.6 1.3 1.2 
36 X 72 0.1 0.3 1.0 2.0 1.2 1.2 36 X 72 0.2 0.5 1.8 2.5 1.2 1.2 
36 X 108 0.1 0.2 0.9 1.9 1.1 1.1 36 X 108 0.2 0.5 1.7 2.3 1.1 1.1 
42 X 42 0.2 0.3 1.0 2.1 1.4 1.3 42 X 42 0.2 0.6 1.9 2.6 1.4 1.3 
42 X 64 0.1 0.3 0.9 1.9 1.2 1.1 42 X 64 0.2 0,5 1.7 2,4 1.2 1.1 
42 X 84 0.1 0.2 0.9 1.8 1.1 1.1 42 X 84 0.2 0.5 1.6 2.3 1.1 1.1 
42 X 126 0.1 02 0.9 1.7 1.0 1.0 42 X 126 0.1 0.4 1.6 2.2 1.0 1.0 
48 X 48 0.1 0.3 1.0 2.0 1.2 1.2 48 x48 0.2 0.5 1.8 2.5 1.2 1.2 
48 X 72 0.1 0.2 0.9 1.8 1.0 1.0 48 X 72 0.2 0.4 1.6 2.3 LO 1.0 
48 X 96 0.1 0.2 0.8 1.7 1.0 LO 48 X 96 0.1 0.4 L5 2.1 1.0 1.0 
48 X 144 0.1 0.2 0.8 1.6 0;9 0.9 48 X 144 0.1 0.4 1.5 2,0 0.9 0.9 

"Add to attenuat10n of bare sheet metal ducts. a Add to attenuation of bare sheet metal ducts. 
Source: 1999 ASHRAE Applications Handbook, © American Society of Heatmg, Refrigeratmg and Air Condi- Source: 1999 ASHRAE Applications Handbook, © Amencan Soeiety of Heatmg, Refrigeratmg and Air Condi-
ttomng Engmeers, Inc,, www.asbrae.org. tiornng Engmeers, Inc" www.ashrae.org. 
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TABLE 17.4 Sound Attenuation in Straight Unlined Round Ducts TABLE 17.6 Insertion Loss for Acoustically Lined Round Ducts with 

Attenuation by Octave-Band Center Frequency, dB/ft 
2~in. Lining' 

Diameter, in. 63 Hz 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz 
Inserhon Loss by Octave-Band Center Frequency, dB/ft 

D :s:7 0.03 0.03 0.05 0.05 0.10 0.10 0.10 Diameter, m. 63 Hz 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz· 4000 Hz 8000 Hz 

7 < D :S: 15 0.03 0.03 0.03 0.05 0.07 0.07 0.Q7 6 0.56 0.80 1.37 2.25 2.17 2.31 2.04 1.26 
15 < D :S: 30 0.02 0.02 0.02 0.Q3 0.05 0.05 0.05 8 0.51 0.75 1.33 2.23 2.19 2.17 1.83 1.18 
30<D:S:60 O.Dl 0.01 0.01 0.02 0.02 0.02 0.02 w 0.46 0.71 1.29 2.20 2.20 2.04 1.64 1.12 

12 0.42 0.67 1.25 2.18 2.18 1.91 1.48 1.05 
Source: 1999 ASHRAE Applicattons Handbook, © Amencan Society of Heanng, Refrigerating and 14 0.38 0.63 1.21 2.15 2.14 1.79 1.34 1.00 
Air Conditioning Engmeers, Inc., www.ashrae.org. 16 0.35 0.59 1.17 2.12 2.08 1.67 1.21 0.95 

18 0.32 0.56 1.13 2.10 2.01 1.56 1.10 0.90 
TABLE 17.5 Insertion Loss for Acoustically Lined Round Ducts with •·· 20 0.29 0.52 1.09 2.07 1.92 1.45 1.00 0.87 
1-in. Lining' 22 0.27 0.49 1.05 2.03 1.82 i.34 0.92 0.83 

Insertion Loss by Octave-Band Center Frequency, dB/ft 
24 0.25 0.46 1.01 2.00 1.71 1.24 0.85 0.80 
26 0.24 -0.43 0.97 1.96 1.59 1.14 0.79 0.77 

Diameter, m. 63 Hz 125 Hz 250 Hz .500 Hz 1000 Hz 2000Hz 4000 Hz 8000 Hz 28 0.22 0.40 0.93 1.93 1.46 1.04 0.74 0.74 

2.04 
30 0.21 0.37 0.90 1.88 1.33 0.95 0.69 0.71 

6 0.38 0.59 0.93 1.53 2.17 2.31 1.26 32 0.20 0.34 0.86 1.84 1.20 0.87 0.66 0.69 
8 0.32 0.54 0.89 1.50 2.19 2.17 1.83 1.18 34 0.19 0.32 0.82 1.79 1.07 0.79 0.63 0.66 

10 0.27 0.50 0.85 1.48 2.20 2.04 1.64 1.12 36 0.18 0.29 0.79 1.74 0.93 0.71 0.60 0.64 
12 0.23 0.46 0.81 1.45 2.18 1.91 1.48 1.05 38 0.17 0.27 0.76 1.69 0.80 0.64 0.58 0.61 
14 0.19 0.42 0.77 1.43 2.14 1.79 1.34 1.00 40 0.16 0.24 0.73 1.63 0.68 0.57 0.55 0.58 
16 0.16 0.38 0.73 1.40 2.08 1.67 1.21 0.95 42 0.15 0.22 0.70 1.57 0.56 0.50 0.53 0.55 
18 0.13 0.35 0.69 i'.37° 2.01 1.56 1.10 0.90 44 0.13 0.20 0.67 1.50 0.45 0.44 0.51 0.52 
20 0.11 0.31 0.65 1.34 1.92 1.45 1.00 0.87 46 0.12 0.17 0.64 1.43 0.35 0.39 0.48 0.48 
22 0.08 0.28 0.61 1.31 1.82 1.34 0.92 0.83 48 0.11 0.15 0.62 1.36 0.26 0.34 0.45 0.44 
24 0.Q7 0.25 0.57 1.28 1.71 1.24 0.85 0.80 50 0.09 0.12 0.60 1.28 0.19 0.29 0.41 0.40 
26 0.05 0.22 0.53 1.24 1.59 1.14 0.79 0.77 52 0.07 0.10 0.58 1.19 0.13 0.25 0.37 0.34 
28 0.03 0.19 0.49 1.20 1.46 1.04 0.74 0.74 54 0.05 0.08 0.56 1.10 0.09 0.22 0.31 0.29 
30 0.02 0.16 0.45 1.16 1.33 0.95 Q.69 0.71 56 0.02 0.05 0.55 1.00 0.08 0.18 0.25 0.22 
32 0.01 0.14 0.42 1.12 1.20 0.87 0.66 0.69 58 0 0.03 0.53 0.90 0.08 0.16 0.18 0.15 
34 0 0.11 0.38 1.07 1.07 0.79 0.63 0.66 60 0 0 0.53 0.79 0.10 0.14 0.09 0.07 
36 0 0.08 0.35 1.02 0.93 0.71 0.60 0.64 
38 0 0.06 0.31 0.96 0.80 0.64 0.58 0.61 a Add to attenuation of bare sheet metal ducts. 
40 0 0.03 0.28 0.91 0.68 0.57 0.55 0.58 Source: 1999 ASHRAE Applications Handbook, © American Society of Heating, Refrigeranng and 

42 0 0.01 0.25 0.84 0.56 0.50 0.53 0.55 Air Conditionmg Engmeers, Inc., www.asllrae.org. 
44 0 0 0.23 0.78 0.45 0.44 0.51 0.52 
46 0 0 0.20 0.71 0.35 0.39 0.48 0.48 
48 0 0 0.18 0.63 0.26 0.34 0.45 0.44 Equation (17 .2) yields an attenuation of only 0.5 dB for a cross-sectional area 

50 0 0 0.15 0.55 0.19 0.29 0.41 0.40 change of Ai/ A 2 = 2 or A 2/ A 1 0.5 and that of 2 dB for a 1 • 4 or 4: 1 change. 

52 0 0 0.14 0.46 0.13 0.25 0.37 0.34 Since large abrupt changes in duct cross-sectional area do not occur very often 
54 0 0 0.12 0.37 0.09 0.22 0.31 0.29 for aerodynalllic reasons, the attenuation attributable to duct cross-sectional area 
56 0 0 0.10 0.28 0.08 0.18 0.25 0.22 changes usually encountered in HVAC duct design is very small. 
58 0 0 0.09 0.17 0.08 0.16 0.18 0.15 
60 0 0 0.08 0.06 0.10 0.14 0.09 0.07 

Sound Attenuation by Elbows 
a Add to attenuanon of bare sheet metal ducts. 

When sound propagating along a duct encounters an elbow, some of the sound is Source: 1999 ASHRAE Applicattons Handbook, © American Society of Heating, Refrigerating and 
Air Conditionmg Engmeers, Inc., www.ashrae.org. reflected back in the direction from which it was commg, some is dissipated, and 
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some contmues to propagate along the duct path. The fraction of sound energy 
that is reflected or dissipated determines the attenuation. The attenuation 1s a 
function of frequency and size of the elbow. The attenuation is also impacted by 
the type of elbow (mitered, mitered with vanes, and radiused) and the presence 
(or absence) of sound-absorbing lining in the duct (or on the turning vanes). 
Mitered elbows with vanes and radiused elbows tend to transmit more higher 
frequency energy around the bend than mitered elbows without vanes and so they 
provide less attenuation for the duct path. However, they yield lower pressure 
drop and therefore are commonly used. Tables 17.7-17.9 present the estimated 
sound attenuation for various elbow types. 

TABLE 17.7 Insertion Loss of Unlined and Lined 
Rectangular Elbows without Turning Vanes 

Insertion Loss, dB 

Unlined Elbows Lined Elbows 

fw < 1.9 0 0 
1.9::::; fw < 3.8 1 1 
3.8::; fw < 1.5 5 6 
7.5::; fw < 15 8 11 
15::; fw < 30 4 10 

fw > 30 --~.}<) 10 

Note: fw f x w, where f = center frequency, kHz, and 
w = width, in. 
Source: 1999 ASHRAE Applicattons Handbook, © American 
Society of Heating, Refrigerating and Air Conditlorung Engi
neers, Inc., www.ashrae.org. 

TABLE 17.8 Insertion Loss of Unlined and Lined 
Rectangular Elbows with Turning Vanes 

insertton Loss, dB 

Unlined Elbows Lined Elbows 

fw < 1.9 0 0 
1.9::; fw < 3.8 1 1 
3.8::; fw < 1.5 4 4 
7.5 :s; fw < 15 6 7 

fw > 15 4 7 

Note: fw = f x w, where f center frequency, kHz, and 
w = width, in. 
Source: 1999 ASHRAE Applicatzons Handbook, © American 
Society of Heating, Refrigerating and Air Conditioning Engi-· 
neers, Inc., www .asllrae.org. 

DUCT-BORNE NOISE TRANSMISSION 

TABLE 17.9 Insertion Loss of Unlined Round 
Elbows 

fw < 1.9 
1.9::; fw < 3.8 
3.8 fw < 7.5 

fw > 7.5 

Insertion Loss, dB 

0 
1 
2 
3 

Note: fw f x w, where f = center frequency, kHz, and 
w width, m. 
Source: 1999 ASHRAE Applications Handbook:, © American 
Society of Heating, Refrigerating and Air Condittonmg Engi
neers, Inc., www.asllrae.org. 

Prefabricated Sound Attenuators 

693 

Prefabncated sound-attenuatmg devices (duct silencers) are available from a van
ety of manufacturers in a variety of styles, configurations, and constructions to 
fit virtually every HVAC system application and to meet every sound attenuation 
requirement. The sound-absorptive media may be conventional dissipative mate
nals such as glass fiber, mineral wool, or nylon wool covered by a perforated 
metal facing sheet to provide physical protection for the fibrous sound-absorbing 
material from erosion by the turbulent flow. For low-velocity flows the sound
dissipating material may be protected only by a thin surface layer of flow-resistive 
facing such as applied on the surface of duct liners. For special applications, to 
prevent any fibrous material from getting mto the air stream, the fill material can 
be sealed in thin plastic bagging. This typically will slightly increase the acous
tical attenuation at specific low and rrndfrequenc1es and diminish it substantially 
at high frequencies compared to unfaced fill. Special constructton details are typ
ically required to prevent the film from sealing the holes in the perforated metal 
protective facing and to av01d chafing qf the film on sharp edges formed on the 
back of the perforated metal in the punchmg process. Detailed information on 
the design and prediction of dissipative silencers is given in Chapter 9. There 
are also silencers without traditional dissipative fill but with special acousttcally 
reactive surfaces lining the air channels which remove acoustical energy from 
the air stream. 

Basic silencers have a straight-through arr path with aerodynamic inlet and 
discharge geometry to help minimize pressure losses which are greatest at the 
flow trans1t1on pomts. Silencers are also available with special flow configura
tions for special applications. For HV AC system applications, elbow configuration 
silencers are particularly notable since can help to avoid difficult flow con
ditions that could otherwise exist or even be caused by aerodynarrncally poor 
application of a straight silencer. 

Manufacturers' information should be used for the prediction of the sound 
attenuation, pressure drop, and flow-generated noise. For a given application 
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there are typically several silencers that might be able to provide the desired 
acoustical performance. The noise control and HVAC design engmeers must 
select one that also yields a suitably low pressure drop and trade-offs will need 
to be considered between the length and the resistance class of the silencer. For 
most typical HVAC system applications the pressure drop across the silencer 
should be limited to about 0.30 in. water gauge (wg). The pressure loss can 
be higher, but the designer needs to be sure the extra pressure loss will not 
have undesirable impacts on the system. The energy consumed to overcome the 
pressure drop of the silencer should be considered in deciding what pressure loss 
is acceptable. Over the lifetime of the system, significant energy cost savings 
will result from having a silencer that has a particularly low pressure drop. The 
savings may be much more than the extra imtial cost of the lower pressure drop 
model. Silencers should not be placed in the duct Just upstream of a fan to avoid 
having the turbulent flow from the tail end of the baffles interact with the fan 
blade, which will increase the fan's broadband and blade passage tone noise. 

Ideally, the rurflow entering and leaving the silencer should be straight and 
smooth to approach the conditions under which the sound attenuation, pressure 
drop, and flow noise of the silencer are tested in accordance with ASTM E-477 
or ISO 7235. In the field, such ideal conditions seldom occur, and there is some 
degree of excess pressure drop beyond the catalogued value for the application 
due to system effects. The system designer needs to consider these· when making 
pressure drop predictions. To the exteµt that the silencers are placed m positions 

~-,,i 

where the mflow is distorted and turbulent, there will be extra pressure drop. 
Figure 17 .1 presents some common flow configurations and the associated extra 
pressure drop multiplier to be applied to the catalogued silencer pressure loss. 

Because of the high velocity flows through the narrow silencer channels and 
the imperfect conversion of velocity pressure to static pressure at the discharge, 
turbulence is generated in the flow through silencers and this creates flow noise. 
The manufacturers typically tabulate the flow-generated noise of their silencers 
at various face velocities. The total flow-generated sound power is a function of 
the face velocity and the area of the silencers, and the noise generated by the 
silencer will typically be published for various face velocities and for a specific 
cross-sectional area. This data must· be adjusted for the cross-sectional size of 
the silencer actually used when one predicts the flow-generated norne by adding 
10 log Ai/ Ao to the published data (where A1 1s the actual silencer area and 
Ao is the area that 1s the basis for the presented data, in consistent umts). The 
noise generated by the silencer becomes another source of noise that propagates 
along the duct and needs to be addressed. The closer the silencer is placed to 
the receiving space and the quieter the receivmg space, the more care needs to 
be taken in controlling flow-generated noise because there is less opportunity 
to attenuate 1t before it reaches the receiving space. For duct systems serving 
spaces where the noise goal is moderate (perhaps NC-35 to NC-40; NC noise 
critenon) silencers located near the occupied space (such as on the room-side of a 
terminal box) typically need to be sized for less about 0.10 m. wg pressure drop. 
Where the noise goal is more stringent, the pressure loss through the silencer 

'I 

i 

DUCT ELEMENT 

TRANSITIONS 

7 ½ degrees per slde 
Distance cl t-ansilion from sllencer 
D=I 

25 dElgrees per &Id& 
Dis1ance of transition ttom silencer 
Q;,; ! 

48degre6$perfflde 
Distance of transition trom silencer 
D=i 
D--2 
D-3 

Ei.BOW•AAOIUSTYPE 

Distance ot radius elbow from siencer 
D•O 

Et.BOW.MITERED TYPE WITH StlORTTURMNGVAN:ES 

Distance Of mitered elbow from silencer 
0=0 

EL-BOW-MITERED TYPE WITH NO TURN1MG \/AN.ES 

Dlstanca of mitmed elbow from silencer 
D•O 

ABRUPT ENTRY OR EXIT 

Smooth inlet or discharge 
Distance of entr. or exit from silen~r 
D-0 

ABRUPT ENTRY OA: EXIT 

Sharp inlet <:1r dlsetiar9e 
OiSlance ot ootN or exit lro.-n s11:mcer 
D-0 

CENTRIFUGAL FAN 

I AXIAL FAN 

Distance of centrifugal ~n from silencer 
o-o 

D:Stance ot axial fan from silencer 
o-o 

DUCT-BORNE NOISE TRANSMISSION 

SILENCER SYSTEM EFFECT FACTOR 
OUCT ELEMENT ON .. 

SILENCER INLET SILENCER Oi$CHARGE 

1.3 
1.6 
1.8 

1.9 
2,0 

1.0 
1.1 

1.0 

1.5 
1.2 
1.1 
1.Q 

1.1 
1.1 
1.1 

1.1 
1.1 

u, 
1.4 

12 

D Is the dlametet of round dtict or equtValent diameter ot rectangular duct 
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FIGURE 17.1 Factor by whlch catalogue silencer pressure loss is multiplied for various 
applications. (Reproduced with penmssion from Vibro-Acoustlcs.) 
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needs to be commensurately lower. When silencers are located· near the fans, 
at the beginning of systems, the noise of the fan on the building side of the 
silencer will often still be substantially higher than the flow-generated noise of 
the silencer (if selected for reasonable pressure loss), so that flow n01se is not of 
concern. The lower the noise goal, the more carefully this needs to be checked. 

Poorly selected and positioned silencers, which produce excessive pressure 
drop, can cause more noise problems than they solve. 

Sound Attenuation by Plenums 

Plenums in duct systems can often provide significant sound attenuation for the 
ducted path. The extent of the attenuation depends upon the size of the plenum 
compared to the connecting ducts, the onentation of the inlets and outlets, and the 
absorptivity of the inner walls. Equations (17.3)-(17.5) as applied to 17.2 
provide a method for estimatmg the attenuation provided by plenums: 

TL (17.3) 

where (refer to 17.2) 
where TL transmission loss, dB 

Sour area of outlet section of plenum, ft2 
S total inside surface area bf plenum minus inlet and outlet area, ft2 

r = distance between centers of inlet and outlet sections of plenum, ft 
Q = directivity factor, which may be taken as 4 

aA = average absorption coefficient of the plenum lining 
0 = angle of vector representmg r to long axis l of plenum 

The average absorption coefficient o:A of the plenum linmg is 

S1a1 + S20:2 

s (17.4) 

FIGURE 17.2 Schematic of plenum chamber. Source: 1999 ASHRAE Applications 
Handbook, © American Society of Heatmg, Refrigerating and Air Conditioning Engi
neers, Inc., www.ashrae.org. 
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where a 1 = sound absorption coefficient of any bare or unlined inside surfaces 
of plenum 

S1 = surface area of bare or unlined inside surface of plenum, ft2 

o:2 = sound absorption coefficient of any acoustically lined mside 
surfaces of plenum 

S2 surface area of acoustically lined inside surface of plenum, ft2 

The value of cos 0 is obtained from 

cos 0 = = ----- (17.5) 
r ([2 + r; + rl)0.5 

where l = length of plenum, ft 
rv vertical offset between axes of plenum inlet and outlet, ft 
rh = horizontal offset between axes of plenum inlet and outlet, ft 

The precision of plenum insertion loss predictions is generally not considered to 
be very good, and research is bemg conducted currently to improve the accuracy 
of the predicted attenuation of these duct elements. The results of the above 
equations are only valid where the wavelength of sound is small compared to the 
characteristic dimensions of the plenum. Equation (17.3) 1s not valid below the 
cutoff frequency of the entering and exiting ducts, given as 

and 

fco 
co 
2a 

for rectangnlar ducts 

-Fco = 0.586co 
J, for circular ducts 

d 

where fco cutoff frequency, Hz 
c0 speed of sound m air, mis 
a larger cross-sectional dimension of duct, m 
d = diameter of duct, m 

End-Reflection Loss 

When sound propagating along ducts reaches an abrupt change m cross-sectional 
area (such as the termination of a duct system at a diffuser or grille) and there 1s 
no disturbance of the sound field as it makes the transition, some low-frequency 
sound reflects back from the point of the abrupt change and does not propagate on 
toward the receivers of concern. The end-reflection loss is a function of the size of 
the termmation compared with the acoustical wavelength and the specific location 
of the duct termination within the room. Typical values of end reflections are given 
in Table 17.10. Note that these are for idealized conditions. If there 1s a grille or 
diffuser at the termmation of the duct system or if the grille or diffuser 1s not m 
the middle of a large plane (like the ceiling) but 1s in a two- or three-dimensional 
comer of the room, the end reflection will be lower. For each factor that deviates 
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TABLE 17.10 Duct End-Reflection Loss 

Duct 
End Reflection Loss by Octave-Band Center dB 

Diameter, in. 63 Hz 125 Hz 250 Hz 500Hz 1000 Hz 2000Hz 

Duct Tenninated in Free Space 

6 20 14 9 5 2 1 
8 18 12 7 3 1 0 

10 16 11 6 2 1 0 
12 14 9 5 2 1 0 
16 12 7 3 1 0 0 
20 10 6 2 1 0 0 
24 9 5 2 1 0 0 
28 8 4 1 0 0 0 
32 7 3 1 0 0 0 
36 6 3 1 - 0 0 0 
48 5 2 1 0 0 0 
72 3 1 0 0 0 0 

Duct Tenninated Flush with Surf ace 

6 18 13 8 4 1 
8 16 11 6 2 1 

10 14 9 5 2 l 
12 13 8 4 1 0 
16 10 6 2~ ·,ti 1 0 
20 9 5 2 1 0 
24 8 4 0 0 
28 7 3 1 0 0 
32 6 2 1 0 0 
36 5 2 1 0 0 
48 4 1 0 0 0 
72 2 0 0 0 

Source: 1999 ASHRAE Applications Handbook. © American Society of Heating, Refrigeratmg and 
Air Conditionmg Engineers, Inc., www.ashrae.org. 

from the ideal case, one might consider the effective duct emitting area to be 4 
times the actual duct size when en1:enng the chart. 

Note that end-reflection losses are not limited to the duct terminations but can 
be a useful technique within a ducted system to get low-frequency attenuation, 
for mstance where a duct abruptly enters a large highly sound absorptive plenum 
volume. 

Room Effect 

Room effect is the translation of the sound power elilltted into the room from 
the duct system to the sound pressure level that results in the space at a given 
location. The process of predicting the sound pressure level from the sound power 
level is treated in detail in Chapter 7. 
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The classical method to relate the sound pressure that results in a room to 
the sound power emitted from a source 1s modeled by a point sound source for 
small-size sources, such as round or rectangular diffusers, and by a line sound 
source m the case of strip diffusers or duct breakout. Note that the amplitude of 
the reverberant sound field, whlch doID1nates at large distances from the source, 
is independent of the nature of the source. However, the amplitude of the direct 
sound, which dolillnates in the vicinity of the sound source, strongly depends on 
how the sound energy spreads from the source. 

For a point sound source radiating into the room the sound pressure level at a 
distance r (resulting from the power-based addition of the direct and reverberant 
fields) is given m the equation 

where Lw source sound power level, dB re 10-12w 
Lp = sound pressure level, dB re 2 x 10-5N/m2 

R = room constant, SaA/(1 - aA), m2 

S = total room absorption, m2 

aA = average absorption coefficient of room surfaces 
r = source-receiver distance, m 

Q = inverse of fraction of sphere to which sound energy radiates 

(17.6) 

For a case where there is only one source of concern for design, using this 
equation is simple and sufficient. However, where there are multiple n01se sources 
such as various diffusers or grills with close to the same noise etmss10n level 
and producing close to the same n01se level at the receiver position, some way to 
adjust the room effect for the multiple diffusers 1s needed. This might be done by 
adjustmg the room effect by 10 log N decibels, where N is the effective number 
of outlets contributing to the sound at the critical receiver location. Other, more 
sophisticated, methods based of sound propagation modeling m rooms presented 
m Chapter 7 may be used when dealing with special situations. 

17.2 FLOW NOISE IN DUCTED SYSTEMS 

The n01se generated by flow in duct systems is a concern for noise translillssion 
ms1de the duct along the duct path and that radiated from the outside surface of 
the duct. Noise generated at particular fittings or duct elements can be estimated 
in accordance with the methods presented in Chapter 15. Flow-generated nmse 
propagates down the ducts Just like noise from any other sources m the duct 
system. It is typically m the mid- and higher frequency range and thus is relatively 
easily attenuated by dissipative treatments such as silencers or lining. When 
attenuating elements do not exist in the ductwork between the source and the 
occupied space, this noise can become a concern. 
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TABLE 17.11 Recommended Airflow Velocities in Lined Duct Systemsa,o 

Duct Element or Device 

Termmal devicec 
(¼in. mimmum slot width) 
First 8-10 ft of duct 
Next 15-20 ft of duct 
Next 15-20 ft of duct 
Next 15-20 ft of duct 
Next 15-20 ft of duct 
Maxnnum withm space0 

Airflow Velocities (fpm) Consistent with Indicated Noise 
Cnterion (NC) through Net Free Area of Duct 

Section or Device 

NC 15 NC20 NC25 NC 30 

Supply Return Supply Return Supply Return Supply Return 

250 300 300 360 350 420 425 510 

300 350 360 420 420 490 510 600 
400 450 480 540 560 630 680 765 
500 570 600 685 700 800 850 970 
640 700 765 840 900 980 1080 1180 
800 900 960 1080 1120 1260 1360 1540 

1000 1100 1200 1320 1400 1540 1700 1870 

Note: Fan nmse must be considered separately. Reduce duct velocities (not diffuser/grille velocities) 
by 20% if ductwork 1s unlined. 
• All ducts with 1-in.-thlck internal sound absorptive lirung. 
• Above mmeral fiber panel ceiling. Lower velocities 20% if open or acoustically transparent ceiling. 
cNo dampers, straighteners, deflectors, equalizmg grids, etc. behind terminal devices. 

The following guidelines are offer~.~ for duct sizing based on the location, 
type, and class of ductwork: 

<3000 feet per mmute (fpm) velocity in round ducts in mechanical rooms and 
shafts, 

<2500 fpm velocity in rectangular ducts m mechamcal rooms and shafts, 
<2000-2500 fpm velocity in the ceiling of occupied spaces with mineral fiber 

ceiling for NC-35 to NC-40 goal, 
< 1500-2000 fpm velocity in the ceiling of occupied spaces with open or 

acoustically transparent for NC-35 to NC-40 goal, 
<1500 fpm velocity m larger final distribution ducts servmg NC-35 to NC-40 

spaces, 
<a friction rate (pressure loss rate) of 0.10 m. wg/100 ft of duct run in smaller 

final duct distribution for NC-40, and 
<a friction rate (pressure loss rate) of 0.08 in. wg/100 ft of duct run m smaller 

final duct distribution for NC-35. 

Au:flow velocity guidelines for the design of special low nmse spaces (typically 
NC-30 and lower) are presented m Table 17.11 for lined duct systems. 

17.3 SYSTEM DESIGN FOR ESPECIALLY QUIET SPACES 

The lower the nmse goal for a particular space, the more carefully the duct 
arrangement needs to be considered from the air balance and aerodynamic 
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standpoints. In particular, the duct system needs to be designed to be as naturally 
balanced as possible. That is, if the system 1s turned on, the airflow naturally 
delivered from each outlet would match the desired airflow with little or no 
damper throttling to control the flow. Creating systematically branching duct 
arrangements to an array of diffusers or grilles is typically a good approach. 
There should be suitably long straight ducts between the branches for the flow 
to straighten out and divide, as desired at the next branch. However, not all 
buildings and conditions can accommodate this design co~cept. Often there is a 
need to have a senes of diffusers or branches to diffusers off the side of a large 
main duct. Having at least a modest length (a duct diameter) of straight duct 
run out to the diffuser is always preferred to improve the airflow presentation 
to the back of the diffuser and to create a more desirable position for a damper 
that can be used to control the fl.ow at a pomt that is away from the diffuser. 
For these cases, it is often best to have the main duct that feeds the diffusers 
remarn a constant size so that the pressure drop along the main "header" duct 
becomes small and the flow distribution is controlled by the pressure drop of the 
runouts. To achieve a naturally balanced design, It is generally best to have the 
diffusers and grilles be ma reasonably cohesive"groupmg rather than be widely 
spaced out. 

It is recommended to avmd having a tight cluster of diffusers servmg a critical 
space and then a long "tail" duct extending downstream, because to balance the 
system, it will be necessary to throttle dampers near the diffusers serving the 
critical space, and this will cause n01se to be generated. 

Dampers should be provided in duct systems as needed to control the flow, 
but they must be located sufficiently far from the terminal devices so that the 
turbulence and n01se they generate can be sufficiently attenuated before it reaches 
the occupied space. For especially quiet systems, dampers should not be placed at 
or near the face of the diffusers and grilles. It 1s essential to use dampers well back 
in the duct system to adjust for maJor deviations from a natural air balance design. 

The airflow velocity near diffusers and grilles needs to be appropriately slow 
to avoid excessive n01se generation. As one moves back in the duct system away 
from the cnt1cal space, flow velocities can progressively increase. Ideally, the 
velocities would step down m movmg toward the cntical space in a manner that 
is consistent with the desired systematic branching pattern. The best correlation 
between airflow velocities and the noise resulting in the space of mterest is for 
noise from grilles and diffusers in the room and for the ducts closest to the 
room. The correlation between noise reaching the space of interest and the flow 
velocity becomes less direct as one moves further into the duct system, away from 
the receiving space. Thus, there 1s not much room for compronnse in veloc1t1es 
close to the occupied space, but there may be room for compromise from an 
ideal design at greater distances from the occupied space. 

Table 17 .11 presents suggested velocities in duct systems serving quiet spaces 
to help ensure ach1evmg particular noise goals with acoustically lined ductwork. 
These suggested fl.ow velocities generally assume that the duct configuration will 
be only average in terms of its aerodynamics. If very desirable airflow geometry 
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is achieved, somewhat higher velocities can be allowed. The suggested velocities 
through the net free area of the diffusers and grilles, given in Table 17 .11, assumes 
a nominal slot width of about 1/2 in. To the extent that wider slot widths are used, 
higher velocities can be allowed for a given noise goal. Typically, there rmght 
be an allowable increase in slot velocity of 15-20% for each doubling of the 
nominal slot width up to about 2-in.-wide slots. Special nozzle-type diffusers are 
available to operate more quietly so that they can throw the air further for a given 
n01se level. The manufacturer's noise data should be reviewed for special diffuser 
applications, being sure that the noise generation 1s adjusted from the conditio~ 
under which the deV1ces are tested to the actual conditions of use. Because, at 
the indicated velocities, it is difficult to blow the air very far, for quiet systems, 
supply air is often delivered using a distributed array of diffusers at the ceiling 
rather than from the sidewalls of a space. This 1s not to say that sidewall blow 
applications need to be avoided; they JUSt need to be limited to covenng a small 
zone at the sides of the space rather than trying to conditrnn the entire space 
from this position. Using a combination of ceiling diffusers and sidewall blow 
diffusers can be a useful techmque to divide the main ducts mto smaller pieces 
that will fit through the building more easily than handling all the airflow in fewer 
large ducts. Note that to help fit ducts into buildings it is often better to avoid 
haV1ng diffusers or grilles directly off the sides of a main duct because the entire 
airflow in the main duct will have to run at a very low velocity and this duct. 
will be very large. However, in appliGatigns where there is ample space for large 
ducts or where ducts are exposed, this may be a simple, neat, and clean approach 
to the design. Developing the duct distribution in a systematic branching pattern 
naturally allows the ducts that have tlle large airflow quantity to be sized at 
a higher velocity, which helps them fit in the building more easily. For quiet 
systems, the space required to handle the airflow at the desired velocities can be 
considerable and this can translate mto requiring more building volume in which 
to maneuver the ducts. Considenng the system design concept and velocities early 
in the design can allow tlle building to be more economical from the standpoint 
of the sheet metal tllat is used and the building volume that is constructed. Not 
considering the duct system requirements early in the design may result in an 
undesirable compromise in the design and/or the noise levels that can be achieved. 

Note that about a 20% change in velocity is generally associated with a 5-NC 
point change in noise level in the occupied spaces. Thus, a compromise of increas
ing the airflow velocities in a project design by 20% will generally mcrease the 
noise by about 5 NC points. Also, lowenng the noise level by about 5 NC pomts 
requires about 20% lower velocities; this translates into only about 10-15% 
mcrease in the dimensions and surface area of round and (reasonably square) 
rectangular ducts. Increasing the n01se goal by 5 NC points will only save about 
10-15% of the sheet metal cost. 

The airflow velocity guidelines in Table 17.11 assume that there will be lining 
in the duct system, and this is generally recommended to control tlle noise gen
erated by flow m the ducts at fittings and unexpected flow obstacles m systems 
that are to be especially quiet. For lower noise goals, more things need to be 
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done properly in the rmplementation of the and there is less margm for 
error. If tlle ductwork does not have lining, it is suggested that the velocities m 
the ductwork (not at the diffusers and grilles) be about 20% lower than indicated 
to allow about a 5-dB margin for the lack of attenuation in the duct path. 

17.4 DIFFUSER AND GRILLE SELECTION 

The airflow velocities for low-n01se spaces presented in Table 17 .11 are only 
guidelines which mclude a number of assumptions, including that the nominal slot 
width is about 1/2 in. and the ductwork leading to the diffuser 1s only normnally 
configured. This also includes assumptions regarding the room effect and the 
number of diffusers that are contributing to the • sound field at the receiV1ng 
position. Note that the larger the room, the more likely 1t is that diffusers will 
be more numerous (and hence there will be more sources of n01se), but m this 
case, it 1s also more likely that the diffusers will be further from the receiver and 
hence the room effect will be larger. These two factors tend to counter each other 
so that a smgle velocity guideline chart can cover a wide range of applications. 

Manufacturers often proV1de data for the noise i:,,,.11,,,.r~,t"n by their diffusers and 
typically these are boiled down to a smgle Ne rating for the diffuser at a particular 
flow. Be careful in applying manufacturers' data because they are generated under 
ideal flow conditions and often mclude very favorable room effects so that the 
reported n01se levels are as favorable as possible. Also, they typically are reported 
for one diffuser or for a short section of a linear diffuser where the applicat10n 
may have many more such elements contributmg to the noise level at a receiver 
location. It 1s necessary to account for the sum of the noise that is generated 
by multiple diffusers/grilles which reach the receiver as well as to make other 
adjustments to correct the assumptions in the presented data to match the actual 
conditions of a proJect. It is also essential to make adjustments to the ideal flow 
condition used as the basis for the data to get to the actual applied flow condition. 
For especially quiet spaces, use of the velocity guidelines may be a preferable 
approach for establishing the selection parameters for the diffusers and grilles. 

The noise produced by dampers needs to be assessed separately from diffuser 
and noise, but having two flow turbulence-producmg devices closely spaced 
in series may add to the noise each device produces by itself. 

Displacement ventilation systems which deliver air to the occupied zone 
through diffusers at the floor can often be very quiet. This is largely because 
air is introduced to the space in small quantities at any one location and the 
flow velocity at the diffuser needs to be particularly low for comfort reasons. 
The result can be a system with little diffuser-generated noise and this can be a 
favorable approach for spaces that need to be very quiet. 

17.5 NOISE BREAKOUT/BREAK-IN 

When ducts containing high levels of noise pass though spaces with low or 
moderate noise goals, it is necessary to consider whether the noise that transmits 
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out through the surface of the sheet metal duct (called the breakout noise) is 
suitably controlled. Similarly, when a duct in which the sound field inside has 
been quieted passes near a noisy piece of mechanical eqmpment prior to pen
etrating the mechamcal room wall, noise may break mto the duct and travel 
down the duct to a receiving space of concern. To ID1mm1ze concern for noise 
breakout/break-in, it is usually best to position the high-msertion-loss elements 
m the duct system (the silencer) at or very near the penetration of the mechanical 
room boundary. However, it is not always possible to achieve this goal along 
with the goal of achieving good aerodynamics for the application of the silencer. 
Special elbow ( or other configurat10n) silencers can help achieve the goal of 
the desired position of the silencer for breakout/break-in considerations while 
avoiding poor flow. This is a very good use of special silencers. 

The noise that breaks out of and into ducts can be predicted using Eqs. (17.7) 
and ( 17 .8), respectively: 

Lw(out) = Lw(in) TLout + 10 log ( ¾) -C 

Lw(in) = Lw(out) - TLm - 3 

(17.7) 

(17.8) 

where Lw(out) = sound power level of sound radiated from outside surface of 

Lw(in) 

s 
A 

duct walls, dB 
sound power level ot.sgund inside duct, dB 
surface area of outside sound-radiating surface of duct, in.2 

cross-sectional area of inside of duct, in. 2 

TLout = duct breakout transmission loss, dB 
C = correct10n factor as follows for values of 

fl = TLout 10 log(S/A) 

fl C 
> +10 0 

+8 to +s 1 
+4 to +2 2 
+1 to -1 3 
-2 to -3 4 

-4 5 
-5 6 
-6 7 
-7 8 
-8 9 

<-9 -fl 

Note: These breakout and break-m equations should not be used where fl < 
-1 O. Also, where fl is a negative number, the precision or the result is question
able. The value of fl tends to go negative with relatively long duct sections. This 
approach does not take into account any dissipative attenuation along the duct 
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path, but at the low frequencies principally of concern for breakout and break-m 
:i'.ssues, dissipative attenuation is usually small along the duct path m the length 
of duct sections for which the approach should be used. 

The noise breakout fonnula can further lead to prediction of the sound pressure 
level m a receiving space by applying an appropnate room effect and including 
the sound isolation of any intervening constiucti0n. The noise break-m equation 
will determine the sound power that can then be used as a source level and the 
propagation of this noise can be traced along the duct system. Treatments for 
noise breakout/break-in typically include increasing the surface weight of the 
duct construction, stiffenmg the duct, applying a flexible mass barrier material 
on resilient back:mg (such as a glass fiber mat or foam), or enclosing the duct 
m gypsum board using a variety of possible details. Prediction of the msert10n 
loss achieved by vanous types of wrappings is given in Chapter 13. The further 
the enclosing mass layer is from the duct surface and the heavier the enclosure 
matenal, the better this will control low-frequency sound, which 1s most typ
tcally the concern. Circular ducts are inherently stiffer than rectangular ducts 
made of flat metal sheets, and for this reason, distribution systems usmg cir
cular ducts are often less prone to breakout/break-in noise problems. Note that 
there is a particular concern for breakout/break-in noise when glass fiber panel 
or other acoustically transparent ceilings are used in occupied spaces in build
ings. Where there is a solid gypsum board ceiling, breakout noise is naturally 
less of a concern than where there is a conventional mineral fiber acoustical 
ceiling. 

Ducts that drop out of the bottom of rooftop arr-handling units into the ceiling 
plenums above occupied spaces are a classic case where duct breakout noise is 
a problem, and this typically 1s worst when the supply duct discharges directly 
down into the ducts rather than into a plenum within the unit. Elbow silencers 
with high-transmissrnn-loss casings can be a convenient method of addressing 
this problem. If a straight silencer is used and is located well away from the 
elbow that turns in the ceiling space, there can be a significant amount of duct 
wall which can radiate noise to the occupied space and may need to be treated. 
This is discussed further under the rooftop umt section (Section 17.10). Most of 
the duct enclosure treatments to address this concern are very difficult to mstall, 
especially when there is linnted space and the building is fimshed. Whenever 
possible, designs should be developed which avoid the need for this sort of 
treatment. 

17.6 FANS 

Fans are typically the maJor source of noise enussion into duct systems. The 
various fan types have differing noise spectrum and magnitude characteristics 
and this is also a function of the duty. Certain fans are aerodynamically better 
suited for particular flow and pressure applications. This needs to be considered 
for the full operating range of the application. Many older references, such as 
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older edit:tons of the ASHRAE handbooks, include generic methods to predict 
the n01se generated by fans, and such sources can provide useful guidance in the 
absence of more specific data from the manufacturer for the fans that are planned. 
If such data are used, remember that, due to changes in manufacturing methods, 
modern fans may not be made the same way as the fans used as the basis for the 
generic prediction methodology. Often new fans are made more economically 
and produce more noise that older fans. It is best to obtain the noise data for the 
fan from the prospective manufacturer, tested rn accordance with the most current 
applicable standards. These data should be used as a guide m the selection of 
the fan and as a pomt of companson between candidate fans for an applicat10n. 
In addition, the quietest of the reasonable fans should be selected for a given 
application. Such a process should help avoid selecting a particularly noisy fan, 
which could lead to unexpected noise problems or noise control treatment which 
could unduly burden the system. 

The manufacturer's noise emission data for fans are based on a standard 
test which may or may not closely match the conditions of a particular field 

Note 1 

Flex connector 
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Fair Bad 

Notes: 

J;~· :::; Note 3 

' ,, 
Note 4 ...:..,_. t 
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~ 

Bad 
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1. Slopes of 1 In 7 preferred. Slopes of 1 In 4 permitted below 200 fpm. 
2. Dimension A should be at least 1.5 times B, where Bis the largest discharge duct dimension. 
3. Rugged turning vanes should extend the full radius of the elbow. 
4. Minimum 6-in, radius required. 

FIGURE 17.3 Vanous outlet configurat10ns for centrifugal fans and thexr possible rum
ble conditions. Source: 1999 ASHRAE Applications Handbook,© American Society of 
Heatmg, Refrigerating and Arr Conditiomng Engmeers, Inc., www.ashrae.org. 
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applicat10n. The noise radiated by the fan into the duct will vary with the paruc
ular acoustical impedance of the connected ductwork. Consequently, the actual 
sound power of the fan that is emitted mto a duct system may differ from the 
manufacturer's data. 

Particular care should be given to the inlet and outlet flow conditions for fans. 
Poor mlet flow can unbalance the flow over a fan wheel, causing performance 
problems and excess n01se generation at the anticipated speed for the application. 
The fan speed may need to be increased to compensate for unexpected pressure 
losses and thus generate more noise than expected. Inlet vanes or substantial flow 
distortion due to flexible connections protruding mto the flow can easily cause 
an mcrease of noise on the order of 6 dB across the full frequency spectrum. 
The local airflow velocities on the discharge of fans can be qmte high in some 
reg10ns and probably will not be uniform over the outlet area. This needs to be 
taken mto account m the system design and arrangement. It 1s often not possible 
to create ideal flow conditions, but it is important to create at least reasonable 
flow conditions and to avoid poor flow conditions which can create severe noise 
problems. Figure 17.3 illustrates some favorable fan discharge conditions as well 
as conditions that need to be avoided. It is always necessary to consider the flow 
arrangement on the discharge of a fan or air-handling unit to be sure that the duct 
and fan geometry work together as well as possible for the condition and, most 
essentially, to avoid poor conditions. Poor flow conditions at the fans can lead to 
low-frequency noise generation, either by the fan or due to large-scale turbulence 
in the ductwork which will drum the duct walls, causing a low-frequency noise 
problem that can be very difficult to solve. 

17.7 TERMINAL BOXESNALVES 

Many HVAC systems serving buildings include a variety of termmal boxes or 
valves to control the amount of filr delivered to the occupied zone. Some boxes 
are used to vary the airflow to the room m accordance with thermal load. Others 
provide a constant amount of flow to assure ventilation rates and control zone 
pressunzation. Some boxes incorporate fans to mix plenum arr with a variable 
amount of mam system rur to mamtain a minimum amount of air movement 
while delivering vanable heating/cooling. All of these boxes and valves have in 
common that they produce a pressure drop from the higher pressure in the mam 
duct system to a low pressure in the final distribution ductwork on the room 
side of the box. In throttling the pressure from the main to the final distribution 
ductwork, noise 1s generated and this noise needs to be considered m the design 
to meet desrrable noise levels in the occupied spaces. The greater the rurflow 
quantity through the box, the greater the noise that is generated. However, the 
most significant factor is that the noise boxes generate is a strong function of the 
pressure drop across the valve. Boxes on a system that are near the fans naturally 
see a higher pressure in the mrun duct than boxes near the ends of the system, 
and boxes close to the beginning of the system will generate more noise than 
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comparable boxes located toward the end of the system. Excess static pressure m 
the mam ducts cau be a significant factor m noisy systems as the terminal boxes 
in the system are throttling hard (have large pressure differential across them) to 
control the excess pressure. 

The manufacturers of terminal boxes generally provide n01se data for their 
boxes rated at various flow rates aud pressure losses, and these data can be used 
for noise analysis of the ducted system just as fan nmse propagation down the 
ducts is done. In such an analysis, the pressure loss that 1s of interest in deter
mmmg the noise of the box is the actual pressure drop that the box 1s expected 
u:; produce m the field, not the minimum pressure at which the box will satis
factorily control flow or some arbitrary pressure loss that 1s assigned. Because 
of airflow control considerations, the boxes m many applications have inlet flow 
conditions that are reasonably close to the ideal flow condition under which the 
tenmnal box is tested for flow and noise. However, if there are adverse flow 
conditions, the noise generated by the boxes may be hlgher thau the manufac
turer's rating. 

Noise radiation from the casmgs of the boxes can also impact the occupied 
spaces near them, and to enable assessment of this, manufacturers also publish 
casing radiated noise data. For fan-power boxes, these data include the noise that 
radiates from the fau out of the plenum air inlet and thls cau be a significant 
issue. In some cases it is necessary to provide attenuation for the plenum air 
mlet to the box. Most moderate-size te,rminal boxes operating at nommal pres-

,; 
sures can be located in the ceilings of occupied spaces where the noise goal is 
NC-35 or hlgher when there is a conventional mmeral fiber ceiling. Where boxes 
are in the ceilings of spaces with noise goals more stringent than NC-35, where 
system pressures are anticipated to be high, and/or where ceilings with lower 
transmission loss are used, special consideration should be given to the issue of 
casing radiated noise. In particular, be cautious of exposed box applications or 
where fiber, perforated, or open-slat ceilings are used. 

The manufacturer's noise data should be reviewed for verification, but typ
ically the frequency band of concern for flat-plate damper boxes is the 250-
Hz octave band; for pneumatic-style boxes, the 500-Hz octave band; and for 
plunger-style valves, the 1000-Hz octave band. The type of noise control treat
ments that are applied in the duct systems should ideally be selected to treat 
the particular n01se spectrum that is expected based on the box/valve type that 
is used. 

For systems that utilize terminal boxes/valves it is usually a good idea to 
try to conceive the main duct system to be able to deliver the design airflow 
with the minimum overall pressure loss and the minimum differential in pressure 
arnvmg at the various boxes in the system. Consider gradually reducmg the flow 
resistance in the main duct as the duct proceeds toward the end of the run and 
the magmtude of arr being handled is reduced. The overall velocity in the duct 
system is often a significant factor determining the pressure drop from beginning 
to end, and the design velocities should be as low as reasonably possible. Use 
aerodynanncally favorable fittings. Try to av01d particularly long duct runs by 
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using more vertical shafts m the building to minimize the length of duct runs 
on the floors served. Where it is possible and acceptable to create ring ducts fed 
from both ends to serve the floor plate of a building, thls can favorably reduce 
the pressure that is needed in the system. Consideration of these design features 
can help avoid noise problems and/or mmnmze the magmtutle of attenuation 
treatments that are needed. 

Always be sure that the final setup and balancing have the system operating 
at the lowest pressure that is consistent with delivering design airflow. Thls 
includes sure that the system pressure cannot be further lowered without 
jeopardizing the reqmred flow at the extremes of the duct system and making 
sure that the fan is operating at the lowest speed that will deliver design flow. If 
there are inlet vanes on the fan to control capacity, they should be nearly fully 
open when the system is demanding full design flow. The inlet vanes should 
not be constricting the airflow when the demand 1s full; if they are, the fan can 
probably be slowed, which should reduce noise ennssion. 

17.8 MECHANICAL PLANT ROOM SOUND ISOLATION 
AND NOISE CONTROL 

Good space planning 1s the best way to avoid sound isolation and noise prob
lems at mechamcal rooms. Avoid a common wall with a noise-sensitive space 
that would require a substantial and expensive wall construction. Very high sound 
isolation walls typically reqmre discontinues in or special protection of the flank-

structural paths; such treatments can be cumbersome and expensive. Havmg 
a common wall also mvites penetration of that wall with ducts and pipes. Since 
_,._,aw.u;,; a sufficiently tight seal around a single wall that is penetrated can often 
be difficult and nsky, these should be avoided. Creating a buffer zone of less crit
ical space between a mechanical room and noise-sensitive space allows simpler 
and less costly constructions to provide the desired isolation, and this minimizes 
the risk of noise leaks at penetrations. It is good practice to position particularly 
n01sy eqmpment m mechamcal rooms away from critical sound-isolating walls 
to av01d exposure of critical constructions to unnecessarily high levels of noise. 

avoid locaung equipment extremely close to walls where the sound 
has no opportumty to lose intensity owmg to spreading losses. 

Building constructions that provide a good deal of sound isolation can be 
constructed well, but there is always a door into the space, which is a weak sound 
1Solation condition, and the location of doors needs special plannmg. Certamly 
it is necessary to av01d doors to mechanical rooms directly from noise-sensitive 
rooms. To the extent that 1t is possible to naturally create a double-door entrance 
vestibule ("noise-lock") to the mechanical room, such as by accessmg the room 
off of a back-of-the-house corridor that is separated with another door from more 
public space, thls 1s a good idea smce good isolation can be reliably achieved 
with ordinary door construction. 

Mechanical plant rooms often contain equipment which radiate relatively high 
levels of low-frequency noise, and it is necessary to have heavy constructions, 
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such as masonry walls, surrounding the room. Lighter construcuons such as 
gypsum board on stud can be used, but double-wall constructions with a sub
stantial air space between the two sides of the wall will likely be required. Hence, 
light weight wall construction alternatives may take up more floor space. To the 
extent that there 1s auxiliary equipment associated with the main plant equipment 
that is wall mounted, it is often wise to have a double-wall construction so that 
minor vibration and structure-borne n01se that might get coupled to the inner 
wall of the mechanical room will not get strongly transID1tted to the side of the 
wall construction in the occupied space that is to be protected. 

Creating an arr-tight seal, as is always necessary for sound isolation, at the 
heads of walls can be particularly problematic. Necessary firestoppmg can be 
achieved for walls with fibrous packmg and coaung with mtumescent mate
nal, but this is not a suitable seal for sound control purposes where the basic 
construction needs to close within a typical caulk jomt of the abutting construc
tion. Closing concrete block construction to the underside of fluted metal deck 
and beams can be very difficult. It is also difficult to create a seal when con
crete block comes up under roof constructions that are sloped for dramage or 
need to accommodate structural deflection. The seals that are needed under these 
conditions need to be considered early m the design, and practical methods to 
accomplish the necessary seal m the field need to be detailed. 

Floating concrete floors are sometimes required to separate mechanical spaces 
from noise-sensitive spaces that are ab.(;ve or below the mechanical room. Pre
dicuon of the insertion loss of floating fl1>ors is provided in Chapter 11. These 
constructions consist of a concrete slab (typically 4 m. thick) which is supported 
above the structural floor on resilient mounts. Systems to accomplish this are 
available from the various isolation product vendors. These constructions can 
and do provide effective control of sound transmission through floors, but they 
take up space that needs to be allocated from the start. They also require careful 
coordination and implementation m the field in order to function as planned. 
Floating floors are not generally designed as part of a vibration isolation scheme 
for plant equipment; their primary use is for airborne sound isolation. Concen
trated loads such as from eqmpment can be accommodated on floated floors with 
appropriate planning and design of the floated floor, but it can also be acceptable 
to have such loads supported on small structural piers (housekeeping pedestals) 
that penetrate through the floated floor. To avoid a sound isolation concern at 
support points that penetrate the floors, these need to be kept as small as practical 
and typically complete housekeeping pads are not used. The sizes and posit10ns of 
support piers need to be carefully coordinated in the field. Rather than use floatmg 
floors to provide high-level sound isolation to spaces above or below mechanical 
rooms, it is sometimes necessary to have special sound-isolatmg ceilings above 
or below the mechanical spaces. These can be complex to implement and require 
special coordination of the building services to avoid or minimize penetrations 
for supports through the ceiling. The tilillng of construction of the ceiling relative 
to installat10n of the building services needs forethought smce it typically cannot 
follow the usual sequence. 
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Technical aspects of isolation of vibrauon sources are treated in detail m 
Chapter 13. This section will provide some practical guidance regarding the 
applicat10n of vibrat10n isolauon systems and devices to building mechanical 
systems. 

Numerous references, such, as the sound and vibration control chapters of 
the ASHRAE Applications Handbook, 1 and vibration isolat10n equipment ven
dors provide guidance regarding the application of isolation devices for building 
equipment, and the reader is referred to such sources for specific isolation selec
tions based on the type of eqmpment, the speed of the equipment, the location 
in the building, and the sensitivity of the application. For application to build
mg equipment, the selection of vibration isolators is reduced to identifying the 
deflection of the isolat10n element under the static load. The deflection of the 
isolator under load is related to the natural frequency (the frequency at which 
resonance occurs) of the isolation system by the equation 

( 
1 )0.5 

fn = 3.13 d (17.9) 

where fn isolator natural (resonance) frequency, Hz 
d = 1Solator deflection, m. 

Generally, to provide effecuve isolation, the natural frequency of the isolation 
system needs to be no more than 0.30-0.10 times the drive frequency (RPM/60) 
of the equipment. At ratios greater than 0.30 isolation efficiency will be IDimmal, 
and at a ratio of 0.70 there 1s theoretically no isolation at all. Clearly, it is 
necessary to avoid having the equipment operate at or near the natural frequency 
of the equipment. There is generally little point in an isolation system that has 
a ratio of isolation system natural frequency to eqmpment drive speed smaller 
than 0.10 since little additional effectiveness is gamed for practical installations 
and the stability of the equipment on the isolation system can be marginal. 

Many pieces or equipment are equipped with variable-speed drives and, m 
this case, it is generally appropnate to select the isolation system for the normal 
full speed of the equipment. As the equipment slows down and operates closer 
to the natural frequency of the isolation system, the isolation system will provide 
less isolation efficiency, but fortunately, the magnitude of the machine vibration 
force will be reduced at approximately the same rate. So, there are generally 
no problems with this. The natural frequency of the isolator should typically be 
no more than about half of the lowest operating frequency of the equipment to 
prevent operation too close to resonance, but for more difficult applications, this 
might be as high as 0.7. If it is not feasible to select large deflection springs, 
sometimes it is necessary to limit the operating range of the equipment to av01d 
operating too close to the isolation system natural frequency. This possibility 
should be considered early m the design. In some cases 1t lillght be worthwhile to 
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Judiciously mcrease the deflection of the springs to lower the natural frequency 
to avoid impacting equipment operation and efficiency. However, an isolation 
system should not be so flexible that it creates instability or operational problems 
such as with alignment or stress transfer. 

Inertia bases are used with many pieces of equipment to lower the center 
of gravity and to reduce the vibratory movement of the equipment when it is 
resiliently supported. Movement due to starting torque, resistance to forces cre
ated by the static pressure a fan develops, and turbulent flow m large fan systems 
are also reasons such bases are recommended for eqmpment. The mertia bases 
only reduce the motion of the eqmpment on the isolation system. They do not 
change the inherent unbalanced forces of the eqmpment, even though the mag
mtude of vibratory movement of the eqmpment on the base will be lower. The 
vibratory displacement of the base and that of the equipment rigidly mounted 
on it will be lower because the mass that the forces are now acting on is the 
combmed mass of the eqmpment and the inertia base compared with the mass 
of the equipment alone. Note that the mertia base does not change the vibration 
forces that are transmitted to the building assuming that the deflection of the iso
lation system remams the same. This is because, for the same static deflection, 
the springs need to be stiffer to support the additional weight of the equipment 
plus its inertia base. 

In theory, the weight of the inertia base would be deterrruned by the desired 
reduction of the magnitude of the vibratory movement, but the magnitude of the 
motion of the equipment is not well kiio'\vn, so it is difficult to tell what mass 
ratio to use. In practice, the weight of the mertia base for building mechamcal 
equipment is often deterrruned by the weight of concrete fill in a steel frame that 
approximates the rectangular outline of the equipment footprint (with allowance 
for fastemng), and the depth is determined by the need to make the base smtably 
stiff. The depth of the base is often related to the length of the base and is typically 
about fa to TI the longest dimension. Expenence mdicates that for many pieces 
of mechanical eqmpment, the base weight that results from this methodology is 
sufficient to control excessive movement and prevent undue forces from being 
transmitted to connected pipes and appurtenances. 

Spnng isolators most typically are manufactured to achieve rated deflections 
of approximately 1, 2, 3, and 4 m. This means that when the full design load for 
the spring is applied, the spring will approximately deflect this rated distance, and 
at this condition, the spnng will also achieve other desirable design features such 
as for lateral stability, horizontal stiffness, and deflection reserve to bottommg 
out. The rated deflection has nothing to do with the deflection actually achieved 
in the field under the actual eqmpment load applied. For example, a spnng that 
has a rated deflection of 1 m. for a 1000-lb load will only deflect 0.10 in. if it 
is supporting 100 lb. The only thing that is important m terms of the isolation 
efficiency of the mounting is the actual static deflection that results under the 
applied load and, m the case of this example, the natural frequency would be 
deterrruned by 0.1 m. deflection. Isolation devices need to be properly selected 
to achieve the desrred rmmmum static deflection and hence the desired isolation 
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efficiency. Underloading an isolator can result m achievmg less than the des1red 
isolation efficiency and overloading can cau§e the spring to collapse (bottom 
out) so that it provides no isolation at all. If a,spring is specified to achieve 1 in. 
rmmnrnm deflection under load, there is only one load that will exactly satisfy 
the reqmrement if a spnng is selected from a 1-in. rated series of springs, and 
that is the maximum load that the mount can support; lower loads will achieve 
less than 1 in. deflection and will not meet the requ1red rmmmum deflection, 
and greater loads will overload the spring. To achieve the requ1red mimmum 
deflection in this case, a 2-m. rated deflection spnng would need to be used 
so that as long as it is loaded between half and full load, it will achieve the 
required minimum deflection. This can cause unnecessary expense for isolators 
that have substantially more capacity than needed. To clarify the performance 
desired and to avoid unnecessarily costly springs, it is often better to specify 
spring deflections of 0.75, 1.5, 2.5, and 3.5 m., as expected from 1,2, 3, and 4-m. 
rated static deflection spnngs, respectively, so that there is a reasonable selection 
range available. 

For applications where the weight of the isolated eqmpment may vary sub
stantially from time to time, such as for a cooling tower or chiller if the water is 
drained for maintenance, the isolation devices that are used need to incorporate 
some method to restrain the upward movement of the equipment as the weight is 
removed because this can put excessive stress on connectmg pipes. Eqmpment 
that is located outdoors may be exposed to wmd and exhibit lateral movement 
which needs to be restramed. Special travel-lirmted isolators have been devel
oped for this application which will snub the movement of the eqmpment under 
such conditions, typically at about 1/4 m. 

Many pieces of equipment need to be specially restrained to avoid damage to 
the eqmpment or the building if a seismic event occurs. This applies to many 
pieces of eqmpment, whether resiliently mounted or not, but clearly, eqmpment 
that is resiliently supported could easily fall off its mounts if there is a seismic 
event. Seismic restraint of equipment is an entirely separate issue from vibra
tion isolation; it is essentially a structural issue. Isolation and seismic restramt 
become related because so many pieces of eqmpment that are resiliently sup
ported need restramt. There are seisrmc restramts available from vendors which 
are completely separate devices from vibration isolators. In some cases it is con
vement to mcorporate seismic restramt mto the isolators, and products that do 
this are available from vibration isolation vendors, but it may not be necessary to 
use combmation devices. Where the equipment has no other pomt of attachment 
but the mounting pomts at which suitable support and restramt can be achieved, 
a combination device is necessary. It is essential that the seismic restraint not 
compromise the performance of the vibration isolation system, and this is not an 
easy task considenng the relatively tight installation tolerances that are required 
for both seisrmc restraints and vibration isolators. Often isolators with combined 
seismic restramt can help achieve the des1red level of mstallation more reliably, 
and this is another benefit that such devices provide. 



Idaho Power/1206 
Ellenbogen/373

714 NOISE CONTROL IN HEATING, VENTILATING, AND AJR CONDITIONING SYSTEMS 

Electrical connections to vibration isolated eqmpment need to be made flex
ible to avoid creating a problematic vibration transmission path to the building 
structure. These are typically made with either a section of flexible conduit or a 
special flexible electrical coupling. For small-size equipment and conduits, prac
tical lengths of flexible conduit are effective and sufficient. As the size of the 
equipment and the connectmg conduit increase, the flexibility of these systems 
may diminish and it may be necessary to use special flexible electrical couplings. 
The flexible connections should be installed in whatever manner creates a slack 
condition. 

Pipmg that connects to isolated eqmpment also needs to avmd creatmg a 
vibration transmission path to the building. There are flexible pipe connections 
available for many applicauons, but because vibration can travel through the fluid 
in the pipes (which is often highly mcompressible), vibratory energy is often not 
stopped sufficiently by them. Such connections are best used (or not) based on 
considerations other than vibration control (e.g., thermal expansion/contraction 
or alignment). To control vibration transnussion to the building via pipes, 1t is 
usually necessary to resiliently support the pipes for some prescribed extent, but 
that extent is not easy to describe and could vary substantially from proJect to 
project. Many schemes have been devised to describe tlle scope of pipe isolation 
m buildings, such as a prescribed length of pipe or a certain multiple of the 
pipe diameter, and this 1s somewhat dependent on the designer's philosophical 
approach. The fixed length of pipe isolation from a vibration source approach 
does not account for variations of p1pe""stiffness based on size. Clearly, a 1-in. 
pipe for a particular duty is much more flexible over a given distance than a 12-
in. pipe for a similar duty. Prescribmg the length of isolation in pipe diameters 
partly addresses this issue, but this approach can be difficult to work with in the 
field. In practice, there needs to be some compromise between a practical scheme 
that can be implemented m the field, a system that makes sense economically, 
and a scheme which will provide the isolation that is needed for tlle size of pipes 
and the vibration sources mvolved. There are many possible approaches to this 
specification depending upon what 1s workable and cost effective. There may be 
a scheme that is appropnate for many applications, but this should be 
carefully considered for each project before finalizmg the scheme. The designer 
should keep in mmd that a resilient connection between a pipe and the building 
structure provides a reduction of the vibratory force ouly if the local impedance 
of the supportlng structure 1s high compared to the impedance of the isolation 
device. Little isolation will be gamed if a moderately stiff isolator like a neoprene 
pad is used to resiliently support a pipe from a lightweight and flexible gypsum 
board on stud wall. 

Classic vibrat10n isolation theory assumes that isolators sit on supports tllat 
are mfinitely stiff and massive. This is reasonably the case for-support conditions 
at slab-on-grade floors, but this may not be the case for support conditions at all 
structures above grade. Most isolation applicatJ.on guides take this mto account 
and provide recommendations for a variety of less than perfect support conditions 
such as on above-grade structures. The implications of structural flexibility on 
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vibration isolation for most above-grade support conditions are rather modest 
where the structure is reasonably massive (such as a concrete floor) and is su1tably 
strong to support mechanical service equipment. This accommodation mvolves 
only slightly softer isolators than would be used on grade, but the isolat~rs are 
still w1thm tlle range of conventional products that are econoMcally available. 
When the supporting structure is particularly lightweight, such as wood frame 
construction or a simple metal deck roof, special attention needs to be to the 
support condition, and 1t may be neces,\>ary to create special load transfer schemes 
to transfer the load to more substantial points of structure such as columns. 

17.10 ROOFTOP AIR CONDITIONING UNITS 

Many HVAC systems employ a variety of types of packaged rooftop air 
conditioning units with circulating fan' systems and sometimes witll integral 
compressor/condenser sections. Because such eqmpment 1s often n01sy and 
typically supported on a lightweight structure directly above occupi~d spa~e'. this 
equipment is one of tlle most common sources of noise problems m bmldmgs. 
Because of space limitations and the magnitude and frequency of excess noise 
that results, problems with this equipment are often very difficult and expensive 
to address, especially once the equipment is installed. Sometimes It 1s not 
practical and economically feasible to fully resolve the problems presented by 
this equipment at the initially chosen location and maJor. system changes are 
needed. The best way to address noise from this equipment is to have 1t installed 
at the outset according to a well-conceived nmse and vibration control scheme. 
The necessary installation features to control noise and vibration may be new 
and unusual to some installers, and 1t is wise to take the extra steps to clearly 
document all the necessary details so they can be properly implemented. 

The roof construction needs to extend fully under the equipment and needs to 
close tightly around any penetrating elements such as pipes and ducts. The roof 
construction needs to be appropriate to control airborne sound transnuss1on to the 
occupied space, mcluding sound that might transmit both through the roof deck 
directly under the unit and off to the side of the unit (for some distance from 
the unit). If concrete is used m the roof deck, this is very good and can help to 
address, in a manner, both airborne noise and vibration isolation issues. 
Concrete is not always necessary and lighter weight sound isolation alternatives 
can be conceived, but they may be mifamiliar to some installers. 

Havmg the supply fan discharging directly down into the supply duct entermg 
tlle ceiling of an occupied space is often a problem and does not allow easy 
opportumties to mcorporate silencing devices. If possible, it is us~ally much better 
to have the fan discharge horizontally within tlle unit, into a discharge plenum 
(also m the umt), before the air is delivered to the duct system. The discharge 
plenum presents an opportumty to incorporate sound attenuat10n treatment before 
the air stream enters the duct in the ceiling of the occupied space. In some cases 
it is acceptable to run the ductwork across the roof before penetrating the roof, 
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and this is always a favorable noise control approach smce it allows space for 
turbulent airflow to smooth out, allows room for substantial silencing treatments 
before the ductwork gets into the ceiling of the occupied space, avoids what 
are often poor duct flow geometnes at the fan discharge which occur when the 
duct drops directly out of the bottom of the unit, and allows low-frequency fan 
and duct rumble n01se in the mitial duct sections to dissipate outdoors rather 
than radiate m the ceiling of occupied space. However, such ducts may present 
practical and aesthetic design issues. The return/relief arr path associated with 
rooftop uruts can present similar issues as discussed for the supply air path, but 
typically conditions at the return are not as severe because the flow conditions 
are not as bad and there is less fan noise. Similar n01se control treatments might 
be considered for the return as for the supply, 

Be sure that the duct geometry on the discharge of the supply fan is as rea
sonably advantageous as possible and avoid poor geometries as discussed above, 

Silencers are often needed in the supply and return ducts and this attenuation 
should ideally happen before the ducts enter the occupied space, but if the duct
work from the uuit drops directly into the ceiling and then has to turn mto the 
honzontal ceiling plane, there is no aerodynainically appropriate location to put 
the silencer close to the uuit discharge. Often, an elbow silencer can work well 
for these applications. When the silencer is moved away from the roof penetra
tion, it is often necessary to encase the. ductwork between the roof penetration 
and the silencer in a special noise barq~r construction. The silencers for these 
applications also often need to have spec1al high-transrniss10n-loss casmgs or 
be encased along with the adjacent ductwork. All of these details ar~ awkward, 
expensive, and difficult to construct within the limited ceiling space that typically 
exists. Sometinies, special curbs are created under the units to allow the return 
air to flow back to the uruts withm the curb space, such as shown in Figure 17 A. 
With appropriate design and detailing, this can facilitate very good and practical 
ways to incorporate noise control treatments for both the supply and return paths. 

Vibration isolation of packaged rooftop HVAC equipment can present prob
lems, but this most often results when the units have integral compressor/con
denser sections, When the uuit just has basic supply and return/relief fans m 
the cabinet, vibration isolation can usually be satisfactorily accomplished with 
conventional, smtably soft, spnng isolation for the fans withl.n the unit. In this 
case, such units can externally be rigidly supported to the building m whatever 
manner is des1red based on other considerations. When a unit has a compres
sor/condenser sect10n, there is a concern for vibration isolation even thoug4 the 
compressor may be "internally" isolated. This 1s because the refrigerant piping 
within the urut is typically not adequately mternally isolated, allowing vibration 
transmission to the· eqUipment casmg and hence to the building. In this case it 
is necessary to externally vibration isolate the entire urut with a spring isolation 
system. This is done in either of two ways, depending upon how the uuit is 
intended to be supported and how the building designer plans to transfer the load 
to the building structure. There are special curb isolation devices available for 
equipment that requires curb support and closure of the space below the unit, 
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FIGURE 17.4 Rooftop umt with curb plenum return air. RA return arr, SA= supply 
a:tr. 

and some of these products can accommodate the aforementioned m-curb return 
airflow path scheme. If the load is to be transferred to the roof via a structural 
system raised above the roof, then point isolators are used. If the uuit is intended 
for curb support but is raised above the roof m this manner, it may be necessary 
to mockup a structural curb for the umt to transfer its load to the point isolators. 

17.11 OUTDOOR NOISE EMISSIONS 

Many local authorities have noise regulations to control noise 1mpact on neigh
bormg properties and generally throughout the commuuity. These need to be 
uncovered as part of the code searches at the outset of a building pro3ect so 
that they can be addressed in the mecharucal system concept for the building. 
Typically, either fixed n01se lillltS for specific receivers are established or the 
allowable noise level is based on the existing ainbient noise level 111 the impacted 
area. If the noise requirement is based on the existing ainbient noise condition, 
the existing n01se has to be measured. Where neighbors are close by, require
ments are stringent, and/or the receivers look down on the n01se sources, meeting 
the noise requrrements can be quite challengmg. 

Many pieces of equipment that are particularly economical (such as many 
arr-cooled devices) are quite n01sy and may not easily conform to noise regu
lations. Fortunately, equipment and mechanical schemes that produce less noise 
are often available, and, although they may be more expensive at the outset, they 
often provide some energy payback in the long run. Quieting the n01se at the 
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source is almost always the best approach to controlling outdoor noise ennssions. 
Evaporative cooling eqmpment is usually quieter than air-cooled equipment. 
Equipment mcorporating centrifugal fans is usually much quieter for a given 
duty than comparable equipment with propeller fans. Propeller fans can be qui
eted by using larger and/or slower movmg fan blades. even if more fans are 
required for the duty. There are several degrees of propeller blade technology 
available (particularly for moderate to larger blade size applications) which can 
provide worthwhile noise reduction at an affordable cost. Typically, propeller· 
blade noise reduction 1s achieved by havmg more aerodynamically efficient blades 
with wider chords so that they move more air with each rotation and can move 
a given quantity of air with lower fan speeds. Some equipment can be equipped 
with vanable-speed drives so that when the demand on the equipment is low, 
the equipment (typically fans) can operate more slowly and therefore with lower 
nmse emission levels. This is of course statistical noise reduction and will not 
produce noise reduction when full speed is requrred. However, this is partic
ularly useful for equipment such as cooling towers where the heat reJect1on 
requirements at night are lower than the design condition and it 1s easier to reject 
heat to the cooler nighttime environment. The noise reduct10n that results with 
variable-speed drives often works naturally with the typical diurnal noise cycle 
which has lower noise conditions at rught. It 1s best to avoid equipment which 
has a noise ennssion spectrum that 1s particularly tonal since many regulat10ns 
prohibit or more strictly limit tonal sounds. Tonal sounds are typically Judged to 
be more annoying than an equivalent level<:Jof broadband sound, so the likelihood 
of avoiding a noise complamt is better with broadband sources than with tonal 
sources. For a given level of satisfaction with the noise level achieved, a greater 
degree of noise control will need to be applied to tonal sources. 

Sometimes equipment cannot be purchased suitably quiet within practical or 
economical linnts, and 1t is necessary to apply noise control treatments. For 
many pieces of equipment and systems this can be reasonably and econonncally 
accomplished, such as with silencers or by building a noise barrier to block sound 
emissions m a particular direction. However, some pieces of equipment are not 
well smted to having noise control applied and treatments (such as bamers) can 
inhibit arrflow. For instance, propeller fans produce dramatically lower airflow 
when working against even small degrees of extra pressure loss, and it is diffi
cult to apply silencing devices to such equipment without degrading mecharucal 
performance. Heat reJection equipment such as cooling towers and condensers 
need to avmd having the hot discharge arr be recirculated back into the inlet 
l;)ecause this can reduce efficiency and limit the mechanical capacity of the urut. 
Providing high levels of noise control to such equipment is often not possible and 
alternate equipment selection may become essential. The ability to adapt noise 
control treatments to eqmpment, if required, is a factor that should be considered 
in selecting the basic equipment and meehanical scheme. For small amounts of 
excess noise (typically less than about 10 dBA) it may be possible to create a 
noise barrier with sound-attenuating louvers which can allow some airflow to 
help rmtigate the adverse airflow due to the barrier. 
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CHAPTER 18 

Active Control of Noise and Vibration 

RONALD COLEMAN AND PAUL J. REMINGTON 

BBN Technologies 
Cambridge, Massachusetts 

18.1 INTRODUCTION 

The term active noise and vibration control (ANVC) refers to systems that 
use externally powered actuators to generate sound and/or vibration to reduce 
responses caused by unwanted disturbances. These systems consist of a set of 
reference sensors that momtor the source and a set of control, or residual, sensors 
that monitor system response. In some cases (e.g., feedback control) the reference 
and control sensors are the same. The signals from these sensors are mputs to an 
electronic' controller, which filters the sensor signals to generate dnve signals for 
the actuators. In a well-designed system the actuators excite a structure and/or 
sound field m such a way as to mterfere with the di,s;turbance and reduce the 
unwanted noise and/or vibration. The advent of modern digital signal processmg 
hardware and software has allowed the controller in the system to be extremely 
flexible and even to adapt to changmg condit10ns. 

While ANVC has become a powerful tool for the noise control engmeer, 1t 1s 

not a "silver bullet," and careful consideration must be given to passive mitiga
tion approaches m any noise and vibration control problem. At low frequencies 
where the offending source consists of a small number of discrete frequencies 
and where the system to be controlled has only a small number of degrees of 
freedom, ANVC can be very cost effective. Passive treatments can also be uti
lized successfully on tonal sources at low frequency, but because the acoustic and 
structural wavelengths can be very long, the weight and size of the treatments 
must often be qwte large to be effective. 

Broadband sources of noise and vibration at high frequency, the other extreme, 
are often best controlled usmg passive techmques because many passive ap
proaches are broadband in nature. In addition, because the acoustic and structural 
wavelengths in the system to be controlled are short the treatments need not be 
large and heavy to be effective. On the other hand, active systems are usually 
less effective agamst broadband sources, and higher frequencies can place con
siderably higher demands on the controller hardware. 

721 
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As the above discussion mdicates, AtWC can be effectively employed against 
narrow-band disturbances at low frequencies where the system to be controlled 
has a small number of degrees of freedom. The term degrees of freedom refers 
to the number of ways that the system to be controlled can respond. The number 
of modes contributing significantly to the response of a system is an example of 
the number of degrees of freedom. It 1s important m A.WC because, as will be 
discussed later, the number of degrees of freedom corresponds to the number of 
actuators needed to provide effective control. As the number of input and output 
channels to the controller, the frequency range for control, and the performance 
goals mcrease, so do the risks associated with the stability, robustness. and costs 
of the resulting control system. In general, one wants to employ the system of 
mirumum complexity to aclueve the design goals. In many cases the use of a 
hybnd system employmg both passive and active components 1s the best approach 
and the most likely to succeed. 

This chapter is designed to provide the practicing noise control engmeer with 
an overview of the technology currently employed in the application of ANVC. 
Enough detail 1s included in the hope of allowing readers to assess the applicabil
ity of the technology to therr problem and to allow them to lay out an approach 
to the solution of that problem appropnate for ANVC. We begm with a brief dis
cussmn of some basic issues underlymg A.NYC technology, including conceptual 
overviews of several types of ANVC systems. Modem-day ANVC systems rely 
on digital signal processing technology, and the heart of digital signal processmg 
technology is, of course, the digital filter. difhese are discussed in Section 18.3. 
The design of digital filters is a rich topic that has seen many years of develop
ment. Here we can only scratch the surface and hope to give the reader some 
appreciation of the power of the technology. Sections 18.4 and 18.5 deal with 
feedforward and feedback control architectures, respectively. The chapters com
pare the two architectures, provide guidelines for design of optimal controllers, 
including adaptation, and discuss system identification issues. For feedback a 
suboptimal heuristic design approach is also presented. The next section deals 
with practical design considerations. The topics mclude the determination of the 
number and location of actuators and sensors, selection of control architecture 
and hardware, performance simulations, and controller implementation and test
mg. The final section provides a detailed discussion of three ANVC systems that 
have been successfully implemented. 

18.2 BASIC PRINCIPLES 

Placement and Selection of Control Sources/Actuators 

The basic concept behind active noise control is illustrated m Fig. 18.1. There a 
loudspeaker has been placed a distance L from an unwanted source of sound. The 
mtent is to create sound from the control loudspeaker that will be out of phase 
with and will cancel the sound from the disturbance source. Ideally it would 
be desirable to control the sound radiation in all directions (global cancellation), 
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FIGl}RE 18.l Disturbance source and control source. 
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and if the distance between the control source and disturbance source 1s small 
compared to a wavelength of sound, excellent global cancellation is possible. 
This comes about because the phases of the sound fields surrounding the two 
sources are very nearly the same at every location. Consequently, if one source 
is out of phase with the, other two, the sound fields will cancel everywhere. On 
the other hand, if the separation distance is large compared to a wavelength, the 
two sound fields will have very different phases with the differences depending 
on location. As a result, the two sound fields will in some locations cancel and m 
others reinforce one another. Tlus is illustrated m 18.2, where the change in 
the sound radiation from the disturbance source is shown as a function of angle 0. 
For koL = 0.1 m the figure, where ko is the acoustical wavenumber and L the 
distance between the disturbance source and the control source, the change is a 
reduction of 20 dB or more for all angles. However, as the frequency mcreases 
and koL increases, the global reductions decrease. For example, m the figure; 
for koL 1 the reductions are limited to a small range of angles around ±90 
and for koL = 10 there 1s a 6-dB increase for most angles. The figure clearly 
shows that it is desirable to locate the control source as close as possible to 
the disturbance source. In some cases, however, when the physical dimensions 
of the source are comparable to or larger than a wavelength at the frequencies 
of interest, the control source cannot be located close enough to the disturbing 
source. 18.3 shows the effect of source separation on the overall radiated 
acoustic power (the mtegral over all angles m Fig. 18.2). The figure shows that 
for separation distances greater than one-quarter of an acoustic wa:~length the 
total radiated power will actually increase. This 1s a fundamental hrrutation on 
ANVC that can only be overcome through the use of addit10nal control sources. 
The use of multiple sources m a prototype system for controlling locomotive 
exhaust noise is discussed in Section 18.7 under MIJvIO Feedforward Active 
Locomotive Exhaust Noise Control System with Passive Co1;1ponent. 

One of the earliest demonstrations of act1ve noise control was carried out 
by Conover1 and Conover and Ringlee2 of General Electric in the early 1950s 
to control the noise from a high-voltage transrruss10n line transformer. Using a 
single loudspeaker, he utilized the electrical line signal to drive the speaker and 
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FIGURE 18.3 Change m the overall radiated output power as a fuuct10n of the separa
tion between sources. 
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appropnately amplified and phase shifted the harmorncs of the line frequency 
to achieve the desired control. Because the system was not adaptive, occasional 
manual adjustment was reqmred to correct for changes in sound propagation at 
the test site. In addit10n, because of the large size of the transformer, even at the 
low frequencies he was concerned with (120 Hz), he could not achieve global 
cancellation but had to be satisfied with ~ 10 dB of cancellation over a beam 
width of about 23°, corresponding to a point somewhere between the curves for 
koL = 1 and k0L 10 in Fig. 18.2. Remarkably, Conover was able to achieve 
this level of performance using purely analog hardware. Digital hardware did 
not come into use until the l 970s. Among the first to employ digital electronics 
were Kido3 and Chaplin and Smith.4 Kido used digital hardware to implement 
an active system to control transformer noise similar to Conover' s and Chaplin 
and Snuth developed a digital system for controlling tonal exhaust noise. 

While the above discussion has focused on acoustical sources, similar princi
ples apply to structural systems. Consider, for example, a plate with a point force 
disturbance applied as illustrated m Fig. 18.4 with a control actuator located as 
shown. In this example the plate 1s 10 x 5 ft and ½-in-thick steel with a loss fac
tor of 10% and the disturbance force and control actuator are about 1 .4 ft apart. 
Because the plate m this example 1s firnte in size, there will be resonant modes, 
which will add further complicatipns to the selection of the number and location 
of the actuators. In this example, the control actuator is applying a force to the 
plate, the amplitude and phase of which 1s designed to control the first mode. 
Figure 18.5 shows the contribution of each mode to the plate response with and 
without activating the control actuator. Comparing the two plots m the figure. 
one can see that activating the control actuator has suppressed the first mode, 
and, in addition, the second and third inodes have also been reduced. Higher 

0 2 4 6 8 10 

FIGURE 18.4 Plate with disturbance force and control actuator. 
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order modes. however, have generally increased m amplitude. This mcrease in 
the amplitude of uncontrolled modes is referred to as modal spillover. Modes that 
are not targeted to be controlled can increase m amplitude. We can overcome 
this problem by movmg the control actuator closer to the point of application of 
the disturbance force or we can add additional actuators, one for each mode that 
we wish to control. In general, placmg the actuator as close as possible to the 
disturbance source will result m the best reduction m vibration. For example, in 
Fig. 18.6 the mean-square plate displacement averaged over the area of the plate 
is shown uncontrolled and controlled with a single actuator 1.4 ft away from the 
disturbance force and 0.28 ft away. When the.actuator and disturbance are 1.4 ft 
apart, the vibration below 40 Hz is well controlled, but above about 50 Hz the 
control actuator increases the plate vibration due to modal spillover. When the 
control actuator is moved closer, spillover 1s virtually elimmated m the frequency 
range shown. 

We can also mcrease the number of actuators, which will enable us to control 
additional modes and increase the frequency range over which the control will 
be effective. As an example consider the four control actuators located as shown 
m Fig. 18.7. These will be used to control the first four modes.* The result is 
shown in 18.8. While spillover has not been eliminated at all frequencies, 
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FIGURE 18.6 Controlled and uncontrolled plate response. 

*Note that the actuator posmons have been selected to ensure that at least one acmator 1s capable of 
excitmg each of the four modes. If the actuators are placed near the node of a mode to be controlled, 
ti1e actuator will be meffect.Ive in controlling that mode. 



Idaho Power/1206 
Ellenbogen/380

728 ACTIVE CONTROL OF NOISE AND VIBRATION 

~ 
-0 

c 
<l) 

E 
<l) 
u 
(U 

0. 
-~ 
-0 

~ 
::, 
(U 
CT 
<I) 

C: 
(U 
<l) 
::;; 

10 

8 

6 ..... 

:r : Cl 

0 

0 2 4 6 8 10 

FIGURE 18.7 Location of four control actuators. 

-70 

-80 

-90 

-100 

-110 

-120 

-130 

80 100 120 140 160 180 200 

Frequency, Hz 

FIGURE 18.8 Change in mean-square plate vibration usmg four control actuators. 

below 80 Hz the reduction m vibration IS comparable to that achieved by bringing 
the control actuator very close to the disturbance pomt force. Good perlormance 
above 80 Hz can be achieved by continumg to increase the number of actuators 
and targeting more and more modes for control. Note that similar modal issues 
come into play in active noise control when the noise control is to be earned out 
m a confined space rather than in the free field in the first example. 

T 

BASIC PRINCIPLES 729 

The lesson to be learned from all of tlus is that, when possible, placing the 
control sources as close as feasible to the offending sources will provide the 
best noise and vibration reduction perlormance. When this is not possible due 
to the size of the source, lack of access, and so on, the loss in perlormance 
can be made up, in pnnciple, by employmg a larger munber of control sources. 
However, mcreasmg the number of control sources will increase the complexity 
of the controller needed to drive them and will certainly increase the cost of the 
entire system. 

Control sources come m a wide variety of forms. For acoustic applications, 
loudspeakers are typically employed. The active elements m the speakers may 
be electrodynamic (voice coil), piezoelectric, or electrorµagnetic, to mention a 
few. The active element might be used to move a speaker cone, modulate air-
-flow, or deform a structure. The most common configuration is a speaker cone 
driven by a voice coil. Whatever the configuration, the speaker usually needs to 
be enclosed for protection against physical damage, weather.protection, and per
formance enhancement.5 Figure 18.9 shows an enclosure arrangement developed 
for the active control system discussed in Section 18.7 under Mll\t1O Feedfor
ward Active Locomotive Exhaust Norne Control System with Passive Component. 
These enclosures are bandpass enclosures designed to enhance the speaker out
put between 40 and 250 Hz. Each contains 2-12-in. loudspeakers and 10 were 
employed to control the locomotive exhaust noise. Despite these efforts the 

(a) (b) 

F'IGURE 18.9 Typical loudspeaker enclosure arrangement. 
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performance of the active noise control system was limited by the output of 
these control sources. This is typically described as havmg msufficient control 
authonty. Insufficient control authority 1s a problem often encountered m active 
noise control systems, and an assessment of the control source requirements 1s 

one of the first things that should be done before proceeding with any active noise 
and vibration control system design. If there 1s not sufficient space and power 
available to ensure adequate control authonty, the active system is doomed to 
have mferior performance. 

A wide variety of devices are available to be employed as structu:\'al 
control actuators. Typically these are devices that generate a force that is 
reacted agamst an merual mass (inertial shaker) or against another pait of 
the structure (interstructural shaker). The active element may be pneumatic,6 

hydraulic.7 electrodynatmc,8 electromagnetic,9 piezoelectric,10 electrostatic,11 or 
magnetostrictive,12 to mention a few. A large-capacity electromagnetic memally 
referenced shaker designed for use in an active control is shown in 
Fig. 18.10. 

In place of shakers p1ezoelectric13 patches are sometimes applied directly to 
panels to control vibrat10n or to radiate sound for noise control. Any of these 
devices can be very effective,* but the critical issue still remains. The device 
must proVIde sufficient control authority. 

Control Sensors and Control Architectures 

Sensors provide the input signals th~ttfie controller filters to drive the con
trol sources and actuators. Sensors provide two functions, and to discuss those 

FIGURE 18.10 A 2000-lb-capacity electromagnetic inertial shaker. 

*The mert!al shaker usually provides better performance than the mterstructural shaker, especially 
if the mterstructural shaker creates a flankmg path outside of the frequency range where the control 
system is functiomng, but the mterstructural device may be preferred when lugll control authonty is 
needed with 1Il1mmum weight. 
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functions, we neeq to describe the two commonly used control architectures: 
feedforward and feedback. The two architectures are illustrated m Fig. 18.11. 
In the feedforward system (Fig. 18.1 la) one or more reference sensors measure 
a signal that 1s correlated with the disturbance to be controlled. The reference 
sensor output 1s sent to a control filter, which acts on the signal to generate an 
output signal that is used to drive the control actuators. The control actuators 
dnve the system to be controlled (the plant function P in the figure) and the 
response of the plant 1s momtored by one or more residual sensors. The residual 
sensors are sometimes called the control sensors or error sensors. The purpose 
of the residual sensors is to monitor the performance of the control system. In 
later sections we will see how the reference and residual sensors are use to define 
and/or adapt the control filter. 

In a feedback system 18.llb) there are only residual sensors, or, to 
put 1t m other terms, the sensors in a feedback system provide both reference 
and residual functions. As m a feedforward system, the residual sensors monitor 
the performance of the control In addition, their signals are fed to the 
control filter, which acts on the signals to geillerate an output signal that 1s used to 
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FIGURE 18.11 (a) Feedforward and (b) feedback archltectures. 
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drive the control actuators. The control actuators drive the system and generate 
responses m the residual sensors through the plant transfer function, P, 

The ch01ce of whether to use feedback or feedforward architectures depends 
on a number of factors. In general, if reference sensors can be placed to measure a 
system response that is well correlated with the disturbance and residual sensors 
can be placed on the system such that there is sufficient delay between the 
reference and residual sensors (i.e., the reference sensors receive their signals 
before the residual sensors), then feedforward is the architecture of choice. This 
1s especially true if the reference sensors are unaffected by the operation of the, 
control actuators, such as would occur with a tachometer reference, for example. 
Feedforward 1s preferred (as we shall seem later sections of this chapter) because 
the algorithms are simple and easy to implement and the bandwidth reqmrements 
on a feedforward system are much less strmgent than for feedback. 

If a suitable set of reference and residual sensors satisfying the above requires 
ments does not exist, then feedback must be used. As will be shown in later 
sections of this chapter, feedback control systems can present special problems. 
In particular, stability and out-of-band amplification requirements* can force the 
bandwidth of the system to be up to 100 times the control bandwidth. 

As with actuators there is a wide variety of sensors used in active noISe 
and vibration control systems. For systems designed to control only tones, a 
tachometer is often the reference sensor of choice, because in most cases the 
operation of the control system does not affect the tachometer, making the 
implementation of a feedforward system much easier. Other sensors that are com
monly used include, accelerometers, force gauges, strain gauges and piezoelectric 
patches, proximity sensors, linear variable differential transformers (L VDTs ), 
microphones, hydrophones, and pressure sensors. The requirements on the sensors 
are the same as for any high-quality mstrumentation system: sufficient sensitivity 
to measure the phenomena of interest, low noise, stable operation, durability, and 
so on. 

Performance Expectations 

Active noise and vibration control systems can be powerful tools in the hands of 
a knowledgeable noise control engineer. In many cases, significant reductions m 
noise and vibration can be achieved with active systems that cannot be achieved 
usmg passive treatments with the same space and weight constraints. This is 
especially true at low frequencies. Despite the power of the technology, there 
are realistic limits on what reductions can be achieved. Figure 18.12 shows the 
performance achieved by the prototype active system described in Section 18.7 
under Active Machinery Isolation. We present it here because It reflects the 
performance that is normally achievable in a properly designed active system. The 
figure shows the reduction m force transmitted by an active vibration isolation 

*Outside of the frequency band where controlis desired. the act1ve system can amplify the disturbance 
unless great care 1s exercised in implemenung the system filters to frequencies well beyond the 
frequency band for control. 
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FIGURE 18.12 Typical performance of an active vibration control system. 

mount. The system was a smgle-input, smgle-output (SISO) feedback control 
system designed for suppression of both broadband and narrow-band vibration. 
The narrow peaks m the figure with amplitudes of 15 to nearly 25 dB reflect 
the reduction in tonal components of the force transmitted by the mount. These 
values are what one would typically expect in tonal suppression from an active 
system. In addition to the peaks there is broad hill beneath them that m the 
frequency range of 10-100 Hz has an amplitude of from 6 to 10 dB. This too 
is typical of what one might expect from a system designed to provide control 
of broadband n01se and vibration. Of course, there are many factors that go into 
determining the performance of an ANVC system, and there is no substitute for 
careful analytical/emp1rical modeling helpmg to direct the design process, but 
these values represent reasonable expectations for system perfom1ance when the 
technology is properly rmplemented. 

Examples of Prototype ANVC Systems 

There have been a vast number of ANVC prototype systems implemented over 
the past 50 years or so. Here we present a few examples of those systems to 
give the reader a sense of how the technology has been applied, where 1t has 
been most successful, and where additional technology and research 1s required. 
For a more detailed look at the early development of the technology the reader 
is referred to a number of review articles.14 -

17 

The first patents proposing the use of a sound to cancel unwanted sound m 
the early 1930s proposed the type of system18,19 illustrated m Fig. 18.13. These 
early proposals focused on the control of sound m a duct and mvolved the use 
of a reference microphone to sense the unwanted sound. In Fig. 18,13 the signal 
from that rrncrophone was then acted on by appropriate electromcs to synthesize 
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Noise Acoustical delay ~ ic:)Ouiet 

Input Loudspeaker 
microphone 

Electronics 

Electronic delay ~ 
FIGURE 18.13 Schematic diagram of the active noise control concept for controlling 
sound m ducts. 

a signal to drive a loudspeaker downstream from the microphone. The sound 
wave from the loudspeaker then cancels the unwanted sound. The use of active 
systems to control sound in ducts has received a great deal of attention over 
the years. Swinbanks20 provided an extensive theoretical foundation in the early 
1970s focusing on various arrangements of control sources at two different axial 
positions in a duct to minimize propagation of canceling sound back to the refer
ence microphone. Other researchers21,22 examined more complex control source 
configurations to deal with the control-source-to-reference coupling. Eventually 
laboratory experiments were earned out using analog electronics to confirm the 
predictions of the analysts23 and to demonstrate both narrow-band and broadband 
control.24 Eriksson's work in this areiti~particularly noteworthy.25- 28 His the
oretical and expenmental work eventually resulted in a commercially available 
acuve.duct silencer utilizing digital electronics that was sold through Digisonix,* 
a subsidiary of Nelson Industries. The system configuration was very similar to 
that shown in Fig. 18.13. 

Another early concept (1950s) for acttve n01se control is illustrated m. 
Fig. 18.14. This idea was developed by Olsen and May29 while at the Radio 

Microphone 

Amplifier 

FIGURE 18.14 Olsen and May's "electronic sound absorber" 

*Nelson Industnes 1s currently owned by the Cumnuns Engme Company and Digisorux is no longer 
in busmess. 
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Corporation of Amenca. The concept utilizes a ID1crophone placed close to 
a loudspeaker rn which the nncrophone detects the unwanted sound and the 
speaker generates a canceling signal that creates a zone of silence around the 
microphone. They assembled and successfully demonstrated therr. concept using 
only analog components. This basic concept has been extended and utilized in 
a number of applications, mcluding control of automobile30- 34 and arrcraft35 - 38 

intenor n01se and noise-reducing headsets.39- 41 The example in Section 18.7 
under Active Control of Airborne Noise in a High-Speed Patrol Craft describes 
a system that uses this concept to reduce the noise in the berthing spaces of a 
high-speed patrol craft. 

Figure 18.15 shows a schematic diagram of a notmnal active automotive inte
rior noise control system. As shown, the system is designed to control noise 
generated by the propagation of vibration from the vehicle's suspension to the 
passenger compartment where it is radiated as sound to the vehicle intenor (road 
noise) and eng:me noise. Feedforward active control architectures have usually 
been used to attack thls problem. A number of reference accelerometers are 
placed on vehicle suspens10n components and in the engine~ compartment. Refer
ence microphones might als.o be used. The reference signals are fed to a controller, 
which generates signals to drive the control loudspeakers m the passenger com
partment. Residual m1crophones are located in the passenger compartment near 
the ears of the occupants so as to generate a zone of silence around the head 
of each occupant. Because of the nature of the mterior noise, the control system 
must reduce both narrow-band and broadband n01se. While the system concept 1s 

fairly simple, its successful implementation has proven difficult. First the number 
of residual sensors needed to sample all of the suspens10n sources can be quite 
large42 (10-20). This can lead to significant costs due to the high channel count 
In addition, the reductions achlevable seem to be limited to about 6 dBA and 
the zone of silence around the control ID1crophones is usefully large only at low 

Engine 
compartment 

reference 
sensors 

,--------' Controller 

Control 
speaker 

Suspension 
reterence 
sensors 

FIGURE 18.15 Schematic of an active automobile intenor noise suppression system. 
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frequency (up to a few hundred hertz), linnting the useful frequency range of the 
system. Consequently, active systems prov1ding broadband automobile interior 
noise control are not presently commercially available. 

Systems for the control of aircraft mterior noise have generally focused on 
tonal noise, that 1s, the propeller blade passage frequency and its harmonics. A 
schematic of a typical system is shown in Fig. 18.16. Experimental systems like 
that shown have generally provided about 10 dB of tonal mterior noise control 
at the blade passage frequency and somewhat less at the higher harmonics. The 
system m the figure is similar to the automotive interior noise control system 
except that tlle reference is now a tachometer from the aircraft engine. The 
schematic shows control speakers as tlle actuators, but piezoelectric patches on 
the fuselage panels and inertial shakers on the ribs and stringers have also been 
tried, effectively turinng tlle fuselage into a loudspeaker. Systems smtable for 
small propeller-driven business aircraft are presently commercially available from 
Ultra Electronics. 

A number of manufacturers now provide reasonably priced active n01se can
cellation headsets. Figure 18.17 shows one arrangement. The shows the 
shell of one side of the headset in which there is a small speaker and colocated 
microphone. The signal tllat tlle wearer wishes to hear drives the speaker, the 
output of which is picked up by the microphone. The rmcrophone also picks up 
any nmse that passes through tlle shell. The rmcrophone signal is then fed back, 
as shown in tlle block diagram in the figure. By increasing the gain of the filter, 

•·--. $ 
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microphone 

Control 
loudspeaker 

Tachometer 

Controller 

FIGURE 18:16 Schematic of an active aircraft mtenor n01se control system. 
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FIGURE 18.17 Typical noise cancellation headset. 
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W, m tlle block diagram* (typically an analog filter in commercial products rather 
than a digital one), tlle signal will pass through unchanged and tlle noise will 
be attenuated. Of course, this gam cannot be mcreasefi witllout limit, since _too 
high a can result in instability and nnging. These devices produce notice
able improvement (10-15 dB) m the passive performance of hearmg protection 
headsets above 100 Hz. The improvement gradually decreases with mcreasing 
frequency until at ~l kHz most of the improvement has gone away. In very 
loud environments headsets can be limited m performance by tlle sound level tlle 
small speaker can generate within tlle shell. 

Anotller area that has received considerable attention m recent years is the 
active control of tonal noise from turbofan engines.43 - 50 Tonal noise from these 
engines 1s caused primarily by tlle mteraction between tlle fan blade wakes and 
the stator vanes. The control systems for tlle most part have been feedforward sys
tems utilizing a tachometer for a reference sensor. Since tlle fan and stator vanes 
are located in tlle bypass duct, the systems need to take mto account tlle com
plex physics of the propagation of sound in ducts. The physics dictates tllat the 
fan-stator interact10n noise will propagate down tlle duct as, so-called, spinnmg 
modes. These modes have a smusoidal pressure vanation in the circumferential 
directions that rotates as the mode propagates, hence the term spinning mode. 
Only a selected number of tllese modes are excited by tlle fan-stator mteraction 
and a still smaller number propagate. Consequently, the control actuators must 
also generate spinning modes m order to cancel tlle fan-stator interaction noise 
without generating additional propagating modes in tlle duct. Figure 18.18 shows 
a schematic drawing of one such active nmse control system. This particular 

*In the block diagram W also contains the frequency response between the speaker input and the 
nucrophone output. 
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FIGURE 18.18 Schematic of the active noise control system for controlling fan-stator 
interacl:lon noise. 

system utilizes actuators in the stator vanes. Actuators have also been installed 
in the walls of the duct. The system must be designed with a sufficient number of 
actuators to ensure that the propagating,J.ll:Odes to be controlled can be generated 
by the array without aliasing into other m3des that will propagate. 

Each array is driven by a single passed through analog or digital elec-
tronics (spinning-mode generator) that properly phase shifts the actuators m each 
array to produce a spinmng mode of the desired circumferential order. Each 
actuator m the array must be the same. If there are large variations in amplitude 
and phase between actuators when driven by the same signal, then modes other 
than the desired mode will be generated, resulting 111 noise generation rather than 
suppression if the spurious modes propagate. The control sensors are typically 
wall-mounted nncrophones arranged in circumferential arrays and each array is 
steered (circumferential array processor) to accept a spinning mode of the cir
cumferential mode order that is to be controlled. In a laboratory settmg, systems 
of thls type are capable of reducing the tonal noise from fan-stator mteraction by 
10-20 dB. In real hlgh bypass tirrbofan engines, however, especially in modem
day large engines, none of the actuators tested to date have sufficient control 
authonty to be able to overcome the distirrbance. In addition, at the present time, 
while the controller channel count can be farrly low, typically equal to the num
ber of modes to be controlled, the number of actuators and sensors needed to 
field a system can be quite large. It 1s very likely, however,/that if active noise 
control is included early in the design process of an engme along with pas
sive noise control treatments, the number of actuators and sensors needed could 
be substantially reduced. If more powerful actuation systems become available, 
commercially available active systems for the control of fan-stator mteraction 
noise in turbofan engines may become a reality. 

Machine 
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FIGURE 18.19 Not10nal activated vibration isolation mount. 

In the 1950s Olsen51 was the first to suggest extending active control to 
the control of mach111ery vibration. Since that time numerous studies have been 
carried out into the activation of vibration ISolation mounts.52- 55 Figure 18.19 
shows a schematic drawmg of a notional active vibration isolation system. In this 
case, we envision a set of mounts supporting a vibratmg machine on the deck of 
a ship. In the figure only one rnountis shown activated. In actuality all (possibly 
10 or 12 mounts) would be. It is des1red to reduce the vibration excitation of 
the deck while maintainmg the position of the machine, which is in a confined 
space, so that 1t does not strike any of the ship structirre surrounding It dunng 
shlp maneuvers. These two requirements are conflicting. Good vibration isolation 
performance requires a mount that is as compliant as possible while good position 
keep111g requires a stiff mount. Two approaches can be taken to the activation of 
the mount. We can employ a mount that is stiff enough to ensure good position 
keeping and use an active system to increase the compliance of the mount at 
higher frequency where good vibration isolation performance is desired. We will 
refer to this type of system as the active isolation system. Another approach 1s to 
use a very compliant mount that provides the desired vibration isolation perfor
mance at high frequency and use the active system to provide position keeping at 
low frequency. We will refer to this system as the position-keeping system. For 
either concept to work the frequencies associated with ship maneuvers should be 
much lower than the frequencies where vibration ISolation performance 1s deslfed. 
The notional system that we have shown m Fig. 18.19 incorporates air mounts. 
Since air mounts tend to be very compliant, they would be most appropriate 
for the pos1tion-keepmg approach. The system would require 10-12 mounts to 
conveniently control all six ngid-body degrees of freedom. Each mount mcorpo
rates sensors for measuring relative displacement between the machine and the 
deck and for measuring the acceleration on the deck and the machine. These 
sensors would be used 111 the controller to generate a frequency-dependent linear 
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combmation of relative displacement, velocity, and acceleration at each mount. 
Those mputs would then be used by the controller m a feedback arclntecture to 
dnve the control valves, wlnch can mject high-pressure air into or vent it from 
the arr mounts. Since the frequencies associated with ship maneuvers tend to be 
lie below 1 Hz, the machine would most likely act as a ngid body, significantly 
s1mplifymg the system transfer functions and making the controller simpler as 
well. This approach does have some disadvantages. For example, 1t would require 
about 10-12 arr mounts to conveniently implement it. In addition, all mounts 
must be coupled m the controller, makmg it a multiple-input, multiple-output 
(MllvIO) system. On the other hand, there would only need to be six independent 
channels in the controller to control the six ng1d-body degrees of freedom of 
the machine. Multi-degree-of-freedom systems of this type and of even greater 
complexity have been implemented in research programs, but none are commer
cially available. However, there remains considerable interest m active isolation 
systems and position-keeping systems for both lnilitary and civilian applications. 

The above examples of types of ANVC systems represent only a taste of the 
many noise cancellation problems that have been addressed using the technology. 
In Section 18.7 we present three detailed examples of ANVC systems to provide 
the reader with a more in-depth look at the development, implementation, and 
performance of real prototype systems. 

18.3 DIGITAL FILTERS 

Advantages of Digital Filters 

Acuve noise and vibration controllers are basically filters. The mputs are sensor 
signals and the outputs are the drive signals to the actuator electrorucs, wlnch 
impart desrred control forces to the physical system bemg controlled. For some 
ANVC applications, implementing these filters using analog electronics is an 
efficient and cost-effective approach. In particular, analog controllers should be 
considered for applications where the required magrutude and phase responses 
of the filters are a relatively simple function of frequency and when these fil
ters are not required to change over time. An example of an application where 
analog controllers have been used effectively is active headsets. However, when 
the required magnitude and p_hase responses vary significantly as a function of 
frequency and the characteristics of these filters are required to change over time 
to mamtain a des1red level of performance, digital controllers are often the best 
choice. The filters implemented within these digital controllers are referred to as 
digital filters. 

Digital controllers offer many advantages over analog controllers. As discussed 
by Nelson and Elliott,56 these advantages include the followmg: 

Flexibility. Digital controllers implement digital filters by runmng programs 
wntten to operate on digital signal processor (DSP) chips. The codes to 
implement these filters can be written to allow for these filters to change 
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the1r characteristics over time adapt). Further, these codes can be 
written to accommodate mcreases in the number of input and output chan
nels. Additionally, the complexity of the digital filters can be increased or 
decreased by modifying the codes running on the DSPs. 

Accuracy. Many DSPs support floating-point computations running m either 
single- or double-precision arithmetic. Although greater accuracy in the cal
culations can be achieved usmg double precis10n, this mcreased prec1S1on 
is seldom required and comes at the cost of increased memory require
ments. The accuracy of single-precision controllers has been demonstrated 
for a wide variety of Al\'VC applications, including those with large mnn
bers of input and output signals and digital filters requiring very complex 
magnitude and phase responses as a function of frequency. 

" Adaptability. Applications of ANVC often require the controller to alter filter-
ing charactenstics over time to maintain a desired level of performance. 
Controllers that satisfy this requirement are said to be "adaptive." An 
example of an adaptive controller is ANVC applied to systems whose 
dynamics (as a function of frequency) change over time. Digital controllers 
implemented using DSPs can be designed to adapt to these changes. 

Cost. The cost of DSPs has continued to drop over the past 15 years. At 
the same' time, the computational and memory capabilities of these chips 
have continued to mcrease. Currently available DSPs deliver up to 1 x 109 

floating-point operations per second (1 gigaflop, abbreviated Gflop) and 
are equipped with up to 256 Mbytes of local, fast-access memory. In addi
tion, the architecture of these clnps has expanded to allow commumcatlons 
between DSPs to supp~rt efficient implementation of digital controllers 
employmg multiple DSPs for large-scale applications. Both fixed- and 
floating-point DSPs are available. Fixed-point processors are cheaper than 
floating-point processors but are generally more difficult to program, result
ing m increased software development costs. 

In the following section the concepts of digital sampling and filtenng are 
discussed. Subsequent sect10ns use these concepts to summarize optimal digital 
and adaptive digital filter designs. 

Description of Digital Filters 

There are many good texts covering the concepts of digital sequences, sampling, 
and filtenng.56 - 59 For purposes here, we summanze these concepts followmg 
the developments of Nelson and Elliott56 and Oppenheim and Schafer.57 The 
interested reader should look to these references for more detailed discussions. 

The input to a digital controller is typically an analog signal from a sensor 
that passes through an analog-to-digital (AID) converter. The purpose of the AID 
converter is to sample the mput signal at regular time mtervals (.6.t) to produce 
a sequence of numbers corresponding to the amplitude of the input signal at 
each sample time. A schematic of the operation of an AID converter 1s shown m 
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18.20. The output of the AID converter can be related to the continuous-time 
input signal through the following relationship: 

00 

1 (n) = I: t (i)o<n - i) (18.:r) 
i=-00 

where 8.(n i) is called the Kronecker delta function, or unit-sample sequence, 
and 1s defined as 

8(n - i) { 
1 n i 
0 n ::fa i 

(18.2) 

The sampled signal m Eq. (18.1) is only defined for mteger values of n. That 1s, 
f (n) is only defined for n = 0, ±2,... An example of a contmuous-time 
signal and the corresponding sampled signal f(n) 1s shown in the lower portion 
of 18.20. The sample index n can be related to a discrete time by tn = n i::,.t, 

where !:,.t is the fixed tune interval between samples. 
A digital system (e.g., digital filter) operates on a sequence of numbers to pro

duce an output sequence. This is shown schematically m Fig. 18.21. The impulse 
response w(n) of the digital system W 1s defined as the output corresponding to 
a unit-sample input [i.e., 8(n - i), i = 0]: 

w(n) = W{o(n)} (18.3) 
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~n) g(n) 

--►~I _w_l ► 
FIGURE 18.21 Digital filter operating on input J(n) to produce an output g(n). 

where w(i) 0 for i < 0 ensures that the output of the filt~r does not occur 
before the input sequence is applied. Filters that obey this constraint are referred 
to as causal filters. 

The filter operation implied by the block diagram of 18.21 can be express-
ed mathematically as 

l-l 

g(n) L w(i)f (n - i) (18.4) 
,=0 

where the impulse response of the digital filter w(i) in Eq. (18.4) 1s assumed to be 
a sequence of numbers of length I. It 1s common to refer to these numbers as the 
coefficients, taps, or weights of the digital filter. For example, w (i) is called the 
ith coefficient of the digital filter w. Usmg this nomenclature, Eq. (18.4) states 
that the output of the digital filter w at time step n is equal to the summat10n 
over i of the 1th coefficient of w times the mput at time step n - i. In vector 
notation, this operation is eqmvalent to the mner product of a row vector and a 
column vector such that 

(18.5) 

where C-l represents the vector transpose operator and wand f(n) are defined as 

wT [w(0), w(l), w(2), ... ; w(J - 1)] 

fT(n) [f(n), f(n - l); ... , f(n - I+ 1)] 
(18.6) 

An example of this filtermg process is shown schematically in Figs. 18.22 
and 18.23. Figure 18.22 shows the input time sequence f (n) and the impulse 
response of the digital filter w(i). Figure 18.23 depicts the filtering of Eq. (18.4) 
at three increments m time during the filtering operat10n. The upper three charts 
plot the input sequence f (n - i) for n = 0. 4, 9. The middle three charts plot the 
impulse response of the digital filter w. The lower three charts plot the output 
g(n) at time step n 0, 4. 9. As shown in these figures, the output of the filter 
is obtained by computing the summat10n of the time-reversed input signal as it 
slides past the impulse response of the filter. 

The digital filter of Eq. (18.4) depends only on current and past values of 
the input sequence and is linuted in length to I coefficients. These types of 
digital filters are referred to as finite impulse response (FIR) filters because their 
impulse response is zero after a finite number of taps or coefficients. These filters 
are also known as "tapped delay line," "movmg-average" (MA), "nonrecurs1ve," 
"all zero," or "transversal" filters. 
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FIGURE 18.22 Example input sequence and rmpulse response. 

A more general class of filters is defineg as 

J-1 

g(n) I>.J(n k) (18.7) 
t=O 

In addition to depending on current and past values of the mputs, the current 

output of the digital filter represented by Eq. (18. 7) depends on past values of the 

output. Digital filters of this type are referred to as mfinite impulse response (IIR) 

filters because, in general, the unpulse response of these filters never decays to 

zero. These filters are also known as "recursive," "pole-zero," or "autoregressive 

movmg average" (ARi\1A) filters. The general form of Eq. (18.7) reduces to a 

FIR filter when bk O for all k. 

Implementations of FIR and IIR filters can be represented schematically if we 

define a delay operator such that 

(18.8) 

Usmg the property of the delay operator m Eq. (18.8) and the general filter repre

sentation m Eq. (18.7), a FIR filter can be implemented as shown in Fig. 18.24. A 

corresponding implementation for an IIR filter 1s shown m Fig. 18.25. A desired 

filter response can be approxinlated digitally using either the FIR or IIR fil

ter structures discussed above. The choice between these two mvolves certam 

trade-offs, including the followmg: 
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FIGURE 18.24 Implementation of a FIR filter using current and delayed values of the 
mput. 

r~· 
t 

• • 

g(n-j_z-1 +- • • • 
FIGURE 18.25 Implementation of an IIR filter using current mput and delayed values 
of the inputs and outputs. 

• FIR filters are guaranteed to be stable provided the coefficients are firute: 
Bounded inputs produce bounded outputs. 

• IIR filters can be unstable even when all coefficients are fimte: Bounded 
mputs can produce unbounded outputs. 

• IIR filters may require fewer coefficients than FIR filters to approximate the 
frequency response necessary to provide active noise and vibration control: 
Typical transfer functions associated with structural acoustics include both 
poles and zeros, as do IlR filters, whereas FIR filters have only zeros. 

• Design procedures to solve for FIR filter coefficients are generally numeri
cally better behaved than those to solve for IlR filter coefficients. 

DIGITAL FILTERS 747 

Although there are advantages and disadvantages to both approaches, the vast 
maJonty of ANVC applications rely on the numerically stable design procedures 
and guaranteed stability associated with FIR filters and consequently implement 
the digital filters within AtWC controllers as FIR filters or composites of FIR 
filters. 

Optimal Digital Filter Design 

Havmg described the concept of digital filtering in the prev10us section, we focus 
m this sect10n on design procedures to solve for the optimal coefficients of a dig
ital filter for a particular class of problems. The class of problems considered 
1s illustrated in Fig. 18.26. This problem is referred to as the electrical n01se 
cancellation problem and 1s discussed in detail in refen:nces56,58• aact 59 This is 
an important class of problems because 1t introduces the concept of mimm1zing a 
mean-square error metric and because 1t has strong parallels to problems encoun
tered m ANVC applicatwns; the main difference is that ANVC applications will 
have a nonunity transfer function relating the outpnt of the control filter to the 
error signal response. • 

As shown in Fig. 18.26, the mput signal f (n), which 1s also referred to as 
the reference signal, 1s filtered by the FIR filter w to produce ,an output sequence 
y(n). The desrred signal, d(n), is contaminated by noise corrdated with the mput 
signal but presumably uncorrelated with the desrred signal. The resulting signal 
plus noise 1s shown m the as d(n). The correlation of the noise and the 
input signal is indicated by the unknown physical impulse response function h;. 
The objective for this problem is to solve for the coefficiems- of the FIR filter 
that will take the input sequence/ (n) and generate the output sequence y(n) that 
will remove the unwanted noise from the signal d(n). In other words, we seek 
to design the optimal FIR filter to remove the part of d(n) that is correlated with 
the input signal f (n). If successful, the error signal e(n) will be uncorrelated 
with the mput signal when the filter 1s m place. 

Physical system 
impulse response 

f(n) i I 
Input signal ►L __ w_; _ __J 

FIR filter 

Noise correlated 

with input signal 

y(n) 

Output signal 

Desired signal 
d(n) 

e(n) -11-
Error signal 

FIGURE 18.26 Electncal noise cancellauon problem. 
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Following the developments in references 56 and 58 the error signal can be 
expressed in terms of the desrred signal plus noise, the mput signal, and the FIR 
filter coefficients: 

I 

e(n) d(n) ~ _L w(i)f(n i) 

(18.9) 

where the lower equation has been used to express this relationship using vector 
inner products and/ (n) is defined in Eq. (18.6). 

An express10n for the mean-square error can be obtained by expanding terms 
m Eq. (18.9) and tak:mg the expected value: 

(18.10) 

Equation (18.10) is a key result because it reveals that the mean-square error 
is a quadratic function of the weights of the FIR filter. The quadratic func
tion will have a global minimum provided that the matrix E{f(n)fT(n)} in the 
third term 1s positive definite ,56•58- 60 which means that all of its eigenvalues 
are greater than zero. Assuming this requirement is met, if one were to plot 
the mean-square error as a function of~any two of the coefficients of the FIR 
filters, the "error surface" would be a bowl, as shown m Fig. 18.27. As a 
consequence, the FIR filter coefficients that correspond to the minimum mean
square error can be determined by differenttating Eq. (18.10) with respect to 
each coefficient of the FIR filter and setting the resulting set of equations equal 
to zero. 

This process of differentiating and equating the results to zero will produce 
a set of linear equations in terms of the unknown coefficients of the FIR filter. 
This matrix equation can be expressed as 

[A]w = b (18.11) 

E{e2(n)} 

FIGURE 18.27 Error surface for a quadratic function m terms of coefficients w1 
and wz. 

where [A] 1s the input correlation matrix defined as 

where 

[ 

RJJ(O) 
RJJ(l) 

[A]= 

Rff(l 1) 

DIGITAL FILTERS 

Rff(m) = E{f(n)f (n m)} E{f(n)f(n + m)} 
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(18.12) 

(18.13) 

The vector bin Eq. (18.11) corresponds to the lag values of the cross correlation 
between the reference sequence and the desired sequence given by 

(18.14) 

where 
RJd(m) = E{f(n)d(n + m)} = E{f(n - m)d(n)} (18.15) 

With the above definitions for [A) and b, the c9effic1ents of the optimal FIR 
filter can be expressed m terms of auto- and cross-correlat10n functions of the 
input and the desired signals. Provided that the input correlat10n matrix (A] is 
invertible, the optimal coefficients are given by 

(18.16) 

where [A)-i is the mverse of the matrix [A]. As. discussed by Widrow and 
Stearns59 and Elliott,58 t:ge solution of Eq. (18.16) is called the Wiener filter. It 
can be shown that usmg this filter will cause the cross correlation between the 
error signal and mput signal to be zero over the length of the filter (J 1). For 
the problem posed in Fig. 18.26, this implies that the Wiener filter will remove 
any portion of the signal, d(n), that is correlated with the input signal / (n). 

The residual mean-square error can be determined by substituting Eq. (18.16) 
into (18.10): 

(18.17) 

Solvmg for Wopt in (18.16), however, requires computmg the mverse of the 
input correlation matrix [A], wluch can be computationally expensive and may 
be numerically ill-conditioned (i.e., smgular). As a consequence, procedures have 
been developed to search for the minimum of Eq. (18.10) using iterative tech
niques. One of the most computationally efficient iterative techniques, the least 
mean-square (LMS) algonthm, is introduced m the next section. 

Adaptive Digital Filter Design 

Gradient Descent Algorithms. As discussed in the previous section, the 
mean-square error is a quadratic function in terms of the optimal weights of 
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the FIR filter. As such, gradient descent algorithms are guaranteed to converge 
to the global minimum, provided [A] is positive definite and the algonthm 1s 

itself stable. 
The basic concept of a gradient descent algonthm is to estimate the gradient 

(i.e., denvative) of the mean-square error with respect to the FIR filter coefficients 
and update the filter coefficients by movmg in the direction of the negative of the 
local gradient. There are many different algonthms that can be used to adaptively 
detennme the filter coefficients corresponding to the global mimmum. These algo
nthms include Newton-based algonthms, steepest-descent algonthms, and the 
LMS algonthm, which was mtroduced by Widrow and Stearns.59 These algo
nthms typically trade off convergence speed versus numencal stability (for IlR 
filters) and computational complexity. Details of these algonthms can be found 
in texts written by Widrow and Stearns59 and Elliott.58 While sometimes having 
performance advantages over FIR filters, IlR filters can encounter numencal sta
bility problems dunng design and can converge to nonglobal minima, resulting 
in less than optimal performance. On the other hand, the LMS algorithm dis
cussed in the next section (for FIR filter design) approximates the gradient term, 
thus significantly reducing the required number of computations while ensuring 
convergence to the optimal coefficient vector. 

LMS Algorithm. Widrow and Stearns59 developed an elegant algorithm that 
greatly simplifies the computational complexity yet still converges to the optimal 
coefficient vector (i.e., Wiener filter). TI:tis algorithm estimates the gradient term 
using the mstantaneous value of the error, as opposed to performmg a matnx 
inversion or estimatmg expected values as reqmred by Newton's algonthm and 
steepest-descent algorithm, respectively. As a consequence, the gradient term is 
approximated as [see Eq. (18.10)] 

aE{e2(n)} ~ 2e(n) Be(n) ~ -2f(n)e(n) 
aw aw (18.18) 

Using this expression for the gradient, the update equation of the filter coefficients 
usmg the LMS algorithm is given by 

w(n + 1) = w(n) + 2µ.f(n)e(n) (18.19) 

where µ. is a constant known as the adaptation coefficient, which charactenzes 
the speed of convergence of the algonthm. Tlus equation states that the vector 
of filter coefficients at time step n + I can be determmed from the vector of 
coefficients at time step n plus a correction term m the direction of the negative 
of the gradient of the error surface as estimated by Eq. (18.)8). 

Widrow and others have shown that this algonthm will converge to the optnnal 
solution and 1s guaranteed to be stable provided that the value of the convergence 
parameter satisfies the relationship 

2 
0<µ.<-= 

mj2 
(18.20) 
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The denommator of the nght-hand term is an approximation to the trace of the 
input correlation matrix, where m is the number of FIR filter coefficients and J2 
is equal to the mean-square value off (n). 

Another important parameter associated with the LMS algonthm 1s termed the 
misadjustment, which is the ratio of the excess mean-square error to the rmnimum 
mean-square error. Essentially, this 1s a measure of how close the algorithm 
will converge toward the bottom of the quadratic performance surface (see, e.g., 
Fig. 18.27) for a particular value ofµ.. It can be shown that the mtsadjustment 
1s equal to the convergence parameter times the trace of the mput correlation 
matnx for the LMS algorithm.59 If we invoke the same approximation to this 
trace. as m Eq. (18.20), we obtain an expression for the convergence parameter 
in terms of the rmsadjustment and mean-square value of the input sequence: 

p 
/J.,rnax = ----= 

mf2 
(18.21) 

where p is the misadjustment factor. This final expression provides a useful proce
dure for selecting the convergence parameter. In fact, it 1S often useful to specify 
the desired rmsadjustment (e.g., p = 0.01) and let the adaptation coefficient be 
calculated from Eq. (18.21). In this way, the resulting adaptation coefficient will 
be normalized by the power of the reference signal. When the adaptation coeffi
cient 1s adjusted to be inversely proportional to the power of the input signal, the 
algonthm is referred to as the normalized LMS algonthm. In practice, the value 
of the convergence coefficient obtained m this way serves as a starting point and 
manual adjustment 1s often necessary to obtain the desired performance. 

To preserve clanty, we have presented the LMS algonthm assuming a SISO 
error signal. However, the algonthm 1s easily extendable to the MIMO case. 
Details for the MIMO implementation can be found in Widrow and Stearns,59 

Nelson and Elliott, 16 and Elliott.58 

Because of 1ts computational simplicity and good convergence properties, the 
LMS algonthm has been used extensively in a variety of applications (e.g., in
wire cancellation, system identification) and is the basis for the filtered-x LMS 
algorithm that 1s most often used m ANVC applications. In fact, the LMS algo
rithm is typically used to estimate the impulse response between the filter output 
and the error signal (i.e., plant), which 1s needed for the implementation of the 
filtered-x LMS algorithm. Details and examples of the filtered-x LMS algorithm 
are covered m the next sectmn. 

18.4 FEEDFORWARD CONTROL SYSTEMS 

Basic Architecture 

The basic architecture of a feedforward active control system is shown in 
Fig. 18.28. The figure shows a disturbance d exciting a system which is to be 
controlled. A transfer function T relates the disturbance to the system output o. 
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Transter 
tunction 

Uncontrolled 
Disturbance C---~ou~t~u~t _____ +,.. ~ Residual 

d o e 
+ 

Controller 

Coupling to reference 

C 

FIGURE 18.28 Basic feedforward architecture without adaptation. 

A reference signal r correlated with the disturbance is used by the controller to 
generate a signal that drives a control actuator to excite the system and reduce 
the system response to the disturbance. The transfer function R is shown simply 
to indicate that the disturbance and the reference are correlated. The transfer 

"•· cl 
function P, referred to as the plant, relates the controller output to the system 
output. The block diagram shows that the actuator, when dnven by the controller 
output, is coupled not only to the system output but also to the reference through 
the transfer funct10n C. The feedback to the reference signal is not desirable and 
the controller contains a filter C the transfer function of which is a copy of the 
coupling transfer function between the control actuator and the reference sensor. 
The purpose of this neutralization filter is to cancel or neutralize the coupling 
between actuator and reference signal. In addition to C, the controller contarns a 
second filter, W, the purpose of which is to take the reference signal and generate 
a signal to dnve the actuator to reduce the system output o. If the neutralization 
filter performs properly, the coupling to the reference is removed and the block 
diagram simplifies to that shown m Fig. 18.29. Note that an alternate approach 
has been p10neered by Eriksson and his colleagues in which the designs of W 
and C are combined in a slightly different architecture from that shown here. 
The interested reader is referred to references 25 and 61-63. 

To see what the block diagram in Fig. 18.28 means physically, consider the 
duct problem described m Section 18.2. Figure 18.30 show a schematic of the 
duct with a reference rmcrophone, controller, and control speaker. The distur
bance, a sound wave of amplitude d, can be seen to the left propagating down 
the duct toward the control speaker. The transfer function T relates the dis
turbance pressure to the uncontrolled pressure, o, downstream of the speaker 
locat10n m the duct. The reference rmcrophone senses the disturbance pressure 
and sends a reference signal r to the controller. The control filter W operates 
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Disturbance r--__ o_u_tp_u_t ___ +~ L Residual 
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Control filter Plant 
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FIGURE 18.29 Simplified feedforward architecture with coupling to reference removed. 
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FIGURE 18.30 Feedforward architecture applied to the control of noise in a duct. 

on the reference and sends the resulting signal to the power amplifie.r, which 
in tum drives the speaker. The transfer function relating the controller output 
signal to the pressure m the duct at the speaker is the plant transfer function P. 
The pressure generated by the speaker mteracts with the disturbance propagating 
down the duct, reducing the amplitude and producing the residual sound wave 
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of amplitude e. In an adaptive system there would be a microphone m the duct 
downstream of the control speaker to sense this residual. As we shall see later, 
this residual, or error, signal and the reference signal can then be used in the 
controller electromcs to update, or adapt, the coefficients of the control filter. In 
addition to generating a sound wave that interferes with the sound propagatmg 
down the duct, the speaker also generates a sound wave which travels upstr~am 
to the reference nucrophone, contaminating the reference signal. The filter C is 
a copy of the transfer function relating the controller output to the pressure at 
the reference microphone. It electronically removes the contamination from the 
control speaker in the reference microphone before it reaches the control filter W 

The architecture m Figs. 18.28 and 18.29 has been discussed as if there were 
only one reference signal and one residual. In fact, the controller need not be 
restricted to the SISO case. There commonly are cases with multiple references 
and multiple residuals. In fact, for feedforward systems the procedures for esti
mating the optimum control filter W for the MIMO case as well as the SISO 
case are well in hand. In addition the block diagrams in Figs. 18.28 and 18.29 
are completely general and apply equally to SISO or MIMO systems. The only 
difference is that the blocks, which for SISO systems are transfer functions, for 
MIMO systems become transfer function matrices. 

Optimal Control Filter Estimation 

Tonal Disturbances. We will first consider the case of narrow-band, or tonal, 
disturbances. To do so, we will first modify the block diagram of Fig. 18.29 
by showmg a functional connection between the reference and the disturbance 
indicated by the transfer function B, as shown in Fig. 18.31. Mathematically this 
1s equivalent to setting T 1 and B = R·-1

. A simple equation can be written 
for the residual e m terms of the controller transfer function in Fig. 18.31: 

Reference 

e(w) = d(w) - P(w)W(w)r(w) 

Transfer 
function Uncontrolled 

disturbance + 
--------I. 

d 

Control filter 

Controller 
output 

G 

Plant 

FIGURE 18.31 Simplified feedfonyard block diagram. 

(18.22) 

Residual 

e 
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where w is the frequency of the disturbance, the other vanables are defined in 
Fig. 18.31, and all of the variables are scalars. We can use this equation to express 
the autospectrum of the residual as Se,(w) = E{e(w)e*(w)}, 'where E{·} means 
the expected value. Substituting Eq. (18.22) into this equation, we obtain 

See(W) = sdd((J)) - P((J))W(w)S,d(w) 

- ?*(w)W(w)* Sar(w) + IP2 (w)ISrr(w}IW(w)21 (18.23) 

where (-)* means complex conJugate, Sdd is the autospectrum of the disturbance, 
Srr is the autospectrum of the reference, Sa, = E {dr*} 1s the cross-spectra of 
the disturbance and the reference, and Srd E{rd*} is the· complex COIJJugate of 
that cross-spectrum. If we take the denvatlve of Eq. (18.23) with respect to W 
and equate it to zero and solve for W(w), we obtain 

W(w) tP2(w)IS,,(w)}-1 P*(w)S,d(w) p-1(w) { Srd (w)} = p-1(w)B(w) 
Srr(w) 

(18.24) 
where we have taken advantage of the fact that {Sra(w)/Srr(w)} 1s an estinlate 
of the transfer function between the disturbance and the reference. In Eq. (18.24) 
W 1s the optimum control filter. It consists of the mverse of the plant times an 
estimate of the transfer function between the reference and the disturbance. Such 
a form for the control filter makes a lot of sense, because W is attemptmg to take 
the reference signal r and tum 1t mto the disturbance d. To do so, the filter must 
first remove the influence of the plant transfer function, wh.wh is the purpose 
of the plant inverse. It then must mclude an estimate .of the transfer function 
between the reference and the disturbance, which is the purpose· of the term in 
brackets. 

If we substitute Eq. (18.24) into Eq. (18.23), we can obtain an estimate of the 
spectrum of the res1dual when this control filter is used: 

(18.25) 

This equation shows that for perfect correlation between the reference and dis
turbance (d = yr), where y is constant, the spectrum of the residual goes to 
zero. 

Note that this approach does not guarantee that the control filter will be causal. 
As discussed m Sect10n 18.3, a causal filter 1s one whose impulse response is 
zero for t < 0. Causal filters can be formulated as FIR or stable IIR digital 
filters. Noncausal filters cannot. Consequently, a digital representauon of a non
causal filter cannot be found for use in a control system. The filter 1s simply not 
realizable. 

In some cases using the above control filter can result in excessive demands 
on the actuators, m which case 1t is useful to be able to limit the output of 
the control filter. Control effort weighting is one means of reducing the actuator 
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effort. It can be included m the design equations for the filter by adding a term to 
Eq. (18.23), the equation for the residual. The term that is added is the weighted 
output of the controller given by 

a?(cv)I W (cv)2 \Srr(cv) (18.26) 

where a2 1s a real pos1t1ve scalar that rmght be a function of frequency. By select
mg mcreasmg values of a2 , the llllnillllzation of the residual can be adjusted. If 
a 2 is very small, the control filter will be designed as if there were no control 
effort weighting. If a 2 is large, the control effort will be reduced, and the per
formance of the control system will also be reduced. Including Eq. (18.26) m 
Eq. (18.23) results in a control filter given by " 

(18.27) 

and the residual 1s given by 

{ 
IP

2 (cv)\ } { IP
2
(w)I } ISrd(cv)\

2 

See(cv) = sdd(ill) - IP2(ill)I + a2(w) 2 - IP2(w)I + a2(w) Sr,(CV) 
(18.28) 

It is clear from this equation that as a 2 approaches zero the residual becomes the 
same as Eq. (18.25) with no control effort we1ghtmg. However, as a 2 becomes 
large, ➔ Sdd and the control perforinaftce is reduced. Similarly the spectrum 
of the controller output c (see Fig. 18.31) 1s given by 

2 1P2 (cv)\ IS,d(w)l2 

Scc(ill) = IW (w)ISr,(w) = {IPZ(w)I +aZ(cv)}2 S,,(w) 

This equation shows that as a 2 increases the spectrum of the controller output will 
decrease, reducing the drive to the actuators. As a result mcreasmg the control 
effort weighting will decrease the actuator drive at the cost of mcreasmg the 
residual. 

Broadband Disturbances. For a pure-tone disturbance, Eqs. (18.24) and 
(18.27) proVIde the proper control filter representation (ampli_~de and phase) at 
tlle frequency of the disturbance. For a broadband disturbance, if the broadband 
filter defined by these equations 1s noncausal, as lt often is, then, a different 
approach that includes a constraint on causality needs to be employed to 
determme the optimum causal filter. We -can ensure that the control filter is 
causal by inserting the form of a causal filter mto Eq. (18.23) and carrying out 
the same optimization procedure. Because it results in a set of linear equations, 
we will use the form of an FIR digital filter given by 

W(cv) 
N-1 

LWne~JwnLl.t 

n=O 

(18.29) 
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where N is the number of taps m the filter, Wn is the real amplitude associated 
with each tap, and l::,.t 1s the samplingpenod (1/sampling rate). Before substituting 
Eq. (18.29) into (18.23) we need to modify Eq. (18.23) slightly. Since we are 
now concerned with a broadband disturbance, we need to mtegrate the residual 
spectrum over the frequency range where control is desired. Following the same 
procedure as for Eq. (18.23), we obtam for the optimum control filter the matnx 
equation 

(18.30) 

Co 

where 

Ap Re { ~ P(k)Srd(k)e-JPk(2JI:/K)} 

c,,-m) ~ Re ( E { IP'(k) I + •'(k) j s,., (k),-J<,-m)k(Oo/K) l (18.31) 

and p = 0, L .. , N - I and m = 0, 1, .. , N - 1. In writing this equation, we 
have substituted a discrete sum for the mtegrals. The knowledgeable reader will 
recognize that Eq. (18.31) 1s in the form of the discrete Fourier transform (DFT), 
allowmg for the efficient use of the fast Founer transform algorithm in the eval
uation of the vector and matrix elements in Eq. (18:30). In the equations K is 
the number of elements in the DFT. 

Example. To illustrate these ideas, we will compute the noncausal and causal 
control filters for a simple example. We will use the followmg parameters: 

p 

Srr = 1 

(/)2 
0 

-w2 + J 11cvow + w5 
T = 0.02 s Wo 

fo = 25 Hz 

17 

Sampling rate 

0.1 

200 Hz 

!Bw 

2n 
lVBW 
~=40Hz 
2n 

Filter length 100 taps 

(18.32) 

(18.33) 
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In thls case the autocorrelations of the disturbance and reference are taken as 
unity. The cross-spectral density Sra shows a delay of T 0.02 s and includes 
a transfer function (in brackets) that decreases with mcreasing frequency. The 
plant P is a simple second-order system with a natural frequency of 25 Hz and 
a loss factor of 0.1. For the causal control filter estimation procedure we will use 
the indicated sampling rate and filter length. 

Figure 18.32 compares the frequency responses of the control filters estimated 
usmg the noncausal and causal estimation procedures. The two estimation pro
cedures different filters but not markedly so. The difference is slightly more 
evident in Figs. 18.33a and 18.33b, where the impulse response of the control 
filter estimated using the noncausal approach and the filter tap coefficients of 
the filter from the causal procedure are compared. Bear in mind that if we plot 
the filter tap coefficients separated by the sampling period (0.005 s at 200 Hz 
sampling rate), we will obtain a graph corresponding to the impulse response 
of the filter. The two figures are similar except that m the noncausal impulse 
response there 1s a small increase near the end of the time interval. Because of 
the periodicity of the rmpulse response of the filter obtained using the DFT, the 
increase at the end of the time interval actually mdicates that the filter is respond
ing before t 0 and consequently that the filter is noncausal. The effect in thls 

co -5 

" a, 

~ -10 
0.. 
E 
<( 

(!) 

~ 
Ol 
(!) 

" (1) 
tJ) 
(1j 

.s:: a.. 

150 

100 

50 

0 

Coutrqj filter 

Frequency, Hz 

FIGURE 18.32 Control filter frequency response using the noncausal and causal est1-
ma11on procedures. 
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FIGURE 18.33 Companson of the impulse response of (a) the noncausal control filter 
and (b) the tap coefficients of the causal filter. 

instance is small; however, in later examples where we bring more realism into 
the calculation by including anti-aliasing filters and other practical considerations 
we will see much larger noncausal effects. Note that the tap coefficients of the 
filter estimated usmg the causal procedure show no such increase and the higher 
tap coefficients decrease to zero. 

The performance of this system usmg the ca,usal control filter 1s shown in 
Fig. 18.34. The figure shows the ratio of the spectrum of the controlled residual 
to the spectrum of the uncontrolled residual (See(w)/Sdd(w)} as a function of 
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FIGURE 18.34 Ratio of the residual to the disturbance using the control filter in 
Fig. 18.32. 
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frequency out to the Nyquist frequency. Note that the performance of the non
causal filter (not shown in the graph) would be predicted to be perfect, that 1s, 

• the residual would be zero for all frequencies. 
The performance shown in the Fig. 18.34 1s unrealistically large for a broad

band active control system. This 1s a consequence of the fact that, at this stage, 
we have neglected to mclude other elements in the analysis that would add 
more realism to the estimate, such as system delays, anti-aliasing filters, sensor 
noise, and so on. In addition the figure only shows system performance up to 
the Nyquist frequency (one-half the sampling frequency). As we shall. see m a 
later section, the digital control filter is penodic m frequency with a penod equal 
to the sampling frequency. Consequently, the performance above the Nyqmst 
frequency may also need to be controlled, especially if there 1s significant energy 
in the disturbance at those frequencies. We will see how this rs done m a later 
section. 

Adaptive Control 

In the previous section we discussed the design of a control filter to reduce 
optimally a chosen residual in a least-squares sense. In that derivatio.n the system 
to be controlled was assumed to be fixed. In reality the transfer funct10ns defining 
dynamic systems often change with time. This means that those transfer functions 
must be measured penodically and the new results used to update the control 
filter coefficients. We will discuss this.process of system identification m the 
next section. Here we examine an adaptive control algorithm based on the LMS 
algorithm that continuously updates the control filter coeffic1en.ts in order to 
minimize the chosen residual sensor signals. The filtered-x algonthm, as 1t has 
come to be called, updates the control filter coefficients at each time step. 

The filtered-x LMS algonthm, a modification of the LMS algorithm59 co~~ 
manly used for cancellation of electronic noise, was first proposed by Morgan. 
If used unmodified in an active cancellation system, the LMS algorithm can lead 
to mstabilit1es because the signal from the controller must pass through the plant ~ 

dynamics where it will experience amplitude changes and phase shifts. The solu- • 
tion to this problem proposed by Morgan was also proposed mdependently by 
Widrow et al.65 and Burgess.66 Morgan's solut10n, which has come to be called 
the filtered-x LMS algorithm, is used extensively today and has been generalized 
to MIMO systems by Elliott and Nelson.67 

Figure 18.35a shows a block diagram of a simplified feedforward control 
system. If we change the order of the plant and control filter m the block diagram, 
the response will be unchanged as long as the system 1s linear. The resulting block 
diagram is shown Fig. 18.35b. The result 1s a new reference signal u that is the 
onginal reference signal filtered by the plant transfer function P. The residual of 
this new system can be written as 

Nw-1 

e(n) = d(n) - L w(k)u(n - k) d(n) - wTu (18.34) 
n=D 
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Transter 
!unction 

(a) 

(c) 

FEEDFORWARD CONTROL SYSTEMS 761 

Reterence 

r 

Reterence 

Transrer 
function 

' Disturbance t~Residua~ 

~ -

Transfer 
tunction 

B 

ControJI 
• tilter: 

! 

(b) 

Disturbance + ~ 
d 

Plant 

7 
L____J 

Residual 

(d) 

FIGTJRE 18.35 Feedforward block diagram with and without adaptatmn showmg the 
progression to the LMS filtered-x algorithm: (a) original diagram; (b) changmg the order 
of plant and control filter; (c) LMS algorithm; (d) filtered-x algonthm. 

where e(n) is the nth element of a time sequence e, d(n) is siinilarly defined, 
WT is the transpose of a vector, the N w elements of which are the control filter 
tap coefficients, and u is a column vector of the last Nw samples in the filtered 
reference, which 1s given by 

N,,,-1 

u(n) = L p(m)r(n m) (18.35) 
m=O 

where p is the impulse response of the system estimate of the plant filter P and r 
is the reference signal time sequence. The block diagram showing the adaptation 
process is shown in Fig. 18.35c, and a slight rearrangement of the blocks m the 
block diagram m Fig. 18.35d results m the specialized LMS algonthm called the 
filtered-x LMS algorithm. 

Unlike the direct-estimation approach in the previous section in which the 
filter coefficients are estIIDated m a single calculation, the filtered-x algonthm 
uses an iterative approach which updates the estimate at each time step. The 
update equation for the control filter is denved similarly to that for the LMS 
algonthm (see Adaptive Digital Filter Design in Section 18.3). The resulting 
equation to estimate the coefficients of w is typically written as 

w(n + 1) w(n) + 2µe(n)u(n) (18.36) 
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where 

{ 

w(O) 1 w(l) 
w(n) 

w(Nw -1) 

1s a column vector of the nth estrmate of the Nw control filter coefficients, w(O) 
is the first filter coefficient, w(l) is the second, and so on, 

{ 

u(n) 1 u(n - 1) 

u(n) = u(n - Nw + 1) 

is a column vector of the last N w samples in the filtered reference, and µ, 1s a 
scalar convergence coefficient set by the user to ensure stable convergence to the 
optimum filter coefficients. This equation 1s very similar to that derived for the 
LMS algonthm, the only difference bemg that the filtered reference u(n) 1s used 
in the update equation rather than the reference itself. 

In Eq. (18.36) the larger 1s µ,, the faster the algonthm will converge to the 
optimum filter coefficients. However, ff·µ is too large, the algorithm will go 
unstable and will not converge. The convergence coefficient can be selected 
using the following rule of thumb58

: 

(18.37) 

where Nw is the number of control filter coefficients and E {u2
} is the mean

square value of the filtered reference. Tlns 1s very similar to the rule of thumb 
for the LMS algorithm presented in Section 18.3 except that the mean-square 
value of the filtered reference, E { u2 ), 1s substituted for mean-square value of the 
reference E{r2}. 

Equation (18.36) along with Eq. (18.35) states the SISO filtered-x algonthm. 
This algorithm has enJoyed a great deal of popularity because 1t 1s very easy 
to implement and functions well m the presence of errors m the plant estimate 
used to filter the reference. If the convergence rate is slow enough, the 
algonthm will still find the optimum filter coefficients even in the presence of 
plant phase errors of up to 90° 64 In addition, the algorithm can be very effective 
m maintaining control even if the reference is nonstationary. Finally, 1t is possible 
to introduce something comparable to control effort weighting as discussed in 
the previous section. In the filtered-x algonthm thIS 1s referred to as leakage. By 
reducing the control filter coefficients by a small percentage at each time step,59 

the effect 1s sJ.rnilar to broadband control effort weighting. 
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Example. To illustrate the application of tlns algorithm, we will utilize it to 
design an optimum filter for the system of the previous section. To do so, we will 
require the impulse response function (IRF) associated with the cross-spectrum 
between disturbance and reference, Sra, and the IRF of the plant, P. We obtain 
these by srmply inverse Founer transformmg the FRF functions m (18.32) 
and (18.33), r?~·rn,r•tn,Plu and retaming a sufficient number of terms to ensure 
that we capture all of the impulse response. Figure 18.36 illustrates the two IRFs. 
The plant IRF 1s a decaying sinusoid with a frequency of 25 the natural 
frequency of the plant. The cross-spectrum IRF shows the delay of 0.02 s intro
duced mto the model. We will retam the full 1 s duration (200 taps at a sampling 
rate of 200 Hz) of the IRFs m the figure, although It would probably be suffi
cient to retam substantially less. The filter coefficients obtained using the direct 
[Eq. (18.30)] and filtered-x [Eqs. (18.35) and (18.36)] estimation procedures are 
compared m 18.37, and the frequency response functions are compared in 
Fig. 18.38. There are clear differences between the two control filters that may 
be a consequence of the fact t;b.at the filtered-x procedure is still converging. That 
the procedure 1s still convergmg can be seen m Fig. 18.39, which shows a time 
history of ¢.e residual, or controlled disturbance. Even after over 80 s the residual 
still shows a tendency to decrease. Figure 18.40 shows the ratio of the spectrum 
of the controlled disturbance to the spectrum. of the uncontrolled disturbance as 
a function of frequency at the end of the time mterval in Fig. 18.39. Also shown 
in the figure 1s the same ratio for the direi::t-estimation procedure. In tlns case 
the two procedures comparable results despite the differences m the control 
filters. 

IRF of transrer ,unction between reterence and disturbance 
0.6 --.,---..,----,---.----,--~----.----,...---, 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Time1 s 

Plant IRF 

0.5 

"' -0 
;2 0 
0. 

~ -0.s. \1 V 

-1 
0 O.i 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

Time.s 

FIGURE 18.36 Impulse response funcuons for Srd (top) and the plant, P (bottom). 
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Control of Aliasing Effects 

765 

In the previous sections we have focused on control of the .disturbance below 

the Nyquist frequency. In fact, because digital filters are periodic in the fre

quency doma:m with a period equal to the sampling frequency, we must also 

concern ourselves with the performance above the Nyqmst frequency, especially 

if the disturbance has significant amplitude there. Figure 18.41 shows the ratio 



Idaho Power/1206 
Ellenbogen/399

766 ACTIVE CONTROL OF NOISE AND VIBRATION 

Causal performance 

30 

20 

CD 

-3 
,:, 

6 
~ 
a: 

-20r' 

-30 

-40 

Frequency, Hz 
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FIGURE 18.42 Feedforward block diagram further simplified (adaptation blocks not 
shown). 

of the controlled-to-uncontrolled disturbance beyond the Nyquist frequency for 
the direct-estimation case in the previous section on optimal control filter esti
matlon. Above ~125 Hz the figure shows that the control system will amplify 
the disturbance. To control this out-of-band amplification, one usually employs 
anti-aliasing filters, low-pass filters that minimize energy above the Nyquist fre
quency entenng the controller. In addition, there are other low-pass filters and 
delays that should be mcluded in a more realistic model of ·the active control 
system. To that end Fig. 18.42 shows the controller expanded into five blocks. 
First the analog reference signal needs to be digitized before the controller can 
utilize 1t. That is the function of the AID converter shown as the second block 
in the controller. The first block is a low-pass filter called the anti-aliasing filter. 
Its cutoff frequency is usually set slightly below the Nyqmst frequency m order 
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to reduce aliasmg in the digital controller, as described above. The thrrd block 1s 
the digital control the output of which 1s fed to a D/A converter to convert 
the digital signals to analog signals. The DIA converter is usually a sample-and
hold device that produces a signal with discrete steps or JUmps at the sampling 
rate. Consequently, there is usually a low-pass filter at the output of the DIA 
converter, typically called a reconstruction filter, to smooth or reconstruct the 
signal. This filter is typically the same as the anti-aliasmg filter, although there is 
no requrrement that the two filters be the same. The output of the reconstruction 
filter is an analog signal, c, that 1s applied to power electromcs that will m turn 
dnve a speaker or other actuator. The plant, P, accounts for all of the dynarrncs 
relatmg the controller output to the control signal, which cancels the disturbance 
d. In designmg the control filter there may be significant delays associated with 
the anti-aliasing filter, the reconstruction filter, and the D/A converter, which 
need to be included m designing and evaluating the control filter. The delays 
associated with the AID converter are usually small and can, in most cases, be 
neglected. The delays associated with the D/A converter, on the other hand, are 
on the order of half a sample penod and usually need to be included m the design 
and evaluation process. To carry out the analysis, the anti-aliasing filter, recon
struction filter, and sample-and-hold delay (DIA converter) are usually lumped 
m with the plant transfer function. The DIA converter 1s typically modeled by a 
simple of one-half of the sample penod. The total plant then becomes 

(18.38) 

where b..T 1s the sample period and U2 (w) is the product of the frequency 
response functlons of the ann-aliasmg and reconstruction filters. To illustrate the 
impact on the design process and on the resultmg performance, we will select 
an anti-aliasing filter and go through the des1gu process once again using the 
same plant and disturbance-to-residual transfer funct10n as used in Sect10n 18 .4 
and given by (18.32) and (18.33). As will be discussed in Sect10n 18.6 
under Hardware Selection, there is a wide variety of low-pass filter types that are 
commonly used for anti-aliasing and reconstruction, such as Butterworth, Bessel, 
and elliptical (Cauer), to name just a few. In this example we will use the thrrd
order elliptical filter whose frequency response function is shown in Fig. 18.43. 
The filter has a cutoff frequency of 70 Hz, slightly below the Nyqmst frequency, 
and the ratio of passband to stop-band amplitude 1s nominally 50 dB. 

Usmg the direct-estimation procedure outlined in Section 18.4 under Optimal 
Control Filter Estimation, we obtain the causal control filter whose frequency 
response is shown in Fig. 18.44. Also shown m the figure 1s the noncausal control 
filter given by B(w){U2(w)P(cv)}- 1eJwATJ2 The frequency response functions 
of the two filters are clearly qmte different, but the difference 1s more clearly 
seen in 18.45a and b, where the impulse response function of the noncausal 
control filter and the filter coefficients of the causal control filter, respectively. 
are compared. The noncausal filter IRF shows a strong increase at the end of the 
time mterval, which, as explained earlier, indicates that the filter responds before 
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FIGURE 18.45 Companson of (a) the noncausal control filter impulse response func
tion and (b) the filter coefficients of the causal control filter. 

it receives an mput signal and is clearly noncausal. The filter coefficients of the 
causal filter, on the other hand, decay away to zero. The performance of the 
active control system is shown m Fig. 18.46. The figure shows the ratio of the 
controlled disturbance spectrum to the uncontrolled spectrum. The performance 
has clearly been degraded, especially in the vicinity of the Nyquist frequency. 
Nevertheless, the out-of-band amplification clearly visible in Fig. 18.41 has been 
completely removed through the use of the anti-aliasing and reconstruction filters. 

System Identification 

The control algorithms discussed in the previous sections require mtemal models 
of the transfer functions between the outputs of the controller (i.e., the signals sent 
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to the D/A converters) and the mputs to the controller from the residual sensors 
(i.e., outputs from the AID converters). These transfer functions are commonly 
referred to as plant transfer functions. The procedure used to measure these trans
fer functions (or equivalently impulse response functions) is referred to as system 
zdentiftcation. In this section, we discussed system identification approaches that 
apply to feedforward controllers. 

Since most control algonthms require plant models for the control algorithms 
to converge to (or solve directly for) the optimal control filters,58 system identifi~ 
catlon must be performed pnor to any adjustments to the control filters. As such, 
when system identification is performed with control filters set to zero (i.e., all 
coefficients are equal to zero), 11 is referred to as "open-loop" system identifi
cation. It derives this name because the system identification algorithms are run 
when the control loop is open (i.e., no signals are allowed to pass through the 
control filters). The plant estimates obtamed during open-loop system identifica
tion are used to initialize the plant models within the controller to support the 
control algorithms that subsequently adjust the control filter coefficients. 

For systems where the plant transfer functions are expected to be time invari
ant (i.e., they do not change characteristics as a function of time), the plant 
estimates obtamed during open-loop system identification can be held constant 
as the control filter coefficients are adjusted. It is more common, however, to 
expect that these transfer funct10ns will change over time. These changes may 
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occur because of changes in environmental condit10ns (e.g., temperature, pres
sure), changes m the operating conditions of the system to be controlled (e.g., 
speed, load), or the presence of external factors (e.g., number and movement of 

~ passengers in an automobile). 
There are two basic approaches to account for tlffie-varymg transfer funct10ns 

that may be encountered in ANVC systems: the use of robust control algorithms 
and periodic system identification. Control algorithms are often formulated to 
allow for certam levels of uncertainty associated with the mtemal plant models. 
For example, the magrutude and phase response of the plant at a given frequency 
may only be known to within, say, ±2 dB m magrutude and ±10° m phase. 
In effect, these algonthms recogruze that the mtemal plant model is "close" 
to the actual plant transfer function but not exact. Control algorithms that are 
stable and provide performance in the presence of this plant uncertainty are 
called "robust" For example, the filtered-x LMS algonthm 1s robust to errors in 
the plant model of up to 90° 68 The second approach to account for time-varymg 
transfer functions is to perform system identification at the same time that control 
filter coefficients are being adjusted. This approach provides periodically updated 
plant models to the control algonthms that track changes in the plant over time. 
System identification performed m this manner is referred to as closed-loop or 
concurrent since it occurs while the control loop is closed. 

In practice, a combination of both approaches is '9ften reqmred to account 
for tlffie-varymg plants while at the same time maximizmg achievable system 
performance. Control algorithms that rely on exact models of the plants to be 
controlled can offer maximum performance but are also very sensitive to slight 
changes m the plant transfer function. As such, small changes m the plant can 
lead to mstability, and for this reason such systems are rarely used in practice. 
On the other hand, algonthms that make do with very inaccurate plant models 
will often provide very little performan.ce. As such, there is a trade-off between 
control system robustness and performance. These trade-offs ultimately mfluence 
the approach chosen for system identification. 

We now discuss procedure~ for open- and closed-loop system identification 
that are applicable to feedforward control systems. Consider first the feedfor
ward system of Fig. 18.47. For this system, the plant, P, is the transfer function 
between the output of the control filter, y, and the response of the residual sen
sor, e. Though.not shown explicitly, the plant transfer function P is assumed to 
mclude the following: DIA sample and hold, smoothing filters, transfer function 
through the structure to be controlled, anti-alias filters, and AID converters. An 
open-loop estimate of P can be performed by setting the coefficients of the con
trol filter, W, to zero and mjecting a band-limited probe signal v into the output 
of the control filter. The probe signal is therefore a digital signal that adds to 
the output of the control filter y to produce a net signal c at the output of the 
controller. 

The bandwidth of the probe signal is chosen to span the frequency range over 
which control performance is desired. For a tonal control problem, where the 
tone is normnally fixed in frequency, the probe signal may span only a few hertz. 
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FIGURE 18.47 Probe signal iI1Ject1on for system identificatwn m a feedforward system 
with no coupling between actuators and reference. 

For broadband control, the probe signal bandwidth 1s often chosen to extend 
margmally beyond the control bandwidth to ensure an accurate plant estunate 
throughout the bandwidth for control. 

The transfer function between the probe, v, and the residual, e, can be esti
mated m the frequency domam usmg the ~press10n 

where P = estimate of plant transfer function P 
Sve = cross-spectrum between probe and residual 
Svv = autospectrum of probe 

(18.39) 

This expression will provide an unbiased estimate of the plant transfer function 
for W = 0 (i.e., open-loop system identification) as well as for W cf O (i.e., 
closed-loop system identification) provided the probe signal is uncorrelated with 
the disturbance and sufficient averaging time 1s allowed to obtain good estimates 
of Sv,· 

An estimate of the plant transfer function in Fig. 18.47 can be made in the 
frequency domam using Founer transforms of the probe and residual signals as 
outlined above. Alternatively, an estimate of the plant impulse response can be 
obtained usmg the optimal or adaphve FIR filter procedures discussed in 
Section 18.3. 

An example of system identification usmg the LMS algorithm integrated mto 
a filtered-x control algorithm is depicted in Fig. 18.48. The filtered-x algorithm 
adapts the coefficients of the control filter W the filtered reference signal 
and a modified residual signal (see later) as inputs. A separate LMS algonthm 
is used to identify the plant impulse response as shown in the lower port10n 
of the figure. A probe signal v is mJected mto the control loop and sums with 

d 

FIGURE 18.48 System 1dentificat1on 
tered-x LMS controller. 

FEEDFORWARD CONTROL SYSTEMS 

Probe 
generation 
algorithm 

+ 

773 

the LMS algonthm, embedded withm fil-

the output of the control fiJter. The probe signal 1s also filtered by the adaptive 
FIR filter that 1s labeled P Finally, the probe signal is an input signal to the 
L\1S algorithm that adapts the coefficients of P. The output of P is summed 
with the residual signal e to form the error signal g, which is the second input 
to the LMS algorithm adapting the coefficients of P. The coefficients of fa are 
adapted to mm1mize the contribution m g that 1s correlated with the probe, v, 
m a least-squares sense. An optimal estimate of P is achieved when the LMS 
error signal g becomes uncorrelated with the probe, v. The coefficients of fa are 
copied penodically mto the filter, Pcopy, which filters the reference signal r, as 
required by the filtered-x LMS control algonthrn. 

Followmg the development of Section 18.3 under Adaptive Digital Filter 
Design, the update equation for the plant estimate 1s 

p(n + 1) p(n) + 2µ.,v(n)g(n) (18.40) 

where 

i? = [p(O), p(l), p(2), ... , p(l (18.41) 

vT(n) [v(n), v(n 1), .. , v(n - I+ l)] 
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We note here that the convergence behavrnr of the LMS algonthm of 
Eq. (18.40) is improved if the portion of the residual signal correlated with the 
reference 1s removed before bemg used as mput for the plant estimate. This can 
be achieved by mcluding a third LMS algonthm w1th the reference and residual 
signals as inputs, and the modified residual signal as output. The update equat10n 
1s similar to that m Eq. (18.40). Though not shown explicitly in Fig. 18.84 to 
preserve clanty, this approach was used for the adaptive feedforward control 
example presented near the end of this chapter (MIMO Feedforward Active 
Locomotive Exhaust Noise Control System with Passive Component) and is 
illustrated there in Fig. 18.93. 

A consequence of bemg able to penodically update the model of the plant 
using the system identificat10n procedure outlined in Fig. 18.48 is that the mjected 
probe signal will increase the residual signal e. For purposes of system 1dentifi
cat1on, it 1s desirable to used high-level probe signals because the probe signal 
will dommate the response at the residual sensor, and consequently accurate plant 
estimates can be obtamed ma shorter length of time. Dunng open-loop identifica
tion of ANVC systems, it 1s often acceptable to use high levels of probe signals. 
During closed-loop operation, however, the use of high-level probe signals 1s not 
acceptable smce performance gains achieved as a result of the control filter will 
be overwhelmed by the presence of the probe signals reaching the residual. As 
a consequence, low-level (i.e., covert) probe signals are required during closed
loop operation.* The drawback to usmg low-level probes is that the plant estimate 
will adapt slowly and will not be able"fo::i.rrack changes in the plant that occur 
over relatively short time frames. '\\l'hen this is the case, the control algorithms 
must be adjusted to deal with larger levels of uncertamty in the plant models or 
alternative strategies mvolvmg gain scheduling69 must be considered. 

For systems where the time constants of plant changes are large relauve to 
the adaptatmn time of the LMS algonthm when usmg low-level probes, the 
system identificatrnn approach of Fig. 18.48 has been used effectively. For these 
cases, the probe signals can be generated using low-level band-lirruted "white" 
noise. However, fixed-level, white-noise probe signals are not necessarily the 
best choice. In particular, drawbacks of usmg white-n01se probes include the 
followmg: 

• The magmtude of the probe signal is held constant. Therefore, as the mag
nitude of the disturbance mcreases, the effective convergence rate for the 
plant filter will decrease. Alternatively, as the disturbance decreases relative 
to the probe, the convergence rate will increase at the expense of increasmg 
the level of the closed-loop residual signals. 

• The spectral shape of the probe signal is independent of the spectral shape 
of the residual signal and plant transfer function. Consequently, the quality 
(e.g., estimation errors) of the plant estimate will vary as a function of 

'Typically the probe signal 1s sized such that the resultmg signal at the residual sensors 1s nommally 
6 dB below the closed-loop signal (absent the probe) m those sensors. 
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frequency. This can lead to temporary losses m system performance for 
control of slewing tonals and nonuniform control of broadband noise. 

For ANVC applications where white-noise probes may not be appropriate, 
probe-shapmg algonthms can be employed to generate probe signals that pro
vide plant estimates with nominally uniform estimation errors as a function 
of frequency. Further, these algonthms can account for changes in the distur
bance spectrum and plant transfer functions over tirne.70- 72 Probe generation 
approaches are depicted collectively by the probe generatton block m Fig. 18.48. 

The final aspect to discuss concernmg Fig, 18.48 is possible mteract10n 
between the filtered-x LMS algorithm adapting the control filter and the LMS 
algorithm adapting the plant estimate. In particular, we consider the effects 
of probe signal mJect10n on convergence of the control filters. Note that the 
iIJJected probe signal used for system identificat10n contributes to the net residual 
signal e, which 1s typically used to adapt the control filter coefficients usmg the 
filtered-x LMS algorithm. The contribution from the probe signal is, by design, 
uncorrelated with the reference signal r. Howev.::r, Its presence m the residual 
signal will rmpact the instantaneous residual signal used in the gradient estimate 
and reduce the convergence speed of the filtered-x algorithm. As a consequence, 
1t 1s beneficial to remove an estimate of the probe' s contribution to the res1dual 
signal by subtracting the output of the filter, P (labeled q m Fig. 18.48), from 
the residual, e. Thls modified residual signal (labeled h in Fig. 18.48) is then 
used to adapt the control filter coefficients using the filtered-x LMS algorithm. 

Up to this pomt, we have assumed that any coupling from the actuators back 
to the reference sensors 1s negligible (i.e., sufficiently small' that 1t can be ignored 
with respect to system performance and stability). This is not always the case. In 
general, there exists physical coupling which must be accounted for by both the 
control algonthm and the system identification algonthms. Control algonthms 
that account for this path mclude feedback neutralization and Eriksson's filtered
U algorithm, both of which were discussed in the previous section. A fully 
adaptive filtered-U algonthm that includes concurrent system identification is 
discussed by Eriksson and Allie. 61 In those mstances where the physical coupling 
to the references becomes so strong that electromc cancellation of the coupling 
may be meffective, other approaches must be employed to mmimize the physical 
coupling, such as the use of directional reference sensors and selection of alternate 
sensors. 

Figure 18.49 shows the injection of a probe signal m a feedforward system 
that contains coupling C from the controller output to the reference input and 
neutralization filter C in the controller to mimrruze the effects of this feedback 
path. The procedures for open-loop identification of the coupling transfer funct10n 
C follows from the discuss10n above for identifymg P, provided the reference 
signals are used in place of the residual signals. As such, unbiased estrrnates of the 
coupling transfer funct10n can be obtained during open-loop operation, provided 
that the probe signal 1s uncorrelated with the disturbance. During closed-loop 
operat10n, however, transfer functions from the probe signal to the residual and 
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FIGURE 18.49 Probe signal mJection m feedforward system with coupling to reference 
sensor and feedback neutralization filter. 

reference sensors no longer provide unbiased estimates of P and C. Instead, 
these transfer functions include the loop gam associated with the feedback loop 
comprised of the coupling transfer functton, neutralization filter, and control filter. 

Followmg the nomenclature of Fig. i8~49, these transfer functrnns are given 
by 

Sve -P 
Ge=-=-------=--

Svv 1 - ( C - C) W 

Svr C 
Gr = - = ------

Svv 1 - ( C - C) W 
(18.42) 

These expressrnns for Ge and G c contam the desrred transfer functions for P 
and C m the numerator, but both contam the impact of the feedback loop in the 
denommator. The denominator term can be isolated by estimating the transfer 
function from the probe signal to the controller output signal c. This transfer 
functrnn is given by , 

Svc 1 
Gc=-=------

Svv 1 - ( C - C) W 
(18.43) 

Asymptotically unbiased estimates for the plant and coupling transfer functions 
can then be obtained by combming Eqs. (18.42) and (18.43) such that 

A -Ge 
P=-=P 

Ge 
(18.44) 

This approach for closed-loop identification is known as the joint mput-output 
method. 73 Estimates of P and C can be made m the frequency domain by esti -
matmg the cross-spectra in Eqs. (18.42) and (18.43) and taking the ratios as 
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indicated m Eq. (18.44). Alternatively, multiple-embedded LMS algorithms could 
be employed to adapt estimates of P and C on a sample-by-sample basis. 

Although we have discussed the Joint input-output method applied to a feed
forward system with feedback to the reference sensors, it is a general approach 
that is applicable to tradit10nal feedback systems. As such, this method of concur
rent system identification can be used to implement fully adaptive feedforward 
and feedback control systems. Further, the method is valid for use dunng open
and closed-loop operation. An example of a fully adaptive feedback control 
system using this approach to system identification when applied to an active 
machmery mount can be found m Berkman et al.,74 Curtis ~t al.,75 and Berkman 
and Bender76 and is mcluded here as an example in Sect10n 18.7 under Active 
Machinery Isolation. 

Extension to MIMO Systems 

The equations and examples so far have considered only SISO controllers. In 
many instances there will be the need to design controllers that can handle mul
tiple inputs and/or multiple outputs. While a complete consideration of the issues 
mvolved m the design of MIMO systems is beyond the scope of this chapter, 
we provide here a brief look at the algonthms for the design of optimum MIMO 
control filters. 

Let us begm by defimng a not10nal MIMO systei;n like that shown m 
Fig. 18.50, where K reference signals, r, are applied to a control filter which 
in turn generates M output signals, u, to dnve actuators on the system to be 
controlled. The system has L control sensors to momtor the system performance. 
Since there are multiple mputs and multiple ou!l)uts to each, of the blocks m 
Fig. 18.50, the vanables m the blocks B(w), W(w), and P(w) no longer represent 
scalar transfer funct10ns but must be transfer function matnces. For example, if 
there are M actuators drivmg the plant and L control sensors momtonng the 
system response, the plant transfer functrnn P ( w) between the sensors and the 

K References r 

Control filter 

Transfer 
function 

M Actuators u 

L Uncontrolled d + 1 L Residuals e 
disturbances 

Plant 
L Sensors [P] ,-----

FIGURE 18.50 Notional MIMO control system. 
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actuators becomes the matrix of transfer functions ( P ( w)]: 

[

Pu(w) 

[P(w)] = P21:(w) 

PL1 (w) 

(18.45) 

where the Pnm(w) are each frequency response functions relating sensor output 
n to actuator mput m. 

In Eq. (18.24) we defined an optimum SISO control filter for tonal disturbances 
given by W(w) = P(w)-1 B(w). It turns out that the optimal ML.\1O control filter 
1s given by a very sunilar expression if the plant 1s a square transfer function 
matrix, that 1s, L M: 

(18.46) 

In the equation the square brackets indicate that the variables are transfer func
tion matrices and not scalar transfer functions. For the more general case of a 
nonsquare plant matrix of K rows and L columns the same expression applies 
except that the pseudomverse of the plant matrix is substituted for the normal 
inverse: 

where the pseudoinverse of the plant, [P(w)l, is given by 

for K L 
for K > L 

(18.47) 

where [·]H means the complex conjugate of the transpose of the matrix. Since 
for broadband disturbances Eq. (18.47) can result in noncausal control filters, 
there 1s a need to apply causality constramts to the MIMO filter design process 
similar to those applied to the SISO case in Section 18.4 under Optimal Control 
Filter Estimation. Unfortunately the derivation of the direct-estimation equations 
for the optimal MIMO control filter 1s very mvolved and beyond the scope of 
this chapter. The mterested reader 1s referred to reference 77. 

Fortunately the MIMO filtered-x algorithm is much simpler than the MIMO 
direct-estimation algorithm, and the equations have been developed by Nelson 
and Elliott. 16,67 The residual that we are seeking to mmimize is given by 

i\1 J-1 

e1(n) dz(n) LL P1mjUm(n j) (18.48) 
m=! 1=0 

where P11111 1s the Jth filter coefficient of the plant transfer function relating the 
i th sensor output to the mth actuator mput, M is the number of actuators, J is 
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the length of the digital representauon of the plant transfer functions, and um is 
the mth output of the control filter driven by the K references as indicated in the 
equation 

K I-1 

Um(n) L LWmkirk(n - i) (18.49) 
k=l 1=0 

In this equation Wmki 1s the ith coefficient of the control filter relating the mth 
actuator drive signal to the kth reference, I 1s the length of eac~control filter, 
and rk is the kth reference signal input to the control filters. The MlMO filtered-x 
update equation for each control filter coefficient 1s given by 

L 

Wmki(n + 1) = Wmki(n) + 2µ L ez(n)qlmk(n i) (18.50) 
1=1 

where Wmki(n) 1s the existmg estrmate of the ith filter coefficient for the control 
filter connecting reference k to actuator m, Wmki(n + 1) 1s the new estimate, and 

]-! 

qzmk(n) = L Ptmjrk(n - j) (18.51) 
}=◊ 

Equation (18.50) is the MIMO filtered-x control filter update equation for mul
tiple references, mult1ple sensors, and multiple actuators. It 1s similar m form 
(except for the sum over control sensors) to the SISO case, since the coeffi
cients are updated by the product of the residual and the reference filtered by 
the plant transfer function. Its sunple form allows for easy, computationally effi
cient implementation and, as a consequence, has become a very popular MIMO 
algorithm for feedforward applications. Furthermore, as we shall see in the next 
section, it can also be applied to feedback systems. 

18.5 FEEDBACK CONTROL SYSTEMS 

Basic Architecture 

The block diagram of Fig. 18.51 shows the basic architecture of a SISO feedback 
control system. Such a block diagram IDight arise from the not10nal physical 
system shown in Fig. 18.52. The physical system consists of a second-order 
oscillator with a control sensor, an accelerometer for example, to momtor the 
motion of the mass. In addition there is a control actuator which can apply 
forces to the mass to control its mot10n. 1n the block diagram the residual, e, is 
the output signal from the residual sensor. That output is fed to a control filter, 
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FIGURE 18.51 Basic feedback ardntecture. 
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FIGURE 18.52 Notional system with a feedback controller. 

e 

which 1s shown as W in the block diagram. The control filter output dnves an 
actuator that is used to control the motion of the mass. 

The plant transfer function P m the block diagram relates the control filter 
output signal, which dnves the actuator to the residual sensor output. In Fig. 18.51 
the control filter drives the actuator in such a way as to reduce the mput to the 
control filter. This 1s m contrast to feedforward systems m which the input to the 
control filter is a reference signal correlated with the disturbance. In one sense, 
feedback control systems can be thought of as feedforward systems m which the 
reference and control (residual) sensors are the same. 

The solution for the closed-loop response is given by 

(18.52) 
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Clearly the residual will be small if PW » l, and m the limit the residual 
amplitude will become 

(18.53) 

The quantity PW is referred to as the loop gam and the residual amplitude will 
be inversely proportional to the loop gam. Consequently, good performance from 
a feedback controller will be achieved if the loop gam is made sufficiently large. 
In addition, when the loop gain is large, the phase of PW is lillillaterial to the 
performance such that if the control filter deviates somewhat from its design 
goals the performance will suffer only mimmally. 

The above discussion makes the design of a feedback control filter seem easy. 
Unfortunately, stability considerations limit our ability to increase the loop gain 
without limit. Stability issues will be discussed more fully below under Alter
nate Suboptimum Control Filter Estimation, where the compensator-regulator 
approach to feedback control filter design is discussed. 

Optimal Control Filter Estimation 

The literature dealing with the design of optimal feedback controllers 1s vast and 
beyond the scope of what can be reasonably included in this chapter. Instead 
we will focus on two approaches-one optimal and one suboptimal-that each 
provide tools for the design of SISO or MIMO controllers. The collection of 
methods often referred to as modern optimal control theory will not be dealt 
with here. Those methods, while providing powerful tools for control filter design 
when an analytical model of the plant dynamics is available, ar6 not especially 
well smted to the types of problems where only measured data on the plant 
dynamics are available. While curve-fitting techmques can be utilized to obtain an 
analytical model that approximates the measured data, many of those techniques 
begm to founder if the order of the system model (number of states) becomes 
too large. For a sampling of the technology in this field the interested reader is 
referred to references78~81 . 

In this sect10n, we focus on what has come to be called the Youla transform 
or inner model formulation. Through selection of a particular feedback architec
ture, the Youla transform allows the feedback problem to be transformed into a 
feedforward problem, making it possible for the feedforward control filter design 
techniques m Section 18.4 to be used for feedback. In addition, because the sys
tem is effectively transformed to a feedforward system, the resulting system is 
guaranteed to be stable, provided an accurate digital model of the plant has been 
utilized. 

Figure 18.53 shows a simplified block diagram of the Youla transform. In the 
figure a second feedback loop has been inserted around the control filter. In that 
second loop a digital filter approximating the plant transfer function has been 
inserted. The term inner model is often used when refemng to this approach; 
precisely because a digital model of the plant 1s inserted into the control filter. 
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.FIGURE 18.54 Feedforward system resultmg from the Youla transform. 

By making this change in the architecture of the feedback system, we have 
modified the transfer function from that shown in Eq. (18.52) to the following: 

e(w) = {1- P(w)W(cv)}{l + (P(w) - P(cv))W(w)}-1d(w) 

Note that if P is a good match to P, then Eq. (18.54) simplifies to 

e(w) {1- P(w)W(w)}d(w) 

(18.54) 

(18.55) 

Equation (18.55) is the equation for the residual of a feedforward system, the 
block diagram for which is shown in Fig. 18.54. The resulting block diagram 
IS identical to the feedforward block diagram in 18.31 if the transfer func
tion B(w) is set to unity. Consequently, virtually all of the control filter design 
equations m Section 18.4 can be applied to a feedback system to which the Youla 
transform has been applied provided B(w) 1. From Eq. (18.24) the noncausal 
control filter becomes 

(18.56) 
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For the filtered-x algorithm Eqs. (18.35) and (18.36) can be applied to the Youla 
transform feedback system by simply changing the reference time sequence r(n) 

m the equations to the disturbance tune sequence d(n) in Fig. 18.54: 

w(n + 1) w(n) + µ,e(n)u(n) (18.57) 

where w(n + 1) is the new vector of filter coefficients, w(n) is the old vector, 

l u(n) } 
u(n) = u(n 1) 

u(n - Nw + 1) 

Nw-l 

u(n) = L p(m)d(n - m) 
m=O 

and p(m) 1s the mth filter coefficient of the FIR filter representation of the plant 
frequency response function P(cv). 

The equations for determmmg the optimum feedforward control filter with 
causality constraints using the direct-estrmation approach can be similarly em
ployed by simply mterchanging the disturbance d for the reference r. In this 
case what are affected are the autospectra and cross-spectra in the equations. 
Modifying Eqs. (18.30) and (18.31), we obtarn for a control filter with N taps 

where the coefficients rn the matrix equation become 

Ap =Re{.l~ PSdde-;pwb.tdw} 

Re {.l~ {I P21 + ci}Sdde-j(p-m)wM dw} 

(18.58) 

(18.59) 

where p, m 0. I .. - _ N - l, Sdd is the autospectrum of the disturbance, and a 2 

IS the control effort weighting factor. 
For MIMO systems the equations of Section 18.4 under Extension to Mil\1O 

Systems can be similarly adjusted for the design of a MIMO controller in the 
Youla feedback architecture. 

The transformation ofEq. (18.54), a feedback system, mto Eq. (18.55), a feed
forward system, only occurs if P = P Consequently, one would expect that 
the digital representation of the plant transfer function would have to be fairly 
accurate. If 1t is not, the term 

{1 + (P(w) P(w))W(w)}- 1 (18.60) 
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may mdeed lead to mstability if the error rn the plant model 1s large enough. 
If we substitute E(0) for the difference between the true plant and the digital 
representation, Eq. (18.60) becomes 

(18.61) 

A sunple criterion to ensure that the feedback system remains stable is to require 
for all frequencies where the controller is functioning that 

IE(cu)W(0)I < 1 

where I I means the absolute value. Furthermore, it can be 
IE(cu)W(cu)I = IE(w)IIW(w)I. Consequently, we can write a 
the maximum allowable error m the plant model: 

IE(cu)I = IP(w) - P(cu)I < _/3_ 
- IW(w)I 

(18.62) 

shown that 
criterion for 

(18.63) 

where the criterion applies to all frequencies wp.ere the control system is function
ing and /3 provides some stability margin. For example, if f3 0.1, (18.63) 
will provide, at least, 20 dB of stability margin. This is a very simple critenon 
requiring that we know only the ampiitude of the control filter as a function of 
frequency. No phase information is requir,ed. However, it is also very conserva
tive, and systems that violate it may not necessarily be unstable. A more precise 
method for determining stability 1s to employ the Nyquist criterion, which we 
will discuss m the next section. Note that a similar criterion can be fashioned for 
MIMq systems based on the maximum smgular values of the matrices [E(w)] 
and [P(cu)]. The mterested reader is referred to references 80 and 81. 

Alternate Suboptimum Control Filter Estimation 

Compensator-Regulator Architecture. The compensator-regulator approach 
to feedback controller design results m a suboptimal system but provides useful 
insights into functions performed by the controller by breaking the control filter up 
into a cascade of two filters, as illustrated in 18.55. The compensat10n filter 
is designed to approximate the ·plant inverse and compensate for its amplitude 
and phase over a range of frequency, which we will refer to as the compensat10n 
band. Consequently, if the compensat10n filter 1s given by 

(18.64) 

then we conclude from Eq. that the closed-loop residual response e(w) 
is related to the disturbance d(w) by 

1 

1 + H(cv) 
(18.65) I 

_I 
·11 
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FIGURE 18.55 Compensator-regulator controller architecture. 

where H(w) 1s the regulation filter. As this equation shows, to provide reduction 
m the residual, IH(w)I » 1. When IH(w)I » 1, 

and when IH(w)I « 1, 

e 1 
d = H(w) « 1 

e 

d 
1 

As a result, the design of the regulation filter involves making its magnitude or 
loop gain large at those frequencies where control is desired (the regulation band) 
and small where control 1s not destred. As we shall see in the next section, the 
trick is to reduce the magrutude and phase of H(w) in such a way as to maintain 
stability and avoid excessive noise amplifica,!lon outside of the regulation band. 

Regulation Filter Design. The range of frequency over which IH(w)I » 1 is 
referred to as the regulation band. To ensure stability as the magnitude of H(w) 
is reduced outside of the regulation band, the of H(w) should not exceed 
180° until the magrutude 1s less than 1. This requirement is a consequence of the 
Nyquist stability cnterion. 

To employ the Nyqmst critenon, one must plot in the phase plane the loop 
gain. or the change m amplitude and phase as a signal propagates around the 
feedback loop. In (18.65) H(w) 1s the loop gam. In the phase plane, the 
real part of the loop is plotted on the horizontal axis and the rmaginary 
part 1s plotted on the vertical axis such that as the frequency changes, a curve 
1s traced out m two dimensions, as illustrated in Fig. 18.56. In the phase plane, 
the raoius from the origm to a pomt on the curve represents the magnitude of 
the loop at a particular frequency, and the angle the radius makes with 
the positive horizontal axis is the phase angle. This is shown in Fig. 18.56 for 
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FIGURE 18.56 Stability and noise amplification reqrurement m the phase plane. 

the case where the loop gain is H((J))~~.We will not present any proof here of 
the Nyquist critenon but will simply illusfrate its application. For the interested 
reader, detailed discussions of the Nyquist criterion can be found m a number of 
texts on control theory.56•82 

To. apply the Nyqmst criterion, one simply plots H(uJ) on the phase plane as 
the frequency w varies from -oo to oo and counts the number of times that -1 
is encircled. That number 1s equal for most cases of mterest to the number of 
unstable poles of {1 + H(w)}-1

. Figure 18.56 shows a Nyquist plot of a not10nal 
H(w) m the phase plane. The amplitude and phase of H(w) at a particular 
frequency are shown in the figure when the phase 1s less than 180° but the 
amplitude is greater than 1. As the frequency iucreases and the phase of H(w) 
approaches 180° in the figure, the amplitude decreases to less than 1, satisfying 
the criterion. As the figure shows, this ensures that that the curve of H(w) will 
not encircle -1 and that the system 1s stable. 

In the figure, when the phase of H(w) is 180°, the amplitude is ~0.2, which 
gives a modest gam margin of ~14 dB. This means that the amplitude of H(w) 
would have to be 14 dB higher before the feedback control system would go 
unstable. Similarly, when the amplitude of H(w) 1s unity, the phase 1s approxi
mately 120°, giving a phase margin of 60°, meaning that the phase would have 
to mcrease by approximately 60° before the system would go unstable. 

To ensure that there will be no noise amplification as the magnitude of H(w) 
is reduced outside of the regulation band, the curve traced out by H(w) m the 
phase plane should not enter a circle of unit radius centered on -1. This last 
requirement is also illustrated m Fig. 18.56. There, the traJectory of H(w) 1s seen 
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FIGURE 18.57 Nichols plot showing noise amplification m a feedback system as a 
function of the amplitude and phase of the loop gain. 

entering the umt circle, indicatmg that some degree of noise amplification will 
occur. 

While the loop gain plot in the phase plane can be used to estimate th~ noise 
amplification, the so-called Nichols plot provides that informat10n more d1rectly. 
Figure 18.57 shows a Nichols plot. In the figure, the phase of the loop gam 1s 

plotted on the vertical axis and the amplitude 1s plotted on the honzontal axis. The 
dashed curve in the figure is the loop gam of a second-order filter.* The contour 
lines in the plot show the n01se amplification. Vvnenever the dashed c~e crosses 
one of the contour lines, the feedback system with that loop will have the 
noise amplification in decibels indicated by the number on the contour line .. For 
example. Fig. 18.57 shows that the second-order filter with the loop given 
by the dashed curve will never have a noise amplification greater than 0 dB. In 
fact, a simple examination of the Nyquist and Nichols plots will show that any 

*The form of the filter is given by 

where w 1s the frequency and the other terms are constants. 
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filter whose phase is bounded by ±90°, as the second-order filter is, will always 
be stable with O dB noise amplification when placed in a feedback loop. 

All of the above discussion assumes that P(w) has been measured accurately 
and that a good causal representation of P(w)-1 exists. If, however, the causal 
representation of P(w)-1 is imperfect, then the loop gamin the controller will 
not be just H ( uJ) but will be P ( w) G (ill) H ( w). The same crttena for stability 
and noise amplification apply to this modified loop gain. The consequence is 
that H(ill) may need to be designed with larger gain and/or phase margins to 
maintain stability, and this may result in decreased performance. In addition, the 
unperfectly compensated system may also have mcreased n01se amplification. 

Another consideration is the frequency band over which the compensation fil
ter, G ( w), must be a good representation of P ( w )- 1 In general, the compensation 
bandwidth must be much greater than the regulation bandwidth to ensure stability 
and to control n01se amplification. To determine the required compensation band
width, we first consider noise amplification. The basic approach is to compensate 
the plant until H(w) 1s small enough so that uncompensated variations in the 
plant, P(w), times the aliased compensation filter, G(w), will not lead to n01se 
amplification greater than that specified. If there are measurements of P (ill) up to 
frequencies well beyond even the compensation bandwidth, then it is possible to 
construct the Nyquist plot similar to that shown in Fig. 18.56 for P(ill)G(uJ)H(w) 
and determine the noise amplification for candidate compensation bandwidths m 
the same way as illustrated m the figure. Unfortunately, information on the plant 
1s rarely available over such a broad oandwidth, and one must design in robust
ness by utilizmg margins of safety. For example, let us assume that 2 dB of noise 
amplification 1s all that 1s allowed. For this to be true for any phase angle, the 
amplitude of the regulation filter must satisfy IH(w)j < 0.206 (-14 dB). If we 
have a margm of safety of, say, 6 dB to allow for uncompensated plant variations, 
we must compensate the plant until the regulation filter has declined to -20 dB. 
If we design the regulation filter to provide 10 dB of performance reduction m 
the residual, then H(uJ) must have an amplitude of at least 10 dBm the regula
tion band. Consequently, we will need to compensate the plant out to frequencies 
beyond the regulation frequency until the amplitude of H(ill) has decreased by 
30 dB from its rnaxmmm. Since we must not allow H ( w) to decrease too rapidly 
with mcreasmg frequency or instability will result, the resulting compensation 
bandwidth can easily exceed the regulation bandwidth by a factor of 10-100. 

To illustrate these concepts, we will carry out an example for narrow-band 
control and broadband control, in both cases assuming perfect compensation. For 
the narrow-band case we choose 

H(w) = K )ill/wo 
1 - (ill/wo)2 + )1J(ill/Wo) 

(18.66) 

where K and 17 are constant, w = 2rr f, and f is the frequency in hertz. 
Equation (18.66) is a narrow-band regulation filter with high gain near ill= wo. 
The frequency response is shown m Fig. 18.58 for 1J = 0.1 and K = 1. This 
filter will provide approximately 20 dB of loop gain at the center frequency and 
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FIGURE 18.58 Narrow-band regulation filter. 
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consequently we would expect about 20 dB reduct10n m the residual. In addition, 
as mentioned above, the phase of the filter is bounded by ±90° and consequently, 
when placed m the feedback loop, will be stable with 0 dB noise amplification. 

Figure 18.59 shows the reduction in the residual with this regulation filter in 
the feedback loop. The system frequency response looks like a notch filter with 
approximately 20 dB of noise reduction over a bandwidth of about 5% of the 
center frequency f0 . It shows no out-of-band n01se amplification, as expected. 

These estimates have assumed that the compensation for the plant 1s perfect 
and that G(w) = P(ill)-1 for all frequencies. In reality we need to define a realis
tic range over which the plant will be measured and the compensation filter will 
be designed to work. The compensation band should be extended out far enough 
m frequency such that the regulation filter gam is small enough to ensure that no 
matter what uncompensated plant phase 1s introduced, the n01se amplification will 
not exceed a design value (e.g., 2 dB). Earlier we determined that that cnterton 
would be satisfied if iH(ill)I < 0.206 (-14 dB). To allow for possible increases 
in loop gam as the compensation is gradually turned off, we introduce some 
margin by reducmg this value by an additional factor of 2 (6 dB). Consequently, 
the plant will be compensated until the regulation filter reduces its amplitude 
to -20 dB. From 18.58 we can see that the compensation bandwidth must 
extend from~ 0.lfo to~ 10f0 , or 2 decades. This is substantially broader than 
the control bandwidth. 
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FIGURE 18.59 Ratio of controlled to uncontrolled residual for the narrow-band regu-
lation filter. -~ - ;<) 

Note that the bandwidth and noise reduction m Fig. 18.59 can be adjusted 
by varying the parameters of the regulation filter. For example, increasing 17 
will increase the bandwidth but decrease the n01se reduction performance of the 
feedback system, essentially broademng the notch and decreasmg its depth m 
Fig. 18.59. Increasmg K will mcrease the noise reduction performance, essen
tially deepening the notch in the figure but requiring that we compensate the 
plant out to still higher frequency to control noise amplification. 

For broadband control we will use a second-order bandpass filter for the 
regulation filter given by 

H(w) = Kb { . J(W/(J)o) 1 
(jw/wo + a)(jw/wo + b) 

(18.67) 

where w0 is the center frequency of the filter. 
The frequency response of the filter with K = 3, a = 0.1, and b = 10 1s shown 

in Fig. 18.60. The phase of this filter (not shown) 1s also bounded by ±90° and 
hence the system would be expected to be stable with no noise amplification, 
provided the plant is properly compensated. The noise reduction performance of 
the feedback system employing this regulation filter is shown in Fig. 18.61. The 
figure shows about 10 dB or more of n01se reduction for 0.12fo < f < 8f0 . It 
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also shows that there is no out-of-band noise amplification above and below the 
regulation frequency band, as expected. 

The above calculations assume that the plant has been perfectly compensated. 
As for the narrow-band case, the compensation band should be extended out 
at least far enough in frequency such that the regulation filter gam is small 
enough to ensure that no matter what the phase, the noise amplification will 
not exceed 2 dB. Earlier we deterrmned that that criterion would be satisfied if 
I H (ill) I < 0.206 (-14 dB). Again, to allow for possible mcreases m loop gain as 
the compensation is gradually turned off, we introduce some margin by reducmg 
this value by a factor of 2 (6 dB). Consequently, the plant will be compensated 
until the regulation filter reduces its amplitude to -20 dB. From 18.60 we 
can deterrmne that the compensation band must extend out to 300 Jo, or almost 40 
times the highest frequency in the regulation frequency band. Since this is a fairly 
broad band over which to provide good compensation, 1t would be mteresting to 
examine what would happen if we used a higher order filter. Since the loop gain 
associated with a higher order regulation filter would decrease more rapidly with 
frequency, the compensat10n band should be narrower. For example, if we simply 
square the frequency response function of the second-order filter m Eq. (18.67), 
we would have a fourth-order filter given by 

H(w) (18.68) 

The frequency response function of this filter is shown 111 Fig. 18.62, which 
mdicates that this filter rolls off much more quickly than the second-order filter. 
The compensation band now extends out to ~ 50 Jo rather than 300 / 0. There 

however, a penalty for this higher rolloff. That penalty is illustrated in the 
Nyquist and Nichols plots of Fig. 18.63 and the nmse reduction performance 
plot of Fig. 18.64. The Nyqmst plot shows that the system 1s stable but that the 
curve formed by H (ill) enters the noise amplification region. The Nichols plot 
shows that the expected nmse amplificat1on should be about 2.5 dB, which is 
confirmed m 18.64. Finally the regulation frequency band over which the 
nmse reduction is 10 dB or more has been reduced slightly due to the more rapid 
rolloff of this higher order filter. The noise reduction performance and regulation 
bandwidth issues can be dealt with by changing the parameter values in the filter 
frequency response function ( with concomitant increases in the compensation 
bandwidth and nmse amplification). However, the noise amplification generated 
by this higher order filter occurs even with peifect compensation and ts the real 
reason the low-order filter is preferred. 

Compensation Filter. There are a number of approaches that can be applied to 
designing the compensation filter. Here we will examine the use of feedforward 
control filter design techniques, as discussed m Section 18.4, to design a control 
filter that will converge to the inverse of the plant. The notion for this approach is 
illustrated m the feedforward control architectllre of Fig. 18.65. There the plant, 
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FIGURE 18.62 Frequency response of the broadband fourth-order regulation filter. 

P(w), and the compensation filter, G(ill), are connected in senes and the distur
bance and the residual are the same function, that is, the transfer function B(w) m 
the simplified feedforward architecture of 18.31 is unity. With this arrange
ment, the control filter design algonthrn.s will attempt to make G(ill)P(w) = 1 
or G(w) ~ P(ill)-1 . Both the direct-estimation and filtered-x design tools can be 
applied to this problem and the mverses of both MIMO and SISO plants can be 
determined. 

Example. To illustrate this approach, we define the notional position-keeping 
system for the suspended mass shown in Fig. 18.66. The mass rrnght be machin
ery that is vibration isolated from the deck of a ship. For frequencies well above 
illo the suspension system under the mass will reduce the excitation of the deck 
due to machine vibrat10n from imbalance, for example. Our posit10n-keepmg 
system prevents the machinery from striking the deck when the ship encounters 
rough seas. In this system the relative displacement between the machme and 
the deck is measured and used as the mput to a controller. The controller in 
turn. generates a control force to mini1mze that relative deflection so that the 
machine and the deck do not come into contact. The control force could be gen
erated by an inertial shaker or an mterstructural shaker between the deck and the 
machine. 
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The plant for this system, which 1s the ratio of the relative deflection between 
deck and machine to actuator force 1s by 

(18.69) 
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FIGURE 18.67 Block diagram of the notional feedback position-keepmg system. 

where w0 1s the natural frequency of the mass on its suspension and 7/ is the 
loss factor for the system. The feedback control system block diagram for our 
notional position-keeping system 1s shown m Fig. 18.67. 

The parameter values that we wi11 use are 

f, - u>o 25 Hz 
0 

- 2n 71 = 0.1 

For this calculation we will not use any anti-aliasing or reconstruction filters but 
will rely on the plant itself to provide low-pass filtering. If we were to use any 
additional low-pass filtering, the frequency response of those filters would simply 
be included with the plant, smce the compensation filter will have to compensate 
for the amplitude and phase variations of those components as well. In a real sys
tem with more complex high-frequency response than our snnple notional system 
we would probably not be able to eliminate anti-aliasing and reconstruct10n fil
ters, but elirninatmg them here simplifies the example. Finally, we must account 

FEEDBACK CONTROL SYSTEMS 797 

for the half-sample delay introduced by the sample-and-hold DIA converters. We 
simply include that delay m the plant frequency response function. 

For a regulation filter we will use the second-order broadband filter of 
Eq. (18.67) with the followmg parameters: 

K =3 a 0 
wo 

fa=-=1 
2n: 

b= 10 

These parameters make the regulation filter have the low-pass characteristics 
illustrated in 18.68. The filter has a nommal loop gain of ~ 10 dB out to 
~10 Hz. 

Based on the results in Fig. 18.60, we know that the compensation band will 
need to extend out to about 40 times the high©st frequency in the regulation band 
or out to 400 Hz. Since we cannot expect to design a compensation filter that will 
be effective out to the Nyquist frequency (one-half the sampling rate), we 
will put in a of safety and use a sampling rate of 1000 Hz, which gives a 
Nyqmst frequency of 500 Hz. Usmg the direct-estimation filter design techruque 
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FIGURE 18.68 Amplitude and phase of the regulation filter. 
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of Secnon 18.4 for the system in Fig. 18.65, we obtain a 50 .. tap compensat10n 
filter G(w) that when muluplied by the plant transfer funcuon gives the result 
shown in Fig. 18.69. If the filter were a perfect compensator, the amplitude of 
G(w)P(w) would be umty and the phase would be zero. 

The figure shows that the amplitude 1s very close to unity almost all the way 
to the Nyquist frequency.* The phase, however, reaches almost 180° at 300 Hz, 
which mdicates that we should expect some noise amplification due to imperfect 
compensation. That expectation is confirmed in the Nichols plot of Fig. 18.70 
and the noise reduction performance plot of Fig. 18.71. which each slow a little 
over 2 dB of noise amplification. The Nyqmst plot also m 18.70 shows that 
the system 1s stable. The n01se reduction performance in Fig. 18.71 shows that 
l 0 dB of noise reduction has been achieved up to more than 10 Hz. 
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FIGURE 18.69 Amplitude and phase of the product of the compensation filter and the 
plant transfer function (G(w)P(w)} as a function of frequency. 

*Note that m computing the compensation filter usmg the direct-est11nation approach It IS sometimes 
necessary to mtroduce a small delay m the block diagram of Pig. 18.65 to deal with uncompensatable 
delays m the plant. Instead of setting B(w) = 1, we set 1t to B(w) = e-Jtnl.T, where T 1s the sample 
penod and ,., a constant representing the length of the delay in sample penods. While mtroducmg 
some phase error in the compensator, this approach often results in a better plant compensator than 
if no delay were mtroduced. For the case examined here best results were obtained with )" ~ 1.5. 
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FIGURE 18.70 Nichols and Nyqurnt plots for the feedback control system of Fig. 18.67. 

This example points out how feedback control systems can make severe 
demands on hardware, typically much more severe than feedforward systems. 
To achieve 10 dB of noise reduction out to 10 Hz required in this case a sam .. 
pling rate of 1 kHz, 100 times hlgher than the regulation bandwidth. Such a huge 
factor between regulation bandwidth and compensation bandwidth is not uncom
mon and is one of the reasons why feedforward :-rystems are often favored over 
feedback. 
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FIGURE 18.71 Ratio of controlled to uncontrolled residual for the feedback control 
system of Fig. 18.67. 

18.6 CONTROL SYSTEM DESIGN CONSIDERATIONS 

In this section, we discuss the process and steps involved m designing and imple
menting a successful ANVC system. This process is illustrated in the flow chart 
of Fig. 18.72 As shown, the first step is to establish design goals and requrre
ments, which include performance goals and objectives. These goals, together 
with experimental data or structmal-acoustic models, are used to conduct simu
lat10ns to predict achievable system performance. These performance srmulations 
typically involve trade-off studies of system performance as a function of actu
ator output levels, sensor dynamic ranges and noise floors, control algonthms, 
architecture, and controller parameters (e.g., sample rate, analog filter character
istics, digital filter sizes, computational load, and memory requrrements). These 
simulat10ns ultimately guide decisions concerning hardware selection, such as 
analog filtenng, AID and DIA converters, and digital-controller hardware. The 
output of this simulation step is a set of design specifications for the sensor and 
actuator subsystems as well as for the controller (i.e .. control algonthm and archi
tecture). Prelimmary and detailed designs are then performed to produce sets of 
component specifications for each subsystem as well as mterface control docu
mentat10n between each subsystem and with the system to be controlled. At this 
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FIGURE 18.72 Flow chart for ANVC system development and implementatlon. 

point, the subsystems are acquired if they are commercially available and fabri
cated if not. Each is then tested to ensure that both hardware and software meet 
specifications. The components are then mtegrated with the system to be con
trolled. Typically, a senes of tests 1s conducted to validate system performance. 
If successful, more extensive m-serv1ce testmg is usually performed to determme 
long-term performance and reliability before the prototype system is transformed 
into a commercial product or deployable system. That transformation, which can 
be an extensive and costly process, is not discussed here. 

In the sections that follow, we discuss the major steps in this development 
process, including identification of performance goals, specification of actuator 
and sensor requrrements, and select10n of control architecture. Also discussed 
in what follows are the benefits of conducting both non causal and causal per
formance simulations; practical considerations concerning hardware selection of 
analog filters, DIA and AID converters, and digital signal processors; and an 
overview of issues related to control system user interface, operating modes of 
the system, and system testing gmdelines. 

Identifying Performance Goals 

Identifymg performance goals 1s an important, yet often overlooked, first step 
in developing an ANVC system. Performance goals state what effect the control 
system should have on a particular physical quantity as a function of frequency. A 
schematic that 1s useful for discussing performance goals is shown in Fig. 18.73. 
This shows two conceptual curves as a function of frequency. The solid 
curve is representative of the uncontrolled response (e.g., mean-square vibration 
level on a particular component). The dashed curve 1s the desired mean-square 
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FIGURE 18.73 Schematic of performance goal specificat10n, uncontrolled response 
(solid line), controlled response (dashed line). 

response as a result of rmplementing an ANVC system. This desired response 
may be reqmred to meet product specifications or may be related to meeting , 
certain radiated noise specifications. In either case, the difference between these 
two curves identifies the reductions, as a function of frequency, that are required. 
As an example, the performance goalsroPthe case illustrated in Fig. 18.73 might 
mclude the following: 

• Reduce tonal components m mean-square vibration response by at least 
15 dB. 

• Maintain tonal performance in the presence of slewmg tonals (e.g., where 
the tonal frequency changes over time at a rate of less than 3 Hz/s). 

• Reduce broadband mean-square response in the control band (i.e., between 
frequencies Ji and h) by 0-5 dB. 

• Maintain performance in the presence of changes in the dynamics of the 
system (i.e., plant) that will occur over time. 

• Limit out-of-band nmse amplification to less than 2 dB at any frequencies 
outside the control band. 

Identifymg performance goals is llllportant for several reasons. First, the expec
tations for the ANVC system are clearly stated and can be evaluated versus 
practically acluevable ANVC performance. For example, typical ANVC sys
tems can provide 15-20 dB of tonal reductions, depending on the slew rate 
of the tonals. Further, broadband performance in excess of 10 dB is typically 
associated with some level of out-of-band amplification. Second, these specifi
cations will directly impact implementation aspects of the ANVC system. With 
regard to the above example, we can make the followmg mitial observations. 
The broadband performance requirement will reqmre a feedback 11nplementat10n 
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or a feedforward rmplementation with reference sensors that are well correlated 
with the mean-square response to be controlled. The need to provide additional 
reductions at slewing tonal frequencies will reqmre control filters that adapt rel
atively quickly m response to changing tonal frequency. In addition, since the 
plant transfer functions are expected to change over time, the control system will 
need to support concurrent system identification and adaptation to track relatively 
slower changes in the system dynamics. Finally, the constraint on noise amplifi
cation will impact the bandwidth of a feedback implementation (as discussed m 
Section 18.5) and probe signal design (as discussed in Section 18.4 under Svstem 
Identification). • 

In general, the performance goals will have a direct impact on all aspects of 
the ANVC system design sensors, actuators, and controller). In the next 
sections, we discuss how the performance goals impact each of these subsystems. 
In particular, we discuss procedures to answer the followmg questions: 

• What number of actuator channels is reqmred? 
• Where should the actuators typically be located? 
• What are the output dnve reqmrements (force, volume velocity, etc.) for 

the actuators? 
• What is the number of sensor channels reqmred? 
• Where should sensors typically be located? 
• What control algonthm/architecture can be used to design control filters that 

will maxmlize achievable system performance? 
• Is It likely that the program goals can be met (at least throughout the fre

quency range of the available models) with a reasonable number of actuator 
and sensor channels and with a causal controller? 

These quesnons will be addressed within the context of the technical approach 
illustrated m the flow diagram of Fig. 18.74. As shown along the left side, the 
approach involves three sequential studies: 

• Controllability: where to place the actuators. 
• Observability: where to place the sensors. 
• Realizability: how to design causal control filters. 

Number, Location, and Sizing of Actuators 

Actuator and sensor placement studies require either a model of the system to be 
controlled (e.g., finite-element model (FEM), lumped-parameter model] or access 
to experimental data from the system itself. The first questions to be addressed 
are where actuators should be located, how many are necessary as a function of 
achievable performance, and what size of actuator 1s needed (shaker maximum 
force output, speaker maximum volume velocity, etc.) to effectively drive the 
system and provide control. 
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FIGURE 18.74 Flow diagram for ANVC strategy selection. 

Number of Actuators. The ques1:Ion of how many actuator channels are 
required can be roughly estimated from expenmental data or model results of the 
response to be controlled. For example, suppose that the response to be controlled 
1s the mean-square vibration response on a component that 1s characterized by 
L point response measurements. The nurumum number of actuator channels 1s 
equal to the number of independent ways the system 1s responding at the L 
measurement locations (referred to as response dimensionality) on a frequency
by-frequency basis. The response dimens10nality can be estimated by computing 
the smgular-valued decomposition (SVD) of the cross-spectral density (CSD) 
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matnx of the L responses. We can express thls CSD matnx as 

(18.70) 

where [Sdd] = cross-spectral density matnx of disturbance 
[Tl = transfer function matrix from source(s) to L response locat:Ions 

[·]H COil]Ugate transpose of matnx 

Note that [See] can be evaluated directly by measuring the CSD matrix of a 
number of sensors at candidate locations. As an alternate approach analyt1-
cal/numerical models of the system to be controlled can be used to estimate 

.. [T] along with approximations to [Sdd]* m Eq. (18.70) to es1:Imate [SeeJ. 
The SVD of a matrix [A] is defined as 

(18.71) 

where [U Al and [V Al are urutary matrices contammg the left and right singular 
vectors of [A] and P,A] is a diagonal matrix contaming the singular values for [A] 
ranked from largest to smallest.60 A typical plot of the singular values of [See] 
(i.e., diagonal elements of [leD at a particular frequency will reveal several large 
(i.e., significant) singular values followed by a transition to a region containing 
smaller (i.e., less significant) singular values. An example of thls type of plot, 
where the singular values are normalized by the largest, 1s shown in Fig. 18.75. 
These types of plots can be conveniently generated usmg the svd function in 
MATLAB. 

The number of large singular values of [Seel at a given frequency indicates 
the number of significant and independent ways in which the disturbances on the 
system express themselves at the L measurement locat10ns. At any frequency, 
the number of significant smgular values is equal to the mirumum of 

• the number of rndependent disturbances acting on the structure ( termed 
source dimensionality), 

• the number of structural degrees of freedom (i.e., modes), 
• the number of measurement responses (ie, sensors), and 
• degrees of freedom of spectral estimates (i.e .. number of ensemble averages 

m estimating the CSD matnx from experimental data). 

As such, care must be taken to ensure that the estimated response dimensionality 
1s not limited by usmg too few sensors, by insufficient averagrng if [See] 1s mea
sured, or by too few sources and sensors if analytical models are used to estimate 
[See]. We note that controlling the response characterized by the L measurement 

*For analytical/numencal simulations, where the CSD of the disturbances may be unknown, it is 
often sufficient to assume a large number of candidate disturbance locations anct use a disturbance 
CSD matrix m Eq. (18.70) equal to the identity matrix at all frequencies of interest. This corresponds 
to the case where the sources are stat1st1cally independent with umt vanance at each frequency. 
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FIGURE 18.75 Typical decay of singular values of a sensor CSD matrix. normalized 
by the largest singular value. 

locations will require at least as many actuator channels* as significant singular 
values of [Seel- Thus, this approach establishes a lower bound on the number of 
required actuator channels. 

Finally, we make two remarks concerning the use of SYD spectra to deter
mine lower bounds on the number of actuator channels. First, since the number 
of significant smgular values will typicalby increase as a function of frequency 
(because the number of modes supported by the system rncreases with frequency), 
the number of required actuator channels is often dictated by the smgular-value 
spectra at high frequency. Second. the transition reg10n in Fig. 18.75 may be 
gradual rather than showmg a distinct "knee." For those cases, a useful "rule of 
thumb" is that the number of significant singular values at a given frequency is 
equal to the number of singular values whose magmtude is withm, say, 30 dB 
of the largest singular value. 

Actuator Locations. The select10n of specific actuator locations 1s typically 
the result of an opturuzation procedure to select the best K locations from a set 
of M possible locations (M > K). This procedure requires the response CSD 
discussed above as well as the L x M transfer function matrix [P] between the 
M possible actuator locations and the L sensor responses. An exhaustive search 
over all combinations to determine the optimal set of K actuator locations would 

M! 
require a search of [K!(M _ K)!] possibilities. This can be a daunting task for 

even modest values of K and M. When this is the case, it 1s often useful to 
invoke suboptimal techniques to choose a "good" set'·of actuators. 

One suboptimal approach that has been used successfully is based on 
Gram-Schmidt orthogonalization.60 Given M candidate actuator locations, 

*The term actuator channels 1s not necessarily the same as the number of actuators. For mstance, a 
group of 10 acmators dnven coherently requires only a smgle output channel from a controller. 
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choose the one that maximizes reductions m the trace of [Seel. In this context, 
the best candidate is the column of [P] that 1s "most parallel" to the L sensor 
responses caused by the disturbances, integrated across frequency. Once an 
actuator (i.e., column of [PD is chosen, components of [See] and remaming 
columns of [P] in the direction of the chosen column of [P] are removed. The 
process is repeated K times, where the value of K is estimated from SYD spectra 
of [Seel Variants of this procedure are discussed by LePage et al.42 and Heck 
et al. 83 An interestmg comparison of alternative procedures for selecting source 
locations based on using genet1c algorithnis and simulated annealing 1s discussed 
by Elliott.58 

Regardless of the selection procedure, the mean-square response of the L 
sensors can be estimated assuming all actuators chosen so far can be used m an 
optimal, unconstrained sense. That is, we assume a controller can be developed to 
produce the reqmred magnitude and phase spectra to drive each output channel. 
At each frequency, the L vector of residual responses 8 can be expressed m terms 
of the L vector of uncontrolled responses e and the k vector of actuator drive 
signals a (fork :::= K) acting though the L x k plant transfer funct10n matrix [P]: 

e = [T]d + [P]a e + [P]a (18.72) 

The optimal solut10n for a to reduce the residual mean-square response tr{[S •• ]} 
at each frequency 1s 

(18.73) 

where # signifies the pseudoinverse, which can be convemently computed using 
the pmv function in MATLAB or by the expression defined in Sect10n 18.4 under 
Extension to MIMO Systems. 

As a consequence. the optimal n01se reduction (NR, in decibels) of the mean
square response using the selected actuators 1s 

where 

NR = -10 1 (tr{[S,,"]}) 
og!O tr{[SeeH 

[See]= E{eeH} [T][Sdd][T]8 

[S.,.] = [I - pp#][See][I - pp#]H 

(18.74) 

(18.75) 

In Eq. (18.75), [Seel 1s the CSD matnx of the uncontrolled responses at the L 
residual sensor locations. This can be estimated from experimental data (i.e., 
E{ee8 }) or can be computed using transfer funct10ns from source-to-residual 
locations, [T], based on analytical models (i.e., lumped-parameter or FEM), and 
an assumed CSD matrix of the sources, [Sdd ], for example, the unit matrix as 
described above. 
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Equation (18.74) can be plotted frequency by frequency (or mtegrated across 
the frequency bandwidth of concern) to detenmne an upper bound on system 
performance, parametenzed by the number of assumed actuators, as shown in 
Fig. 18.76. These performance predictions represent upper bounds because at 
this point we have not placed any causality constraints on the control filter, and 
we have not identified what sensor signals will be used as mputs to the controller. 
As such, these predictions are referred to as noncausal predictions, corresponding 
to those identified in Fig. (18.74) pertaining to controllability. Since Eq. (18.74) 
represents an upper bound on achievable perlormance as a function of frequency 
for the selected actuator set, 1t provides a first-order assessment as to whether 
the identified perlormance goals are achievable. 

Actuator Sizing. A cntical issue m the design of an active control system is 
the sizmg of the actuators. Actuators with too little drive capacity will result m 
an underperlorming control system, while actuators with too much capacity may 
impose excessive weight or cost penalties. A rough gmde 1s that the actuators 
must be able to create response levels at the residual sensors that are comparable 
to the levels observed there due to the disturbance. A more precise est1mate of 
the requrred drive levels from the actuators can be determmed from the diagonal 
elements of [Saa]=[P]#[SeeJ[p#]H, which correspond to the power spectra of the 
required dnve signals to each actuator. For this calculation [Seel should be based 
on measurements unless good analytical models of the disturbances and their 
CSD matrix, [Sdd], are available. The square root of the integrated mean-square 
levels of each diagonal term across frequency provides an estlmate of the rms 
levels for each drive signal. Peak drive requirements can be estimated from these 
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FIGURE 18.76 Example of noncausal performance versus number of actuator channels. 
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rms levels by, applying an appropnate crest factor (i.e., ratio of the peak value 
of a waveform to its rms value). For pure-tone cases, the crest factor 1s 1.41; for 
broadband noise, the crest factor will depend on the statistics of the disturbance. 
A useful approX1IDation to the crest factor for random noise 1s 4. 

Note that if the plant [P] used in the equations above relates actuator output 
(force, volume velocity, etc.) to the residual channel responses, then the diagonal 
elements of [Saa] ( and the associated nns and peak levels) correspond to the 
actual actuator drive level (e.g., pounds, cubic feet per minute) that must be 
delivered to the structure by the actuators to produce the predicted perlormance. 
As such, these predictions provide imtial actuator sizing information. 

Number and Location of Sensors 

The goals and reqmrements for selecting residual and reference channels are 
summanzed below. 

Residual Sensor Channel Selections for Feedforward and Feedback 
Strategies. The goal is to determine a rrnnimal set of measurable responses 
that are 

• well correlated with the radiated noise or vibration response to be controlled, 
• nominally colocated with actuators for feedback control, and 
• consistent with satisfyrng "obv10us" causal constramts*· at or "downstream" 

of actuators for feedforward control strategy. 

Reference Sensor Channel Selection (for Only Feedforward 
Strategy). The goal is to determine a mirumal set of measurable responses 
that are 

• well correlated with the disturbance sources, 
• well correlated with candidate residual channels, 
• consistent with satisfying obvious causal constramts: w1th sufficient "lead 

time" to implement an effective causal controller (i.e., located sufficiently 
"upstream" of the actuators). 

Approaches for determmmg sensor channels that meet these goals and require
ments are presented below. 

Number of Sensors. If the number of residual sensors 1s equal to the number 
of control actuators, 1t 1s theoretically possible to achieve infimte n01se reduc
tion m a feedforward system.. Of course, very large noise reduction at residual 

*By obvious causal constraints, we rule out consideration of residual sensors that are closer to the 
sources than the selected actuator locations (i.e., upstream of the actuator locations). Similarly, we 
rule out consideration of reference sensor locations that are downstream of (farther away from the 
sources than) the actuator locations. 
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sensors does not necessarily mean that the system will also provide good noise 
reduction globally. Alternatively, if the number of control actuators exceeds the 
number of residual sensors, the system 1s overdeternuned and the control effort 
may be excessive with some actuators competing agamst others unless control 
effort weighting 1s carefully included m the control filter design algonthm. Most 
practical systems have more residual sensors than control actuators so that the 
noise reduction is less concentrated at the residual sensor locations, resulting m 
more uniform global control. 

The '8election of residual and reference sensors. (when reqmred or available) 
can be determmed following similar procedures to those outlined for actuator 
selection. As before, it is advisable to perform SVD analyses of candidate resid
ual and reference CSD matrices to determme the mmimum number of channels 
necessary to charactenze the response caused by the disturbances at those loca
tions. Since response dimensionality will never mcrease as measurement locations 
move away from the sources, ,1t is common that the response dimensionality at 
the reference sensor locations will exceed that at the residual sensor locations. We 
note, however, that the number of sensors necessary to charactenze the response 
dimensionality may exceed the number of sensor channels determined by the 
dimensionality studies, as, for example, when arrays of sensors are processed to 
charactenze modal responses of a system. 

If the response to be controlled is already known, the choice of residual sensing 
may be relatively straightforward. For example, if the mean-square response of a 
plate structure on a machine is to be recM:ed, it may be sufficient to instrument 
that plate with L point sensors, where L exceeds the response dimensionality of 
the plate (e.g., number of significant modes). Subsets of these L sensors can also 
be considered to determme the sets that when rnirumized in an optimal sense will 
produce the largest mean-square reductions of the full set of L sensors. 
either exhaustive or suboptimal search techmques can be used. 

For cases where reducmg radiated noise is the mam objective, it may not 
be possible to use residual sensor inputs to the controller that directly measure 
the noise field. Instead, for these cases, residual sensors must be located on 
the machme or device to be controlled. Selection of these on-board sensors is 
typically the result of usmg detailed radiation models to detennine which on
board sensor responses are highly correlated with the radiated nmse. If models 
or experimental data that include radiated noise information are available for this 
purpose, then candidate residual sensors can be selected using the exhaustive or 
suboptimal search techniques discussed above. 

Residual Sensor Evaluation. As was done when considering actuator selec
tion, the resulting sets of residual sensors obtamed at each step can be evaluated 
to assess the maximum achievable performance as a function of the number of 
residual channels. In particular, reductions in the mean-square response of the 
selected residual channels can. be determmed using Eq. (18.74), where the opti
mal drive vector a m Eq. (18.73) is chosen to mininuze only the candidate set 
of residual channels. These dnves are then used in (18.72) to estimate the 
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reductions m mean-square performance across a larger and more complete set of 
residual channels, or the radiated noise response. Again," these predictions rep
resent upper bounds on achievable noncausal performance assuming fixed sets 
of actuators and residual sensors. That is, we again assume that a controller can 
be developed to produce the spectral magmtudes and phases that are necessary 
to drive each output channel to reduce the mean-square residual response in an 
optimal sense. 

Alternatively, residual sensors can be selected simultaneously with unplement
ing the procedure for estimating performance. A similar approach can be used to 

select reference sensors for .a feedforward system. Details of this approach are 
discussed below with respect to evaluatmg reference and residual sensors for the 
case where residual sensors cannot directly measure radiated n01se. 

Assuming statistical quantities, we define the followmg frequency domam 
relationships between the vectors of radiated pressures ( or some other desired 
residual wluch cannot be measured directly by the control system) p, residual 
channels e, and reference channels r and the vector of disturbances d, 

p =[Q]d e =[T]d r =[R]d (18.76) 

where [Q], [T], and [R] are the transfer function matrices relating the disturbances 
to the radiated pressure, residual channels, and reference channels, respectively. 
For purposes of the discussion below, we assume that either the transfer functions 
[Q], [T], and [R] are available from analytical models (e.g., lumped-parameter 
or FEM) or the response vectors p, e, and r are available from experimental data. 

The radiated pressure can be related to the residual channels as 

(18.77) 

where n represents the radiated pressure response that 1s uncorrelated with (or 
unobserved by) the residual channels. Assuming that e and n are independent 
statistical responses, we can obtain an expression for [Be] in terms of the CSD 
matrix of the uncontrolled residual [Seel and the CSD matnx between the pressure 
and residual channels [Sep]: 

(18.78) 

As discussed earlier with to Eq. (18.75), [Seel is the CSD matrix of the 
uncontrolled responses at the L residual sensor locations and can be estimated 
from expenmental data (i.e., E{eeH}) or can be computed by usmg transfer 
functions from source-to-residual locations, [l'J, based on analytical models (i.e., 
lumped-parameter or FEM), and an assumed CSD matrix of the sources, [Sdd]. 
Similarly, [Sep] is the CSD matnx of the uncontrolled responses of the pressure 
and residual sensors. It can be estimated from expenmental data (i.e., E{peH}) or 



Idaho Power/1206 
Ellenbogen/422

812 ACTIVE CONTROL OF NOISE AND VIBRATION 

be computed from analytical models for (T] and [Q] together with an assumed 
CSD matrix of the sources, [Sdd]: 

(18.79) 

We can now wnte an expression for the maxnnum noise reduction, at each fre
quency, that can be achieved by eliminatmg the response in the radiated pressure 
that is correlated with the chosen set of residual channels: 

(18.80) 

where 
(18.81) 

Note that if there is no correlatJ.on between the residual sensors and radiated 
pressure, then NRp will equal O dB. If the output is entirely due to the input 
(i.e., the residual sensors are perfectly correlated with the radiated pressure, then 
NRv will be mfinite (i.e., -oo decibels). 

The evaluation of Eq. (18.80) requires either measured data or analyti
cal/numencal models of the system to • be controlled. If simultaneous measure
ments of the residual sensors, e, and tlie desired residual, p, are available, then 
the data can be processed to generate the cross-spectra density matrices [Sep], 
[See], and [Spp]. Equation (18.78) can then be used to· determme [H.], which can 
then be substituted along with [S •• ] and [Spp] into Eq. (18.80). If, on the other 
hand, analytical/numerical models are available, they can be used to estimate the 
transfer function matrices [Q] and [T]. If the CSD of the disturbance [Sdd] is 
then taken to be the umt matnx as described earlier, then [Sep], [See], and [Spp] 
can be easily estimated from the equations given above, allowing the evaluation 
of Eq. (18.80) as if measured data were available. 

Reference Sensor Evaluation. In a similar fashion, the procedure outlined 
above can be used to select reference sensors that are highly correlated with the 
residual and/or radiated pressure. The residual channels can be related to the 
reference channels as 

e = [Hr]r+m (18.82) 

where m represents the response in the residual channels that is uncorrelated 
with (or unobserved by) the reference channels. Following the procedure out
lined above, the maximum reduction in the mean-square response of the residual 
channels, e, assuming a set of reference sensors r is given by 

(18.83) 
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where 

(18.84) 

and 

(18.85) 

The expression given in Eq. (18.83) represents the maximum reduction, at each 
frequency, that can be achieved by eliminating the response in the residual chan
nels that is correlated with the chosen reference channels. If there is no correlation 
between the residual sensors and radiated pressure, then NRe will equal 0 dB. 
If the output is entire!~ due to the input (i.e., the residual sensors are perfectly 
correlated with the radiated pressure, then NRe will be mfinite. 

As with the residual sensors the evaluation of (18.83) requires either 
measured data or analytical/numerical models of the system to be controlled. 
If simultaneous measurements of the residual sensors, e, and the reference sen
sors, r, are available, then the data can be processed to generate the cross-spectra 
density matrices [Serl, [See], and [Srrl Equation (18.85) can then be used to 
deterrnme [Hr], which can then be substituted along with [See] and [Srr] into 
Eq. (18.83). If, on the other hand, analytical/numerical models are available, 
they can be used to estimate the transfer function matrices [R] and [T]. If the 
CSD of the disturbance [Sdd] is then taken to be the unit matrix as described 
earlier. then [Ser], [See], and [Srrl can be easily estimated from the equations 
given above, allowing the evaluation of Eq. (18.83) as if measured data were 
available. 

Sensor Selection and Noncausa/ Performance. Ch01ces for candidate 
residual and reference sensors are typically guided by an understanding of the 
physics of energy propagation for the system to be controlled as well as guidance 
on the required number of channels required based on SVD analyses. Assum-

candidate actuator, reference, and residual locations have been identified 
using the procedures discussed above, an upper bound on achievable perfor
mance for this set of transducers can be obtained by estimating the noncausal 
performance. These predictions correspond to those identified in Fig. 18.74 under 
the observability phase. For a feedforward system, this means that we assume the 
controller can implement whatever filter is necessary to relate the reference sen
sor responses to the required actuator dnve signals to nurnnuze the mean-square 
residual response. For this case, the uncontrolled and controlled mean-square 
residual responses are given by 

(18.86) 

and 
(18.87) 
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where [See] and [SrrJ are defined m Eq. (18.84), [HrJ is defined m Eq. (18.85), 
and the noise reduction is given by 

NR = 10 lo (tr([Su])) 
glO tr([SeeD 

(18.88) 

As described in the above discussion for the residual and reference sensors, 
Eq. (18.88) can be evaluated using either measured data or analytical/numencal 
models. The one difference here is that measurements or analytical/numencal 
predictions of the plant transfer function matrix [P] are also requrred. 

On a final note, we remark that while the required numbers of reference and 
residual channels are typically detennined by the system response at the highest 
frequency of interest, they may be more than is necessary at lower frequencies. 
As a consequence, the CSD matrices of the reference and residual sensors (and 
the plant matrix) may be ill-conditioned (i.e., noninvertible) at low frequencies, 
which may impact the matrix inverses m Eqs. (18.78), (18.85), and (18.87). For 
these situations, it may be necessary to add small values to the diagonal elements 
of these matrices before computing the inverse. This procedure 1s referred to as 
"regularization." The values added are ideally a funct10n of frequency and will 
have a larger mfluence at low frequencies (where the matrices are ill-conditioned) 
than at high (where the matrices are not ill-conditioned). One procedure that 
satisfies this requirement (and has been used successfully m many ANVC appli
cations) 1s to add a scalar times the maximum smgular value of the matrix to 
each diagonal element of the matnx on a frequency-by-frequency basis. 

Controller Architecture and Performance Simulations 

The upper bound predictions given in the sections above on the number, location, 
and sizmg of sensors and actuators provide a series of tools for bounding system 
performance as more of the control system 1s defined. As more realism 1s included 
(e.g., identifying both actuator and sensor numbers and locations), the bounds on 
achievable performance typically get smaller but also more realistic. Comparisons 
of these bounds with performance goals can be made at each step to detenmne 
if the control system under consideration is likely to meet its obJectlves. Should 
the system still appear feasible after selecting both actuator and sensor locations 
[i.e., from Eqs. (18.86) and (18.87)], the next step is to add more realism related 
to the 1mplementat10n of the controller. 

In this section, we consider the impact of controller architecture on achievable 
performance. In particular, we discuss procedures to mclude effects of analog 
filtering, sample rate, and length of control filter. 

As an mtroduction to these issues, consider the signal path from sensor 
rnputs to actuator dnve signals for a conventional digital controller as shown 
in Fig. 18.77. With reference to this figure, a digital controller requires that the 
analog signals from the sensors be sampled and digitized at the sample rate of 
the controller. The sample rate of the controller 1s usually expressed m terms of 
a sampling rate or frequency Us), which implies that the signals are sampled 
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FIGURE 18.77 Signal path from sensor input to actuator dnve signal for a digital 
controller. 

at a time mterval (Ts) equal to the mverse of the sample rate. For example, 
a sample rate fs = 1000 Hz corresponds to a sample interval Ts 0.001 s. To 
satisfy Nyquist's sampling theorem,57 the sample rate of the controller must be 
at least twice the highest frequency of interest for the controller. For feedfor
ward systems, the sample rate may be a factor of 4 above the highest frequency 
to be controlled. For broadband feedback systems, as discussed in Section 18.5 
under Alternate Suboptimum Control Filter Estimation, 1t is not uncommon for 
the controller sample rate to be a factor of 100 above the highest frequency to 
be controlled (to minimize the effects of time delay through the controller and 
quantization noise on system performance). 

Once the sample rate has been chosen, analog filters must be used to liilllt the 
frequency content of the analog sensor signals to below the Nyquist frequency 
of the controller, where 

fnyq ½fs (18.89) 

These filters are called "anti-alias" filters, and their output is passed to an AID 
converter, which in tum samples and quantizes the signal. Similarly, the output of 
the digital controller is converted to an analog signal by a DIA converter. Before 
these output signals are sent to the actuators, however, they must be filtered to 
band linut the signals below the Nyqmst frequency; otherwise signals above the 
Nyqmst frequency will be sent to the actuators. These filters are referred to as 
"reconstruction" or "smoothing" filters 

Although issues regarding the select10n of anti-alias and smoothmg filters are 
discussed m the next section, we note here that a maJor consequence of filtenng 
1s that it mtroduces a delay in the signal path, which is referred to as the "group 
delay" of the filter. This delay is related to the derivative of the phase response 
of the filter: 

d<p(co) 

dco 
(18.90) 

In addition to the filters, delays m the signal path of Fig. 18.77 are also associ
ated with the AID converter, sample-and-hold functionality of the D/ A, and the 
processing trme associated with implementing the digital filter. With regards to 
the AID converter, delays can be kept sufficiently small by choosing successive
approximation AID converters. Issues related to AID selection for applications 
where time delay is not a limiting factor in controller performance (e.g., tonal 
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control systems or for residual sensing in some feedforward applications) are 
discussed in the next section. The delay associated with the sample and hold of 
the D/A converter To/A 1s directly related to the sample rate of the controller: 

1 
TD/A= 2fs (18.91) 

For efficient implementations, the delay ( TosP) associated with implementmg 
the digital filter withm a DSP chip can be linnted typically to a few tens of 
nncroseconds. These implementations reqmre that the sample clock controlling 
the DIA converters be offset relative to the sample clock for the AID con
verters. As such, output samples can be sent to the D/ A converters as soon 
as they are computed so that the processing delay can be held to a fraction 
of a sample mterval. This sampling strategy 1s in contrast to one that waits 
until the next time step to output a sample. The latter approach imposes a 
minimum one-sample delay in the processing, which can be unacceptable for 
certam applications. 

The total delay from analog signal mput to analog signal output is termed the 
latency of the controller. Where appropriate, any delay associated with the ampli
fiers and actuators will also contribute to the latency. Latency is an important 
parameter since it can directly limit achievable performance of broadband feed
forward and feedback systems. As such, it 1s important to limit overall latency 
in ANVC control systems consistent with.;,!lChievmg performance goals. 

At this point, specific characteristics of the analog filtering, sampling, and 
control filter parameters can be merged with model or expenmental results to 
make causal performance predictions. The steps involved are as follows: 

• Specify a system sample rate based on control bandwidth ai1d architecture 
(feedforward or feedback). 

• Modify the transfer function matrices involving sensor inputs and actuator 
outputs to mclude 

transfer functions of anti-alias (AA) and smoothing filters (SF), 
delay associated with D/A converter sample and hold (To;A), 
controller processing delay ( rosP ), and 
transfer functions of amplifiers and actuator (SH). 

• Specify cost function (including control effort and robustness constraints) 
to be m1mmized. 

• Specify number of control filter coefficients. 
• Solve for control filter coefficients using the procedures outlined in 

Sections 18.4 and 18.5. 
• Estimate causal mean-square residual performance and actuator output drive 

requrrements: Compare estlffiatcd performance to performance goals. 

If transfer functions of the filters, amplifiers. and actuators are not available, 
mitial causal performance estimates can be made by assuming flat magmtude 
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spectra with linear phase spectra, which correspond to pure time delays that 
bound expected delays for those components. When this 1s the case, Elliott58 

suggests approxlffiating the group delay of the anti-alias or smoothing filters as 

rt 
T ~ 

g 8fc 

where n 1s the order of the filter and fc is the cutoff frequency. 

Hardware Selection 

(18.92) 

In this section, we discuss some of the practical issues related to selecting ana
log filters, AID converters, and DSPs. Although a complete discussion of these 
issues is beyond the scope of this book, we present general guidelines and con
siderations. Detailed discussions of each of these issues can also be found m 
reference 58. 

Anti-Alias and Reconstruction Filters. As discussed earlier, the mam pur
pose of anti-alias and reconstruction filters 1s to attenuate signals above the 
Nyqmst frequency. The anti-alias filters rrummize contamination of frequencies 
below the Nyquist frequency by attenuating the spectral content of the signals 
above the Nyquist frequency. These higher frequencies are mterpreted as lower 
frequencies because of the nonlinear sampling process of the AID converter. This 
phenomenon 1s referred to as aliasing. Similarly, reconstruction filters attenuate 
components of the drive above the Nyquist frequency, which occur as a con
sequence of sampled signals at the output of the D/A converter. The benefits 
of usmg anti-alias and reconstruction filters m combination w1th AID and D/ A 
converters are discussed below 

The amount of attenuation required from an anti-alias filter depends on the 
spectral shape of the sensor response and the desired bandwidth over which 
the controller needs an accurate representation of the signal. A sensor response 
that 1s mherently band linnted below the Nyqmst frequency may require only a 
low-order anti-alias filter or possibly none. Alternatively, a sensor response that 
is flat or increasing with frequency will require a higher order anti-alias filter. 
For purposes here, we assume that the sensor response is flat versus frequency. 
In addition, we impose a requirement of at least 40 dB attenuation of contri
but10ns from aliasing frequencies at the highest frequency that 1s important to 
the controller Ua), From the context of controller implementation, however, we 
wish to achieve this attenuation while m1mmizing the group delay of the filter to 
acceptable levels. 

There are two basic approaches to selecting the filter. The first is to use a 
low-order filter with a relatively low cutoff frequency. The second 1s to use a high
order filter with a higher cutoff frequency. Figure 18.78 compares the magnitude 
spectra and group delays for a fourth-order Butterworth filter and a sixth-order 
Cauer filter, both of which were designed to provide at least 40 dB of attenuation 
above J4o dB 600 Hz. Both filters will meet the attenuation requirements for 
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fourth-order Butterworth (dashed curve) aud-sqth-order Cauer (solid curve) filters. 

frequencies below their respective cutoff frequencies (i.e., fa < fc) provided that 
the system sample rate is chosen such that 

fs 2: fa + f40dB (18.93) 

Consider first the case with j~ less than the cutoff frequency of the Butterworth 
filter (nominally 200 Hz) and a sample rate of 800 Hz. For this case, attenuation 
of aliasing components is assessed by "folding" the magnitude response of the 
filters about the Nyquist frequency of 800/2 = 400 Hz. As such, both filters 
provide the required attenuation of aliasing components m the frequency band 
below However, the group delay associated w1th the Cauer filter 1s less than 
that for the Butterworth for all frequencies below fa, particularly near 200 Hz. 

Now consider the case with fa = 350 Hz and a sample rate of 950 Hz. For 
this case, attenuation of aliasing components is assessed by folding the magnitude 
response of the filters about the Nyqmst frequency of 950/2 = 475 Hz. The 
Caner filter again satisfies the attenuation requirement because the sample rate 
satisfies (18.93). However, the attenuation requirement is not met by the 
Butterworth filter. In fact, less than 20 dB attenuation of aliasmg components 1s 
achieved at 350 Hz (i.e., the difference in the magnitude responses at 350 Hz 
and 950 ~ 350 = 600 Hz. Further, note that the maximum group delay of both 
filters in the frequency band below fa 1s approximately the same. 
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The above comparisons suggest that using higher order filters with high cutoff 
frequencies is preferable to using low-order filters with low cutoff frequencies. 
Although the preceding discussion centered on selecting anti-alias filters, sim
ilar conclusions apply to reconstruction filters provided that the control filters 
are designed to reduce output levels above fa• Unfortunately, the cost of imple
menting high-order filters will exceed the cost of usmg low-order filters. As a 
consequence, the performance benefits must be balanced agamst considerations 
of additional cost, as will be discussed further m the example A.."I\IVC system 
in Section 18.7 under MIMO Feedforward Active Locomotive Exhaust Noise 
Control System with Passive Component. 

Analog-to-Digital and Digital-to-Analog Converters. A typical data path 
from sensor mput to actuator dnve signal was shown m Fig. 18.77. That figure 
illustrates the use of both types of data converters reqmred for implementing 
digital controllers, namely AID and D/ A converters. The purpose of AID con
verters is to sample the continuous-time signals from the sensors at uniform time 
mtervals ('T,. = l/fs) and quantize the amplitude to a discrete set of amplitude 
levels. Because the sampling process is a nonlinear operation, anti-alias filters 
are typically used to band limit the sensor signals below the Nyquist frequency 
Cfs/2) before sending the signals to the AID converter. This minimizes the possi
bility that frequencies above Nyquist will contaminate the sensor response below 
Nyquist, which is referred to as aliasing . 

Figure 18.79 shows a frequency domain schematic of how anti-aliasmg filters 
are used m combination with AID converters to lillnin:uze aliasmg effects. The 
upper curve m Fig. 18.79a represents the spectrum of an unfiltered continuous
time signal presented at the input of an AID converter. For an AID converter oper
ating at a sample rate offs, signals above the Nyquist frequency (Fnyq = fs/2) 
will be interpreted as frequency below Nyquist. Fig. 18.79a illustrates schemat
ically how frequencies above the Nyquist frequency will fold down into the 
frequency reg10n below Nyquist. The estimated spectrum below Nyquist will be 
the sum of the true spectrum below Nyqu\st plus any aliasmg components result
ing from the frequency content of the signal that is above the Nyquist frequency. 
As a consequence, aliasing components can cause the estimated spectrum to dif
fer from the true spectrum of the signal in the frequency region below Nyquist. 
Anti-alias filters are typically used to band lilllt the signals prior to the conver
sion process to reduce the magmtude of any aliasmg components. Figure 18.79b 
1s a plot of the magnitude response of an anti-alias filter designed to reJect fre
quencies above the Nyquist frequency. When this filter 1s applied to the unfiltered 
signal of Fig. 18.79a, the resulting spectrum of the signal presented at the input 
to the AID converter is that shown in Fig. 18.79c. As shown in this figure, much 
of the effects of aliasmg components on the estimated spectrum are removed, 
thus ensuring that the estnnated spectrum is a more accurate representation of 
the true spectrum of the signal below the Nyquist frequency. 

Digital-to-analog converters are used to convert the digital sequences from 
the controller into analog signals that can ultimately be used as drive signals 
to actuator electronics. In the frequency domain, the sample output sequence 
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FIGURE 18.79 Use of anti-alias filters to minimize aliasmg effects durmg AID conver
sion: (a) aliasing components of an unfiltered continuous-time signal digitized at sample 
rate fs, (b) magnitude spectrum of anti-alias filter; (c) aliasmg components of filtered 
contmuous-time signal digitized at sample rate fs. 

produces a spectrum that contains "images" of the signal spectrum below the 
Nyquist frequency, which occur at frequencies above the Nyqmst frequency. 
These image spectra are shown schematically m Fig. 18.80. The effects of the 
images must be nunimized. Otherwise, the controller will drive the actuators 
at frequencies above the Nyquist frequency, resulting m increased out-of-band 
noise amplification. These out-of-band effects are reduced to some extent by the 
sample-and-hold (S&H) functionality that is mtegral to most DIA converters. 
As discussed earlier, the S&H introduces a delay equal to one-half the sample 
interval (T3 /2). In addition, it provides some filtenng of the output spectrum, as 
illustrated m Figs. 18.80b and 18.80c. To suppress the remaining signals above 
the Nyquist frequency, DIA converters are typically followed by smoothing or 
reconstruction filters. The effect of applying reconstruction filters on the D/ A 
output signal is shown in Fig. 18.80e. 

1\vo basic types of AID converters are applicable for use in ANVC systems. 
The first type 1s referred to as "successive-approximation" (SA) AID converters. 
The second type rn referred to as "sigma-delta" (Lb.) AID converters. Table 18.1 

I 

I 
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FIGURE 18.80 Use of reconstruction filters to reduce image spectra at the output of 
DIA converters: (a) spectrum of digitized output signal at sample rate (b) magm

, tude response of zero-order sample-and-hold integral to D/A converter; (c) spectrum of 
analog output of D/A converter pnor to reconstruction filter; (d) magmtucte response of 
reconstruction filter; (e) spectrum of analog signal at output of reconstruction filter. 

compares some of the important features and differences between these two types 
of converters. 

The choice of AID converter for an ANVC application will depend on the con
trol architecture feedforward or feedback), the type of sensor signals (i.e., 
reference or residual sensors), and the performance goals. For broadband ANVC 
applications that require rmmmal latency through the controller (e.g., reference 
sensors in a feedforward system or residual sensors m a feedback system), the 
delay associated with I; b.. AID converters 1s unacceptable. As a consequence, 
SA AID converters should be used for those applications, and the extra cost of 
the converters and anti-alias filtering should be mcluded in the total cost of the 
ANVC system. We note, however, that low latency 1s not a necessary requirement 
for the residual sensors of a feedforward implementation. These sensor signals 
are used m the design of the control filters but are not themselves filtered bv 
·the control filter to produce output signals to the actuators. However, the latency 
associated with Lb. AID converters used on the residual signals will be seen as a 
delay in the plant transfer functions. This added delay will in turn reduce allow
able convergence coefficients for LMS-based algonthms58 but does not preclude 
their use. 
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TABLE 18.1 Comparison of Successive-Approximation and Sigma-Delta AID 
Converters 

Successive-Approximation Converters 

Sample input signal at rate Is 

Reqmre use of relatively lngh-order 
anti alias filters to bandlimit 
signals below Nyquist frequency 

Low latency ( on the order of a few 
µ,s) 

Quantize s1gnal at multiple bit levels 
(e.g., 12 or 16 bits) 

Relatively expensive compared to 
I: Ll converters 

Sigma-Delta Converters 

Over sample mput signal nonunally at 64 
tlrnes desrred sample rate (i.e., 
/r,t, =•64ls) 

Only low-order (if any) anti-alias filters 
requrred to bandlimit signals below 
/r.t;/2. Integral hlgb-order (linear-phase) 
digital filters bandlinlit signal below 
Nyquist frequency Us /2). Output is 
decimated (i.e., keep only every 64th 
sample) to produce sampled sequence at 
Is sample rate. 

Higb throughput latency (typically 32Ts,. 
where Ts= 1/I,) 

One-bit quantization at oversampled rate to 
provide comparable multi-bit quantization 
(e.g., 12 or 16 bits) at Is sample rate 

Relatively inexpensive compared to SA 
converters 

,.,_ ;) 

When low latency is not reqmred, the use of :E Li converters can significantly 
reduce the costs associated with digitizmg the sensor signals. For example, a 
tonal feedforward ANVC system can use a :Eli AID converter to digitize the 
reference signal. As before, digitization of the residual signals for this example 
can be done using :E Li AID converters, provided that the extra delay is acceptable 
m terms of convergence rate (if adaptive algorithms are used). The chmce of 
D/A converter is governed by similar arguments concerning allowable latency. 
For mstance, when low latency is not required, I: Li DI A converters can be used. 
Alternatively, when latency must be minirmzed, conventional D/A converters 
should be used. 

For most ANVC applicat10ns, it is desrrable to imtiate the sampling across all 
AID converters using a cormnon clock signal. In this way, all AID mputs will 
be synchronously sampled. Similarly, it is advantageous to sample all the D/A 
converters usmg a common clock signal as well. The DI A converters could be 
clocked using the same clock pulse as for the AID converters; however, to rmn
inllze latency through the controller, 1t is useful to offset the D/A clock relative 
to the AID clock. In this way, subsample latency can be achieved by sending 
signals to the D/A when they are ready, as opposed to waiting for a full sample 
penod. 

The final aspect of converter selection is quantization noJSe. When analog 
signals are quantized to a firute number of amplitude values (e.g., 16-bit AID 
converter), the errors m the conversion process can be thought of as noise. For 
the signals of mterest for ANVC, tlus noise is modeled as uniformly distributed 
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from-LSB/2 to LSB/2. Here, LSB stands for the least-significant btt and is 
given by 

(18.94) 

where V corresponds to the voltage range of the converter (i.e., ± V) and M 1s 
the number of resolution bits (e.g., 16 for a 16-bit converter). For the assumed 
uniform probability distributlon of the n01se, the rms of the quantization nmse 
(QNr=J 1s equal to 

LSB 
QNrms = --

v'Ti 
(18.95) 

For a sample rate fs, the spectrum of the quantizat10n noise (QNpsaCf)) 1s white 
(i.e., flat) with a power spectral density (PSD) amplitude given by 

LSB2 /l2 
QNpsd(f) = f s/2 (18.96) 

As an example, for a 16-bit converter with a voltage range of ±10 V and a 
sample rate of 1 kHz, therms quantization noise [from Eq. (18.95)] is 88 µ V, 
and the PSD level is -108 dB re 1 V2/Hz. 

At this point, 1t is useful to compare plots of 

• the expected signal levels (in volts from the sensor), 

• electrical noise floors (associated with the sensors, analog filters, and gain}, 
and 

• quantization noise. 

To support a common comparison, all of these voltage levels should be referenced 
to a common point m the signal path (e.g., the amplifier input). These plots should 
be generated corresponding to both open- and closed-loop sensor responses. Sen
sor sensinvities, signal gam, and quantization noise can then be assessed within 
a common framework. The goal is to choose each of these to ensure that sensor 
signals will have sufficient s1gnal-to-no1se ratio (SNR) throughout the bandwidth 
of interest. 

To illustrate some of the issues related to AID converter selection, consider 
the example shown in Fig. 18.81. The vanous curves grouped m the center of 
this plot correspond to the expected signal levels from multiple residual sensors, 
expressed in dB re V2/Hz, referenced to the input of a bank of sixth-order Cauer 
filters. The filters are used to provide anti-alias filtering as well as programmable 
gain for these channels. The cutoff frequency is approximately 800 Hz. The 
power spectral density of the noise from the anti-aliasmg filters at their mput 
(labeled PFI noise m the figure) falls between -155 dB and -150 dB re 1 V2/Hz. 
The spectral density of the sensor n01se floor reference to the filter input is 
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FIGURE 18.81 Comparison of signal level versus electncal and quantization n01se. 

approximately 130 dB re 1 V2illz at 2 Hz and drops to -145 dB re 1 V2illz 
at 100 Hz. 

The rms levels for the sensor signals (needed for quantization n01se esti
mates as mdicated below) are deterrmnttd by integratmg the mean-square voltage 
responses across frequency and -takmg tfie square root. For these spectra, the 
largest rms level 1s approximately -57 dB re 1 Y Assummg the statistics of 
these responses is random (i.e., with a crest factor of 4 or 12 dB), a peak volt
age response for this group of sensors 1s estimated to be approximately -45 dB 
re 1 V The spectrum level of the digitization n01se (at the filter input) can 
be estimated from Eq. (18.96), where the voltage V in Eq. (18.94) is taken 
(at the moment) to be the peak voltage of the sensor signals (i.e., -45 dB re 
1 V 5.5 mV). As such, the spectral levels of digitization noise for 12- and 16-
bit converters, assummg a sample rate of 2 kHz, are -152 dB and -176 dB re 
1 V2illz, respectively. The SNR for these sensor measurements 1s a function of 
frequency and corresponds to the spread in· decibels between the estimated signal 
responses and the maximum of the electncal noise (from filters and sensors) or 
the digitization noise. The SNR is nearly 30 dB throughout the frequency band 
of concern. 

For the example shown m Fig. 18.81, it is sufficient to use a 12-bit converter 
smce the SNR is limited by sensor noise as opposed to digitization n01se up 
to about 100 Hz. Above that frequency, the SNR will be lirnlted by digitizac 
t10n noise if a 12-bit converter is used or by PFI noise if a l6-b1t converter 1s 
used. Further, if the converter (12- or 16-bit) has a voltage range of ±1 V, the 
programmable gain should be set at approximately 33 dB to allow 1-2 bits of 
headroom to av01d clipping. 

The example case in Fig. 18.81 illustrates the relatively complex interde
pendencies that must be considered when selectmg ANVC hardware to ensure 
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adequate SNR, which in general will be a funcuon of sensor noise and sensitivity, 
anti-alias filter n01se, AID converter quantization noise and voltage range, system 
gam, and sample rate. 

Digital Signal Processors. As discussed earlier, the rapid growth m ANVC 
systems and applications over the past 25 years can be traced m large part to 
the advent of DSP chips. These chips are optirmzed to perfom1 operations on a 
sample-by-sample basis. That is, these chips read in data one sample at a time, 
perform large numbers of computations, and then output a sample. This is in 
contrast to other central-processmg umts (CPUs) that read in groups (i.e., buffers 
or block~) of data, operate on the entire buffer, and then output buffers of data. 
These later processors can often perform larger numbers of computations than 
DSP chips, but their latency is on the order of the block size. 

Digital signal processors are ideally suited to perform the low-latency digital 
filte1ing required by ANVC algorithms. As such, they are widely used in the 
design of adaptive control systems based on the algorithms presented m thrn 
chapter. In addition, current DSP technology supports high-speed commumcation 
between DSPs to support applications with large numbers of inputs and outputs 
(e.g., many tens of inputs and outputs) as well as large digital filter sizes (e.g., IIR 
filters with over 5000 taps per filter). For these large-scale problems. efficient low
latency implementation of the digital filters can be achieved by comb1mng DSPs 
with high-powered CPU compute engines such as PowerPC (PPC) chips. Further, 
the relatively large latency associated with the PPC chips may be acceptable to 
perform much of the "off-line" algonthms associated with system identification 
and control filter design when using direct estimation as opposed to adaptive 
filter algorithms. 

Once the control algorithms have been selected, the computat10n and memory 
reqmrements can be determined for all "in-line" filtermg and "off-line" processes. 
These requirements should then be mapped to DSPs and PPC clnps, as necessary. 
Floating-pomt DSPs such as the TMS320C6701 are rated at 1 Gflop and mclude 
up to 128 MB of fast-access memory. Compute engmes like the PPC7410 are 
rated at 2 Gflops with up to 512 NIB of local memory. In addition, PC or VME 
(workstation) boards are currently available with up to four of each type of pro
cessor per board and support high-speed communications between processors on 
a given board as well as processors located on other boards. These processor-to
processor commumcations are supported by high-speed interconnect architectures 
such as Mercury RACE++, Spectrum DSPLink, and SKY channel. 

As an example, Fig. 18.82 shows the hardware arclntecture for a large-scale 
ANVC system incorporatmg both DSPs and PPC chips, including lngh-speed 
commumcation over a Mercury RACEWAY interconnect. The signal path from 
the reference sensors to the actuator drive signals includes high-order anti-alias 
and reconstruction filters with cutoff frequencies near the Nyqmst frequency. 
Successive-approximat10n converters are used to rmnirnize latency associated 
with the conversion. A combination of DSPs and PPC chips are used to efficiently 
unplement the digital control filters to mmimize latency.s4 The residual sensor 
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signals pass through anti-alias filters and are digitized usmg sigma-delta convert
ers. These data support off-line functionality associated with system identification, 
control filter design, and probe-signal mjection, which are performed on multiple 
PPC chips. Communicat10ns between the DSPs and PPC chips are primarily ear
ned over Mercury's RACE++ mterconnect bus, with addit10nal commurucations 
occumng over the VME bus. In this way, the compute power associated with 
PPC chips can be used to efficiently perform off-line funct10ns (e.g., direct esti
mation of plant and control filters), which can be passed to the m-line processors 
(DSPs and PPC chips) to support adaptation of the control filters. 

Finally, we note that fixed-point DSPs as Wfll as floatmg-pomt DSP devices 
are available. The floating-point devices are much easier to program and are 
often chosen for proof-of-principle systems or for final systems that are not 
highly cost sensitive. When cost 1s a drivmg issue, fixed-pomt deVIces should be 
considered. The final choice must balance the higher nonrecumng cost associated 
with programmmg fixed-point devices and the potential increased CPU overhead 
due to 1mplementmg floatmg-point arithmetic on a fixed-point device against the 
lower recurring per-unit cost 

Control System Implementation and Testing 

Once the simulations and hardware selections have been made, the control system 
1s implemented and performance tests are conducted. In this section, we discuss 
the basic operatmg modes and features of a controller that should be considered 
during implementation to support the subsequent testing phase. 

For each of the modes discussed below, parameters that can be changed dur
mg system operation (referred to as "soft" parameters) and those that cannot be 
changed durmg operation (referred to as "hard" parameters) must be identified. 
Soft parameters provide the flexibility to modify and tune certam parameters dur
mg system operat10n, which is often an mvaluable feature in prototype systems. 
Allowmg parameters to be changed "on-the-fly," however, adds complexity to 
the implementation. As such, lists of desired soft and hard parameters should 
be identified early on in the implernentat10n phase so that the appropriate com
mumcations between a user mterface and the embedded controller codes can be 
included. The typical operating modes and features of a controller are summa
rized m Table 18.2, including references to soft parameters that are useful in 
supportmg each mode. 

As indicated, an ANVC controller will typically have two pnmary operating 
modes, namely system identificat10n and control. The purpose of system iden
tification is to estimate the transfer functions (or equivalently unpulse response 
funct10ns) from the actuator control signals to sensor responses (both references 
and residuals). This identification 1s initially performed with the control filter 
set to zeros but can subsequently be performed dunng closed-loop operat10n, 
as discussed in Section 18.4 under System Identification. Once an 1mtial plant 
estrmate has been obtamed, operational measurements of the system responses 
are obtamed to characterize the "uncontrolled" (i.e., open-loop) response. These 
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TABLE 18.2 Controller Operating Modes and Features 

Operating Mode 

Open-loop characterization of system 
response 

Open-loop system identification 

Closed-loop operation with filter 
design based on open-loop 
response and system identification 

Concurrent closed-loop system 
identification and control-filter 
adaptation 

Save operational "state" 

Load saved "state" and restart 
controller 

Descnptlon and Features 

Collect measurement of residual sensors 
during normal "uncontrolled" (i.e., 
open-loop operahon) 

Estunate plant models between actuator 
drive signals and sensors. Soft parameters 
include probe strength, adaptation 
coefficients, leakage coefficients, 
regularization parameters, and actuator 
channel selection. 

Collect measurements of residual sensors 
during "controlled" (i.e., closed-loop) 
operation. Soft parameters include 
adaptahon and leakage parameters, 
control effort and robustness we1ghtmg 
parameters, and regulanzat1on parameters. 

Collect measurements of residual sensors 
dunng "controlled" (i.e .. closed-loop) 
operation, while probe signals are 
iUJected for the purpose of closed-loop 
system identification. Soft parameters 
include those cited above for system 

"~ ... -{Didentification and closed~loop operation. 
In addition, software flags should be 
included to mitlate use of updated plant 
models in the control filter design 
algorithm. 

All controller mformation necessary to 
restart the controller should be saved. 
This includes, plant and control filter 
coefficients, all hard and soft parameters, 
operating mode, and probe signal path 
parameters. 

Load m a saved "state" and start operation 
using saved parameters and filters. 

responses are also used to design control filters to support operation in the control 
mode. Once m the control mode, probe signals can be inJected to support closed
loop system identification and to support adaptation of control filter coefficients. 
Soft parameters can be adjusted to optimize performance. Closed-loop system 
responses should then be collected and compared with open-loop responses to 
evaluate system performance versus performance obJectives and goals. 

The final two rows of Table 18.2 mdicate the desire to be able to save the 
"state" of the controller at any point in time. By state, we mean all controller 
parameter values and filter coefficients are saved for the purpose of restarting the 

II 
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system at that state m the future. As such, the controller can be started from a 
closed-loop operating state or from some initial operating state (e.g., open loop). 
It 1s convernent for prototype systems to mclude a graphical user interface (GUI) 
through which operat10n mode, soft parameter values, performance assessments, 
and save/load state funcuonality can be morntored and controlled. Once an ANVC 
system has been successfully tested, values of soft parameters and logic for 
progressmg from open-loop to closed-loop operation can be automated w1thm 
the software, thus resulting in a stand-alone ANVC system. 

18. 7 EXAMPLES OF ANVC SYSTEMS 

In this section we present three prototype active systems that illustrate the appli
cat10n of the principles outlined m the previous sections of this chapter. All of 
these systems were developed to demonstrate the technology and one is currently 
operational on a complete class of U.S. Navy ships. All three demonstrate the 
effectiveness of active n01se and vibration control technology when appropri
ate design procedures are followed. The first example mvolves the synerg1st1c 
application of a combination of active and passive noise reduction treatments. The 
example demonstrates the successful control of a source of n01se that would have 
been difficult using only passive or only active approaches. The second example 
demonstrates the application of feedback technology to the control of both broad
band and narrow-band vibration transm1ss10n through a vibration isolation mount. 
The final example illustrates the use of active noise control technology to generate 
a zone of silence in a n01sy environment. 

MIMO Feedforward Active Locomotive Exhaust Noise Control System 
with Passive Component 

Problem Description. When operated at full power diesel-electric locomo
tives generate significant noise and can have a significant adverse impact on 
the quality of life near major railroad lines. The sources of n01se are shown m 
Fig. 18.83.85 As indicated in the figure, the primary sources of diesel-electric 
locomotive noise are the engme exhaust and the cooling fans, both of which 
must be reduced before significant noise reductions can be realized. The active 
noise control system developed for this application focused on JUSt the exhaust 
noise, fully recognizing that later efforts would have to attack cooling-fan noise 
if significant overall locomotive noise reductions were to be achieved, Active 
technology was considered for this application because locomotive exhaust n01se 
1s significant at very low frequencies (below 40 Hz), and passive noise control 
treatments (e.g., dissipative or reactive mufflers) that could achieve the desrred 
noise reduction would simply be too large to fit m the space available. 

The basic concept for the system86•87 is illustrated in Fig. 18.84, where a plan 
view of the top of the locomotive hood is shown near the exhaust stack. The figure 
shows a number of loudspeakers, the control actuators, surrounding the exhaust 
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FIGURE 18.83 Noise sources on an SD40-2 diesel electric locomotive measured at 
100 ft with the locomotive running at throttle 8 at full load. 
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FIGURE 18.84 Plan view of the locomotive hood with the basic system concept. 

EXAMPLES OF ANVC SYSTEMS 831 

stack and a number of control microphones located near the edge of the hood 
that will act as the residual sensors. It was determined based on exhaust noise 
measurements that at low frequencies where the a_s;tive system would be designed 
to operate, the n01se was pnmarily tonal and so a feedforward architecture was 
selected that used a tachometer on the locomotive diesel engine as the reference 
signal. 

Performance Goals. Based on the source information in Fig. 18.83, 1t was 
decided that 10 dB A of overall reduction in exhaust noise would be desirable to 
have a significant impact on community noise (assurnmg of course that cooling
fan noise would eventually be sunilarly reduced). After examming the locomotive 
exhaust noise spectra we detennined that to achieve 10 dBA of overall noise 
reduction would requrre that the exhaust nmse be controlled out to at least 5 kHz. 
Since extending the bandwidth of the active system outto so high a frequency and 
requiring broadband control would place excessive demands on the technology, 
we decided on a hybrid approach. At low frequency where the nmse 1s primarily 
tonal we decided to employ an active system. At high frequency where the noise 
1s primarily broadband in character we detennmed that a passive silencer would 
be most advantageous. Such an approach 1s desirable because active technology 
is well developed for the control of low-frequency tonal noise and at high fre
quency passive silencers can be effective without havmg to be large m size. Both 
technologies were required because we found that 

• active control of tones in the exhaust below 250 Hz with no broadband 
control at the higher frequencies would result m less than 1 dBA of noise 
reduction and 

• no control of tones in the 0-250-Hz band would liffilt the maximum reduc
tion of exhaust nmse to ~5 dBA. 

We ultimately decided that 10 dBA of exhaust noise reduction could be achieved 
with 

• an active system providing 10 dB reduction of exhaust tones below 250 Hz 
along with 

• a passive silencer providing 5 dB of broadband noise reduct10n from 250 
to 500 Hz and 15 dB reduction from 500 to 5500 Hz. 

Figure 18.85 shows the silencer designed to provide the above noise reduc
tion performance. It 1s a very compact design with the center body and side 
chambers designed to provide the necessary insert10n loss while mamtammg the 
back pressure low enough to meet locomotive diesel engine specifications. The 
silencer was designed to allow the speaker enclosures to surround it, with the 
whole assembly fitting within a protective enclosure in the engme compartment. 
While the passive silencer was a cntical component in the entire system design, 
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FIGURE 18.85 Compact passive silencer design. 

we focus here only on the active system. Details on the passive silencer can be 
found m references 86 and 87. 

Number and Location of Actuators. We began the design process by deter
mining the number and location of control actuators (loudspeakers). Figure 18.86 
shows a typical arrangement of actuators that we exam:med in simulations in 
which the exhaust stack and control actuators were treated as pornt sources. In 
the simulations we formed a matrix or'transfer functions relating the sound pres
sure at 90 locations in the horizontal plane 30 m from the exhaust stack to the 
control speaker volume velocities at 32 speaker locat10ns around the exhaust 
stack, as illustrated in Fig. 18.86. Figure 18.87 shows the ratio of the significant 
singular values to the largest singular value as a function of frequency for that 
transfer funct10n matrix. In pnnc1ple the number of significant singular values 
tells us the minimum number of actuators needed to provide significant con
trol of the source. We found (not surpnsmgly), while carrying out calculations 
of this type, that the minimum number of singular values {control sources) was 
achieved when the control sources were placed as close as possible to the exhaust 
stack. Consequently, we earned out a prelimmary design of the control speaker 
enclosures to determme a realistic mimmum spacmg between the exhaust stack 
and the enclosure outlets. The calculations in Fig. 18.87 were carried out for 
that mimmum spacrng. The figure shows that at 250 Hz eight singular values 
(including the largest) lie within 20 dB of the maximum. Since we are looking 
for only 10 dB reduction in noise, the use of eight actuators arranged as shown 
m Fig. 18.85 seemed to be a conservative ch01ce. The performance predicted by 
this arrangement is shown in Fig. 18.88. While the noncausal n01se reduction 
predicted by this calculation is much larger than we would expect to achieve, 
it was comforting to see that eight control actuators seemed to be more than 
adequate. 

Number and Location of Control Sensors. The evaluations in the prev10us 
section placed the control sensors in the far field. In reality the microphones 
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FIGURE 18.86 Candidate control source locations. 
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FIGURE 18.87 Rauo of each smgular value to the largest singular value as a function 
of frequency. 
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FIGURE 18.88 Predicted far-field·1:1ei:formance of eight control actuators. 

will have to be placed somewhere on the locomotive hood. Consequently. we 
developed an additional set of transfer function matrices relating the sound pres
sure at candidate control microphone locations on the locomotive hood to control 
speaker volume velocity at the previous 32 locations around the exhaust stack. 
We then determined the volume velocity reqmred to minimize the pressure at 
the control microphones and then used those values with the previous transfer 
funct10n matrix to predict the reduction m far-field pressure. Figure 18.89 shows 
the results of that calculation for a number of different control sensor locations. 
The solid curve in the figure 1s for the final control sensor placement, a line of 
four sensors along the two edges of the locomotive hood, similar to that shown 
m Fig. 18.84. A number of calculations of th1s type were used to help in the 
selection of control sensor locations. Other issues that came into play m the 
selection included the degree of dominance of exhaust noISe over other sources 
at the candidate sensor locations, mterference with other locomotive components, 
heat, and routing of cabling. 

Control Actuator Design. The srmulat1ons for control sensor placement can 
provide, as part of the calculation, the estimated volume velocities reqmred from 
the control speakers, provided realistic values of the uncontrolled sound pressure 
at the control sensors are used m the calculations. Measurements of the sound 
pressure at various locations on the hood of a test locomotive were acqurred to 
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FIGURE 18.89 Predicted far-field n01se reduction of eight control actuators with van
ous configurations of eight control sensors. 

provide those data. Simulations were then performed to deterrnme the optimum 
control speaker volume velocities. That mformat10n was used m the selection 
of the control speakers and the of the speaker enclosures. The enclosure 
design 1s shown m Fig. 18.90. Two different enclosure geometries were requrred 
to allow the necessary number of enclosures to fit in the space available around the 
exhaust duct. Each enclosure contams two 12-in.-diameter high-fidelity speakers 
and 1s designed to provide bandpass frequency response, enhancing the volume 
velocity m the 40-250-Hz frequency range. The enclosure-speaker system was 
designed a cornmerqially available computer program. 

Figure 18.91 shows the arrangement of the control speaker enclosures around 
the exhaust stack. By careful design we were able to fit 10 enclosures m the 
space available. However, we retamed only eight mdependent channels to drive 
the speakers. Because the simulations mdicated that very high volume velocity 
would be required of the speakers on the centerline of the locomotive, we placed 
two speaker enclosures on each side of the centerline, as mdicated in Fig. 18.91, 
rather than a smgle one on the centerline. We then drove each of the two pairs 
of enclosures with a smgle controller output channel. 

Control Architecture. As indicated above, we decided early m the design 
process to use a feedforward control architecture since the technology 1s well 
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FIGURE 18.90 Control speaker enclosure design. 
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FIGURE 18.91 Control speaker arrangement in the locomotive. 

developed for tonal control problems. A simplified control block diagram is· 
shown in Fig. 18.92. The figure shows the typical adaptive MIMO LMS filtered
x architecture with eight control filters and an 8 x 8 plant transfer function matrix. 
A more detailed block diagram 1s shown in Fig. 18.93, where probe injection is 
shown for plant identification along with the additional LMS blocks for estimating 
the plant while ll1JJ1irrlizing the noise in the estimate. 

Controller 
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FIGURE 18.92 Simplified basic block diagram of the control architecture. 
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FIGURE 18.93 Detailed controller block diagram. 

Hardware Selection. We decided early in the design process to use 12-bit 
successive-approximation AID converters, smce the lower discretization noise 
associated with 16-bit converters was not needed in this application. A commer
cially available input-output (I/0) board from Loughborough Sound Images was 
found that provided 16 mput channels (AID converters) and 8 output channels 
(sample-and-hold DIA converters) and in addition provided thrrd-order low-pass 
Butterworth filters for anti-aliasmg and reconstruction. We decided to use the on
board filters because providing a separate set of filters would have been too costly. 
Since these filters roll off very slowly with increasmg frequency, we needed to 
use a sampling frequency much higher than would be needed to achieve the 
desired control bandwidth. Consequently, we sampled at 2000 Hz and set the 
cutoff frequency of the filters to 720 Hz; however, in the control computations 
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we downsampled the digital signals by a factor of 4. This gave us an effectrve 
sampling rate of 500 Hz and a control bandwidth on the order of 250 Hz. 

Estimates of computational load and memory reqmrements for the applicat10n 
are shown m Table 18.3. These estimates were based on up to 200 taps for each of 
the plant filters and 180 taps for each control filter. The table is divided into two 
funct10ns: in-line control and system identification. In-line control is the function 
associated with implementing the control algorithm and system identification is 
the measurement of the plant transfer function, which must be updated period
ically to maintam good control performance. It was decided to use two Texas 
Instruments TMS320C44 DSP chips available on a commercially available ear
ner board from Loughborough Sound Images. The board provided more than 
sufficient memory for the two operat10ns. Each DSP chip is clocked at 60 MHz 
and is capable of up to 30 million floating-point operat10ns per second (Mflops). 
It was decided to separate the two functions mentioned above with the pnmary 
DSP providing all of the control processmg and the secondary DSP carrying out 
all of the system identificat10ns tasks. 

System Performance. The control system described above was rmplemented 
on an F40PH passenger locomotive operated by Chicago Metra, a commuter rail 
line m the Chicago metropolitan area. Testmg was earned out at the 51st St. 
Rail Yard in Chicago. The rmcrophone locations for the evaluation are shown m 
Fig. 18.94. The number of available :nucr2phone locations was limited because 
of the presence of other equipment and structures m the yard that would have 
mterfered with the acoustical evaluation. Uncontrolled measurements were made 
before installation of the passive silencer. The performance of the system was 
then measured with the passive silencer in place and with the active system 
turned on and mrned off. 

Figure 18.95 shows the reduction of the tonal noise at microphone 5 on the 
roof of the locomotive due to the use of the active system for the locomo
tive operatmg loaded at throttle 4. * The figure shows significant reduction of 
all of the important tones with some amplification of the low-amplimde tones. 

TABLE 18.3 DSP Computation Requirements for 
the Active System 

Operat10n 

Control 
System identification 
Total 

MFLOPS 

22.4 
9.6 

32.0 

Memory (Kbytes) 

107 
10 

117.0 

*The locomotive diesel engme was loaded by passmg the power from the alternator driven by the 
engine through the locomotive dynamic brake grids (large resistors cooled by the dynanuc brake 
fan). The locomotive can be operated unloaded at idle and can be operated loaded or unloaded m 
any one of eight throttle setting. Throttle 1 corresponds to the lowest speed and lowest power and 
throttle 8 1s the highest speed at full power. 
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FIGURE 18.94 Microphone locations for the evaluat10n measurements. 
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FIGURE 18.95 N01se reduction performance of the active system at throttle 4 loaded 
as measured at a rmcrophone on the roof of the locomotive. 



Idaho Power/1206 
Ellenbogen/436

840 ACTIVE CONTROL OF NOISE AND VIBRATION 

TABLE 18.4 Estimated Noise Reduction at the Far-Field Microphones 

Throttle Load IU1C5 llliC 1 mic 2 IDlC 3 IDlC 4 

idle unloaded 5.1 5.2 6.5 6.1 6.4 
hi idle unloaded 8.7 6.5 8.9 5.8 7.4 
t4 unloaded 6.9 5.2 4.1 5.6 5.4 
t6 unloaded 7.7 6.6 5.6 6.4 6.0 
t8 unloaded 5.8 -0.1 3.7 6.2 4.7 
t4 loaded 6.4 5.2 4.1 4.7 4.6 
t6 loaded 4.3 -1.9 1.2 2.8 L7 
t8 loaded 6.9 2.9 6.5 6.6 6.6 

The reduct10n of the overall sound level below 250 Hz 1s in excess of 12 dB. 
Table 18.4 shows the overall A-weighted noise reduction due to the passive 
silencer and active system operating together. The reductions are somewhat less 
that the 10-dBA goal but are still significant for most operating com;lit10ns and 
for most nucrophone locations, shoWIIlg that the hybrid active-pass1Ve system 
has provided significant broadband global nmse reduction. 

Active Machinery Isolation 

Problem Description. It is difficult lo- JChieve desrred vibration isolation at 
low frequency using passive machrnery mounts. Often, to achieve low-frequency 
isolation, two-stage isolators are employed, which incurs a very large weight 
penalty for the rntermediate mass between the two isolators. In some applications, 
such as marine vessels or aircraft, the weight of the intermediate mass has an 
adverse economic and vehicle performance impact. 

The forces transmitted into machmery foundations generally contain narrow
band and broadband components. Reduction of the contrnuous or broadband 
spectral components as well as the discrete or narrow-band spectral components is 
often necessary to meet noise or vibration goals. In addition, the tonal frequencies 
of the narrow-band excitation can change qmte rapidly with time due to changes 
in operating speed. Further, the plant transfer function (i.e., the transfer fum:t1on 
between the drive signal to the actuator and the sensor response) is expected to 
vary with time. 

Finally, the machinery foundations of interest are often complex, large, dis
tributed mechanical structures that are lightly damped and have a large number of 
resonant modes in the frequency range of mterest. Thus, typically, plant transfer 
functions are of high order with hlgh-Q response components. Moreover, the 
order (e.g., complexity) of the plant increases as the bandwidth of the controller 
1s mcreased. 

Based on the above observations, the control problem 1s defined as follows: 

• Provide both narrow-band and broadband reduction of forces transmitted 
into the machinery foundation structures. 
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• Adapt rapidly to variations in the tonal frequencies of narrow-band 
excitations. Adapt at a relatively slower rate to variations in the plant. 

• Minimlze controller bandwidth to minimize complexity of the plant transfer 
function and consequently the controller. 

• Provide the desired performance while avoiding out-of-band vibration 
amplification. 

The final item 1s based on our,expenence with applications which reqmre in
creased isolation performance within a certain frequency range but which will 
not tolerate significant degradation in isolation system performance outside the 
regulation bandwidth of the active system. Acceptable levels of out-of-band 
enhancement (i.e., noise amplification) are typically 2-3 dB. 

In the following section, we describe an active isolation system designed to 
meet these requirements. We consider a feedback algorithm, because in general 
there is not a suitable reference sensor available to aclueve broadband control 
using feedforward control. Although this discussion pertains to SISO control, the 
algonthms and control architecture are extensible to MIMO control. 

Description of Control Strategy. 
Real-Time Control Processing The basic real-time controller structure 1s sho
wn m Fig. 18.96. This 1s the compensator-regulator architecture that was mtro
duced in Section 18.5, where the plant, designated as P(w) in Fig. 18.96, is the 
transfer function between the output of the controller and the net force transmitted 
to the foundation. 

The controller is implemented as a cascade of two filters because we wish 
to adapt the low-order regulation filter coefficients quickly to track changes rn 
the center frequency of narrow-band components of the disturbance. At the same 
tIIDe, we choose to adapt the relatively high-order compensation filter at a slower 
rate to track changes in the plant transfer function. 

Adaptation Processing The full functionality of the adaptive controller is 
shown m Fig. 18.97. The "concurrent adaptation processing" block provides two 
types of adaptation: 

Disturbance Residual 
response + , _________________ r_es_;p_o_n_s.,..e.._e . r,,-

d - e 

Control 
response Plant 

P(w) 

FIGURE 18.96 Feedback compensator regulator. 
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FIGURE 18.97 Controller functionality. 

1. Variable narrow-band center frequency adaptation: 
• measurement via a tachometer ( or other distmct speed or repetition rate 

measurement sensor) and a trackmg filter of the center frequency of 
narrow-band response due to periodic excitation and 

•-. i:) 

• computat10n and updating of filter coefficients of the digital narrow-band 
regulation filters based on the currently measured center frequency and 
rate of change .of the center frequency. 

2. Variable plant adaptation: 
• system identification in the sense of plant frequency response estimation 

and 
• computation and updatmg of filter coefficients of the digital broadband 

compensation filter. 

System identification is performed dunng closed-loop operation using the pro
cedure outlined in Section 18.4. The major aspects of this procedure mclude (a) 
msertmg a low-level calibration signal, which 1s uncorrelated with the external 
disturbance, into the compensat10n filter; (b) estimatrng the cross-spectra of the 
calibration signal with both the plant mput and output; and (c) estimating the 
plant transfer function as the ratio of these two cross-spectra. Details of the 
processing of cross-spectra to estimate the plant as well as the design and injec
tion of a covert probe signal are also discussed in Section 18.4 under System 
Identification. 

The probe signal 1s sufficiently low m level that 1t does not add appreciably 
to the residual, and its bandwidth is matched to the full compensation band. 
Although 1t 1s low level, a good-quality estimate of the plant transfer function 
can be obtained with sufficient averaging time. In the perfonn.ance plots that 
follow, estimates of the plant were updated approximately every 2 rnin. 

EXAMPLES OF ANVC SYSTEMS 843 

Since we are concerned with a lightly damped mechamcal structure and rela
tively large compensation bandwidths (e.g., 800 Hz), a FIR filter implementation 
of the compensation filters woul<(have required a large number of coefficients. 
To reduce both the off-line and on-line computation load, we opted to use IIR 
filters designed by a multistep Yule-Walker method. 

Hardware Description. Figure 18.98 presents a block diagram of the con
troller hardware. The algorithmic functionality of the controller is performed by 
four TMS320C30 DSP chips operating m parallel. The allocation of controller 
funct10nality to the individual DSP processors can be summanzed as follows: 

ln-Ltne Processor. Performs the digital filtenng of the regulat10n and compen
sation filters for the m-line data path. 

Desamp Processor. Responsible for all off-line tasks associated with gen
erating the desarnpled data buffers presented to the system· identification 
algorithm. Replication filters and reference signal processing are also per
formed m this processor. 

Sys_/D Processor. Performs the system identification and compensation filter 
weight algorithms. The compensation filter weights are then copied to the 
in-line processor. 

Monitor Processor. Collects data from the other processors and uploads data 
to the host for monitoring and evaluating system performance. 

FIGURE 18.98 Controller hardware block diagram. 
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The controller implementation mcluded custom-built AID and D/ A converter 
boards plus a logic controller board. The controller board provided a hlgh-speed 
two-way mterface between the DSP processors and the AID and D/A boards. 
Two Sky Challenger boards, each of wlnch contain two TMS320C30 clnps per 
board, commumcated with each other and the host computer over the VME bus 
and provide up to 132 Mflop computation rate. A SPARC workstation was chosen 
as the host computer. 

Performance Example. The controller was connected to a prototype 
active/passive machinery mount located between one leg of a 1300-lb, 140 
brake horsepower (BHP) at 2800 rpm, Detroit Diesel model 4-53 engine and 
a representative complex foundation structure. A picture of the active/passive 
mount and a schematic of the system are shown in Fig. 18.99. A detailed 
discussion of the engine, active/passive mount design, and test ng can be found 
in reference 88. 

The test objectives were to provide at least 15 dB of narrow-band regulation 
at the fundamental and next four harmonics of the piston-firing frequency. In 

Passive 
mount 

Actuator 

@oritroiier77 

Force c='.::::J,----------' 
sensor 

FIGURE 18.99 Active/passive mount and schematic of system. 
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addition, 10 dB of broadband regulation was desired over the frequency interval 
from 10 to 80 Hz whlle maintaining noise amplification below 5 dB outside 
the regulation bandwidth. To meet these obJectives, a compensation bandwidth 
of 833 Hz and the system sample rate of 10 kHz were chosen. Latency of the 
digital system (including delay associated with the sample-and-hold on the D/A 
converter) was 60 µ,s. 

The closed-loop performance of the active isolation system is shown in 
18.100. This plot presents the ratio of the open- to closed-loop residual 

force transillltted into the foundat10n structure. As shown m tlns figure, narrow
band reductions m excess of 15 dB are aclneved at the first five piston-finng 
tonals. In addit10n, approx1mately 10 dB of broadband regulation is achieved 
from about 15 to 80 Hz, which spans most of the frequency interval containmg 
the tonals. Finally, this performance is achieved while liID1ting noise amplification 
to approximately 5 dB outside the regula1lon bandwidth. The very fine structure 
at higher frequencies of the measured ratio of open- to closed-loop forces, wh1ch 
sometimes goes below -5 dB, is due to harmomc distortion of the actuators 
(wlnch were bemg driven very hard), rather than any shortcoming of the control 
processor. 

Active Control of Airborne Noise in a High-Speed Patrol Craft 

The Navy's new high-speed patrol crafts are powered by four main propulsion 
diesel engmes that deliver a total of 13,000 shaft horsepower to a set of four 
propulsion shafts. The operation of these engines produces propeller blade rate 
tonal noise and broadband cavitation noise that propagate through the hull, pro
ducmg high noise levels in the aft-crew bertlnng compartment, wlnch is located 

30 

co 25 
"CJ 

c:: 
20 0 

~ 
::, 

15 "CJ 
~ 
(!) 

~ 10 
-2 
"CJ 
gJ 5 
"E'. 
U) 0: C: 
@ 
I-

-5 i 

-10 
1 iO 100 1000 

Log frequency, Hz 

FIGURE 18.100 Reduct:ion of transnutted force into foundation for active/passive 
mount relative to passive mount. 
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Just forward of the propellers. Although extensive passive noise control treat
ments have been applied to reduce the nmse in this compartment (including 
floatmg floors, double bulkheads, and constrained-layer damping), the 63- and 
125-Hz octave-band and overall (dBA) airborne nmse levels exceeded the Navy's 
acoustical habitability specificat10ns. Table 18.5 compares measured third-octave
band and overall sound levels in the aft-crew berthing compartment for the first 
three ships of the class to the noise specification limits.89 These measurements 
mdicated that reductions m the 63- and 125-Hz octave bands were necessary to 
reduce overall A-weighted nmse to acceptable levels. 

To address this problem, several opt10ns were explored for reducmg the low
frequency noise m the aft-crew compartmenLBecause passive treatments are 
least effective m this frequency region, several active n01se and vibration con
trol concepts were evaluated. These concepts included methods for both global 
and local control, usmg feedforward and feedback control strategies, and with 
digital and analog control hardware. To assess the benefits of each approach, 
a set of acoustical trials were conducted initially to measure the operational 
noise characteristics, path transfer functlons, and compartment acoustical char
acteristics. These data were used to simulate performance of the vanous control 
options. 

The approach chosen for implementation was local control of the sound field 
near the head of each bunk using a SISO feedback control strategy. This approach 
creates an effective "zone of silence" in.t.lJ.e immediate vicinity of the occupanfs 
head. This approach is shown schematicaify in Fig. 18.101. Laboratory simula
tions using measured data and a mock-up of one rack of bunks suggested that 
the necessary reductions at the occupant's head locat10n could be achieved usmg 
this approach. 

The active noise control system for a single bunk 1s contained within a single 
pnsmatic-shaped enclosure that is located in the upper corner of the bunk above 
and behind the occupant's head. Each unit contains a loudspeaker to create the 
cancellation noise, a pair of nucrophones to sense the noise field to be controlled, 
and a microprocessor to compute the cancellation signal in real time. The control 
algonthm implemented on the microprocessor was an adaptive feedback algo
rithm (based on the adaptive Youla transform discussed in Section 18.5) to reduce 
both narrow-band and broadband noise. The reading light originally placed in this 
locat10n was incorporated into the active noise control (ANC) enclosure design. 

TABLE 18.5 Average Aft Crew Berthing Octave-Band and A-Weighted Noise 
Levels at Full-Speed89 

31.5 Hz 63 Hz 125 Hz 250 Hz A-Weighted 

Noise Specification 105 100 95 90 82 
Ship I 98 113 100 88 87 
Ship 2 97 104 94 85 85 
Ship 3 95 111 96 86 86 

EXAMPLES OF ANVC SYSTEMS 

Active noise 
control 
enclosures 

FIGURE 18.101 Schematic of active zone-of-silence approach. 

Power 

f.-- 11.5 in.--,..! 
I . I 

26.625 in. 1 
8.5 in. 

1 

FIGURE 18.102 Components of the A,."\fC enclosure. 

847 

The components of the Al~C enclosure are illustrated m Fig. 18.102. Pictures of 
the actual implementation are contained in Figs. 18.103 and 18.104. 

The prototype control system described above was evaluated during underway 
testing. A narrow-band plot of the measured noise reduction at the occupant's 
head location (not at the control microphones, where greater reductions were 
achieved) is shown in Fig. 18.105. This plot compares the nmse spectra obtained 
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FIGURE 18.103 Faceplate of the ANC enclosure (integrated reading light not shown). 

FIGURE 18.104 Pictures of the internal components of the ANC enclosure. 

during full-speed operation when the control system was turned off to that when 
the control system was turned on. As shown m tl:ns plot, reductions at the dom

mant blade-rate tonals (at approximately 60 Hz) were greater than 15 dB, while 
7-10 dB of broadband noise reduction was achieved between 30 and 85 Hz. 
Third-octave-band performance is summarized in Fig. 18.106. This summary 

shows that the system reduced the third-octave-band levels to below the lim

its of the Navy's acoustical habitability specifications, the goal of the program. 
Based on extensive testing of the prototype system on one patrol craft, the Navy 

contracted for production units for the entire class of PCl patrol craft. 
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30 60 90 120 150 
Frequency, Hz 

FIGURE 18.105 Narrow-band plot of noise reduct10n at occupant's head locat10n dur
ing full-speed operat10n. 
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FIGURE 18.106 Summary of thrrd-octave-band performance at occupant's head 
location. 
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19.1 INTRODUCTION 

Noise and vibration are closely related b10dynanuc envrronments m terms of 
their ongms, manifestations, and effects on people. Those effects on people that 
are undesirable are often threatening, induce fatigue, comproID1se working perfor
mance, modify physiological responses, and harm human systems. At the present 
time, avoidance of excessive noise and vibration exposure is the only assured way 
to prevent these major hazardous effects. 

The practical alternative to complete avoidance is to limit exposures in these 
envrronments to those defined as acceptable by appropnate standards, guidelines, 
and damage nsk critena. Scientific exposure guidelines and criteria established 
to curtail these effects are vital parts of comprehensive protection programs of 
concern to governments, mdustry, and affected personnel. Most adverse effects 
of these commonly encountered mechamcal forces on human systems can be 
minimized and controlled through engineenng and design efforts. Central to these 
programs and actions are gmdelines and cntena that describe potential damage 
nsk and/or establish acceptable exposure limits. 

Cnteria and limits define conditlons above which the risk of damage due to 
an exposure is considered substantial or unacceptable. Noise and vibration cnte
na describe exposure characteristics and corresponding undesirable effects such 
as noise-induced hearing loss, vibration-mduced hand-arm vibration syndrome 

R57 
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(HAVS), and vibration-related spinal injury. Damage risk criteria have been 
developed and implemented worldwide. The basic exposure-effects relationships 
that underlie these criteria are reasonably well understood and are denved from 
observations and expenence as well as good laboratory and field studies. The 
various critena contam different limiting values because of vanations in inter
pretations of the basic data and m the rat10nale used to establish them. The 
rationale may include practical, and economic considerations as well as 
humanitanan concerns. It is very important that the rationale underlymg dam
age nsk cntena is fully understood by the user to ensure that the application 1s 
justified and accurate. 

Estimates of noise and vibration exposures and of their probable effects on 
populations are usually expressed in terms of population distribution statistics. 
These group population effects are not descnptors, and they are not appro
priate for evaluatmg an individual. Nevertheless, they are adopted by nat10ns and 
incorporated mto national regulations and laws. Many become mandatory require
ments mcluded m governmental .and industrial activities involvmg exposure of 
people to noise and vibration environments. 

This chapter presents contemporary regulatory and voluntary noise and vibra
tion exposure standards and critena along with background information that will 
facilitate the1r understanding and application m engineering control and design. 

19.2 DAMAGE RISK CRITERIA FOR THE AUDITORY RANGE 

Noise Factor 

Permanent hearing loss and Its associated problems are clearly the most cnti
cal and widespread of the various consequences of excessive noise exposure. 
The extent of damage to the hearing mechanism caused by noise 1s related to 
the amount of acoustical energy reaching the heanng mechanism. Such dam
age cannot be estimated accurately for an individual because of the variability 
of the noise and the susceptibility of the exposed ears. The pnmary factors in 
noise-induced hearmg loss are the level of the noise, the frequency content or 
spectrum of the noise, duration or time course of the noise exposure, and the 
susceptibility of the ear. 

Exposure limits are defined in terms of level, spectrum, and durat10n of the 
noise. A-weighted sound energy of an exposure is directly related to noise
induced hearing loss. No other measure of noise exposure provides a better 
cause-effect relat10nship with hearmg loss.1 Impulse nmse 1s also included 
m this measure for many critena, as was concluded by a special workshop 
on impulse nmse.2 It was agreed that there is no convmcmg evidence against 
acceptance of """'',._,,1..u,,,._ measurement of all noises from 20 to 20,000 Hz 
in determining their permanent threshold shift (noise-induced hearing loss that 
does not recover to preexposure levels after cessation of exposures) hazard except 
when the1r unweighted, mstantaneous, peak-sound-pressure levels exceed approx
imately 145 dB. Consequently, exposures are typically described in terms of 
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the average A-weighted levels, or the equivalent continuous A-weighted sound 
pressure level (Leq), over an average workday. 

Practical measures for the prevention of noise-induced hearing loss are cen
tered in hearmg conservation programs. These programs mvolve defimt1ons of 
acceptable n01se exposure, personal hearing protection, monitonng the hearing 
of the affected personnel, and appropnate adrmmstrative actions to mimmize and 
eliminate identified temporary hearing problems before they become permanent. 
The basis of a hearing conservation program is the definition of acceptable noise 
exp~sure or exposure criteria that specify the acceptable exposure limits and 

"'the proportion of the population to be protected. The criteria of various hearing 
conservation programs and applications differ in their linuting values. 

The parameters of particular exposure cnteria are selected to satisfv the needs 
of the user. Factors that may influence these selections are various mt~rpretatlons 
of available data, policies or requirements of organizations, and the remaining 
uncertamty in the noise exposure-hearing loss databases. Consequently, cntena 
may differ m such features as estimates of beginnmg hearing loss, corrections 
for nonno1se effects such as aging, percentage of the, populat10n to be protected, 
and the extent of protection to be provided. 

The most obvious differences among n01se exposure critena are the sound 
level at which the lillplementation occurs and how the durat10n of the expo
sure and the sound level of the,noise are combined.3 The duration-sound level 
relationships are referred·to as time-intensity trading rules, which assume that 
damage to hearing is related to total A-weighted sound level and the duration of 
exposure time. The equal energy relationship between these parameters results 
in the 3-dB rule. This and other relationships are shown m Table 19.1 which 
displays pennissible noise exposures m A-weighted sound pressure levels for 
the cited critena. The pennissible A-weighted level for an 8-h exposure ranges 
from 75 dBA for the Environmental Protection Agency (EPA) to 90 dBA for the 
Occupational Safety and Health Adrnimstration (OSHA). 

Most criteria utilize the 3-, 4-, or 5-dB rule. The 3-dB rule is based on the 
equal-energy concept and is the most conservative or protective of the three rules. 
The 4- and 5-dB rules assume that intennittency and interruptions of exposures 
reduce the risk to less than that expected from the total energy. Consequently, a 
50% mcrease in exposure duration corresponds to sound-level decreases of 3 and 
5 dB for the respective 3- and 5-dB rules (Table 19.1). Intennittency of exposure 
is discussed later m the chapter. 

Hearing Sensitivity 

The human ear 1s sensitive to a much wider range of sounds than the generally 
cited 20 Hz-20 kHz audio frequency range. A compilation of independent mea
surement studies by several investigators a wide vanety of instrumentation 
and methodologies shows very good agreement and provides confidence m the 
data summarized m Fig. 19.1 Infrasound ( <20 Hz) and ultrasound (traditionally 
>20,000 Hz but practically above about 12,000 Hz) are normally detected by 
the ear ouly at very high sound pressure levels. The traditional audio frequency 
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TABLE 19.1 Equal Energy and Other Trading Rules Used to Define Permissible 
Noise Exposures in A-Weighted Sound Pressure Level (dBA) and Exposure 
Time (h) 

Duration of 
Exposure (h) Energya OSHA EPA NIOSH" Anny Navy Arr Force Music 

24 
16 
8 90 90 7SC 85 85 84 85 
4 93 95 88 88 88 88 
2 96 100 91 91 92 91 94d 
1 99 105 94 94 96 94 
0.5 102 110 97 97 100 97 
0.25 105 115' 100 100 104 100 

aEqual energy rule of 3-dB decrease for doubling of exposure applied to a basic 8-h cntenon of 90 
dBA. 
bNational Institute of Occupational Safety and Health. 
cThreshold for detectable noise-induced permanent threshold shift (NIPTS) at 4000 Hz: exposures 
exceeding 75 dBA may cause NIPTS exceeding 5 dB in 100% of the population after cumulative 
noise exposure of 10 years. 
dTime-averaged A-weighted sound level, in dB, over a 2-h penod once a week. 
'Ceiling on exposure level and duration. 

region (20 Hz-20 kHz) is well defined~for.-,;stnnuli mcluding discrete tones, bands 
of noise, speech matenals, loudness, comfort, and acceptibility. These databases 
provide the informauon necessary to support the development of n01se expo
sure cntena. 

The sensitivity of human hearing for high-frequency sounds (3000-4000 Hz 
and above) gradually decreases with advancmg age. This process is called pres
byacusis. Auditory system components are affected in both the peripheral and 
the central nervous systems. Although individual patterns of presbyacus1s vary 
widely, normative data describing hearing sens1tiv1ty as a function of age have 
been compiled for vanous segments of society (some are reported m ref. 5). 
Loss of sensitivity due to accident, disease, or substances toxic to the auditory 
system is called nosoacusts while that attributed to the noises of everyday living 
1s sociacusts. The maJor hlgh-level noises to which people are exposed are the 
occupational environments. 

Environmental noise occurs over the full spectrum to which the human audi
tory system is sensitive. Exposure to vanous segments of this sensory continuum 
produces differential effects on humans. Limiting levels and durations of acousti
cal exposure are defined for a number of specific portions of this spectrum, which 
include mfrasound (0.5-20 Hz), audio frequencies (20 to about 12,000 Hz), ultra
sound (12,000 to about 40,000 Hz), and impulsive sounds (characterized by rapid 
onset and durations of less than 1 s) described in terms of peak sound pressure 
level and duration. Some of these limits are well substantiated by expenence 
and experimental evidence while others remain tentative until more evidence is 
available. 
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FIGURE 19.1 Human auditory sensitivity and pain thresholds for pure tones, octave 
bands of noise, and static pressure: (@) BENOX (1953), pain MAP tones; (@) pain 
static pressure; (©) tickle, pain tones; Bekesy (1960), MAP tones; (A) ISO R226 
(1961), MAF tones; ( ♦) Corso (1963) bone conduction minus 40-dB tones; ( O) Yeowart, 
Bryan, and Tempest (1960), MAP tones; (x) MAP octave bands of noise; (■) standard 
reference threshold values (American National Standard on Specifications for Audiome
ters) (1969), MAP tones; (e) Northern et al. (1972), MAP tones; (6) Whittle, Collins, 
and Robmson (1972), MAP tones; ( *) Yamada et al. (1986), MAF tones. (Data adapted 
from Ref. 4.) Mirumum audible pressure (MAP) indicates that the sound was presented 
to the ears through earphones and the sound pressure levels were measured in an ear
phone-microphone coupler that approximated the cavity created by the earphone/pinna. 
Minimum audible field (MAF) indicates that the sound was presented to the listeners 
facing a loudspeaker and located m anechoic space. The sound pressure levels for MAF 
were measured at the location of the center of the head without the listener present. 
For the same listeners, NIAP thresholds are generally several decibels higher than MAF 
thresholds. 

19.3 AUDIO FREQUENCY REGION 

CHABA 

Noise exposure cnteria for the audio frequency region (20-12,000 Hz) were 
developed by the National Academy of Sciences-National Research Council, 
Committee on Hearing, Bioacoustlcs and Biomechanics (CHABA) in 1965.6 Tins 
method described n01se exposure m terms of pure tones, third-octave, and octave 
bands of noise, and 1t includes the audio frequencies of 100-7000 Hz. Acceptable 
exposures to noise can be determined from 11 sets of curves. An environmental 
noise 1s considered acceptable if it produces, on average, a NIPTS after 10 years 
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or more of near daily exposure of no more than 10 dB at 1000 Hz and below, 
15 dB at 2000 Hz, and no more than 20 dB at 3000 Hz and above. These cntena 
are based on the assumption that noise exposures producmg temporary threshold 
shifts (TISs) would eventually produce permanent threshold shifts (PTSs). The 
possible relationship that TTS 1s a precursor to PTS is still an open question. The 
CHABA cntena have been widely used and are an excellent tool. However, they 
are not simple to use or to relate to current standards, regulations, and guidelines 
and are less preferred than criteria employing A-weighted sound level. 

OSHA 

The Occupational Safety and Health Administration has adopted a noise exposure 
limit of 90 dBA with a 5-dB trading relationship to control excessive noise expo
sure in mdustry (Table 19.1). When employees are exposed to noise at different 
levels during the day, ratios of the actual to the allowed duration for that level 
are computed and the fractions summed for the day. Total daily exposure calcu
lated from these fractions or ratios must not exceed umty. No other correct10ns 
or adjustments are applied to these criteria. 

The OSHA noise exposure cntena were verified in 1983 with the publication of 
"Occupational Noise Exposure; Hearing Conservation Amendment; Final Rule."7 

The basic conditions of the onginal OSHA noise exposure regulation remain the 
same with a few exceptions. Continuous A-weighted sound levels are not permit
ted above 115 dBA regardless of duratitm.,'!i\ permissible exposure level (PEL) is 
defined as that noise dose that would result from a continuous 8-h exposure to a 
sound level of 90 dBA. The limit of 90 dBA 1s a dose of 100%, whlch is the basic 
cntenon level. A time-weighted average (TWA) is the sound level that would pro
duce a given noise dose when the employee 1s exposed to that level continuously 
over an 8-h workday regardless of the length of the work shift. Workday expo
sures of 4 hat 90 dB, 8 hat 85 dB, or 12 hat 82 dB all correspond to a TWA of 
85 dBA and a noise dose of 50%. The Hearing Conservation Amendment includes 
computational formulas and tables showing the time-mtensity relationships for 
the 5-dB rule and conversions of dose to time-weighted averages. Guidance is 
given on calculations of age correct10ns to audiograms. However, the use of age 
correct10n procedures 1s not required for compliance. 

A noise dose of 50% or a TWA of 85 dB is the "action level" at which 
hearing conservation measures must be implemented. All workers receiving noise 
doses at or above the action level must be included m a hearing conservation 
program that requires noise monitoring, audiometric testing, hearing protection, 
employee training, and record keeping. A baseline audiogram 1s one taken within 
six months of the employee's first exposure above the action level, agamst which 
subsequent audiograms can be compared. An annual audiogram must be taken 
for each employee exposed at or above the action level. A standard threshold 
shift (STS) is a change in hearmg sensitivity from the baseline audiogram that 
exceeds an average of 10 dB or more at 2000, 3000, and 4000 Hz m either ear. 
Appropnate action by the employer must be taken in response to the STS to 
ensure the continued protection of the hearing of the employee. 

I 
I 
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Environmental Protection Agency 

The EPA published "Information on Levels of Environmental Noise Requ1s1te 
to Protect Public Health and Welfare with an Adequate Margin of Safety"i m 
1974 m response to the Noise Control Act of 1972. The objective was to identify 
levels of environmental noise required to protect the public from adverse health 
and welfare effects. The levels for noise-induced hearing loss described in this 
document were based upon reviews and analyses of scientific matenals as well as 
consultations and interpretations of experts. It was concluded that an Leq of 70 dB 
over a 24-h day (over a 40-year work.mg life) would protect virtually the entire 
population (96th percentile) for hearing conservation purposes. An Leq(S) limit 
of 75 dB was considered appropnate protection fol' the typical 8-h daily .work 
penod. This criterion is considered to be very restrictive for most applications, 
and it has not been mcorporated mto any DRC for occupational nmse exposures. 

Air Force 

The U.S. Air Force (USAF) hearmg conservation critenon is 85 dBA for a 
maximum allowable 8-h daily exposure. The trading relationship of 3 dB allows 
such exposures as 16 h at 82 dBA and 4 h at 88 dBA. Higher level continuous 
exposures for shorter durations, such as 94 dBA for 1 h, are limited to a maximum 
level of 115 dBA. The ratios of the actual to the allowable daily exposure times 
are not to exceed umty. Air Force cnteria also include limiting condit10ns for 
mfrasound, ultrasound, and impulse nornes. 

Army 

The U.S. Army (USA) hearing conservation program cnterion 1s 85 dBA as 
the maximum allowable exposure regardless of durat10n. Personnel experiencing 
these exposures must be enrolled m the heanng conservation program. In training 
and noncombat scenarios smgle hearing protect10n will be worn in steady noises 
of 85-107 dBA and double hearing protection for 108-118 dBA. Protection 
requirements for unique lnilitary noise sources are deternuned individually. The 
Army criteria also mclude lil1llting exposures for impulsive noises. 

Navy 

All n01se-exposed Navy personnel are required to wear hearing protection when 
exposed to environmental noise exceeding the critenon of 84 dBA or 140 dB 
peak, regardless of durat10n. Personnel are entered into the hearing conservation 
program based on the 84-dBA damage risk criterion for an 8-h work day, with 
a 4-dB exchange rate. Double hearing protection 1s required when sound levels 
exceed 104 dBA, which admimstratively assumes 20 dB of smgle protection from 
an approved earplug or earmuff. 
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IS0-1999 

The International Organization for Standardization (ISO) standard ISO-1999 
(1990), "Acoustics-Determination of Occupational Nmse Exposure and Esti
mation of ::.l"oise-Induced Heanng Impairrnent,"5 is a landmark document that 
establishes practical procedures for estimating nmse-induced hearing loss in pop
ulations. Standard ISO-1999 does not provide a specific formula for assessing 
nsk of hearing handicap, but it specifies uniform methods for the prediction of 
hearing impairment that can be used for assessment of handicap according to the 
formula stipulated in a specific nation. The procedures are based on the equal
energy, 3-dB rule (adopted by the ISO and member nations as a conservative 
critenon) and deal with the measurement and description of noise exposure, the 
prediction of effects of noise on hearing threshold, and the assessment of risk 
of noise-induced hearing impairment and handicap. Annexes, which are not part 
of the standard, provide calculatmn procedures, examples, tabular data used in 
the calculations, and a method for relating this information to that of the pre
ceding standard, ISO-1999 (1975). These procedures allow agencies, industries, 
and governments to select parameters and establish criterion values according to 
their resue1~ti,re needs. This document will form the basis for legislation in many 
countnes. 

The ISO method describes all exposures during an average work day ill terms 
of the A-weighted sound exposure or.,~ngrgy average. The integration period 
is taken as a working day or a working week. All noises are mcluded ill the 
exposure, ranging from steady state to impulses. Exposures that contain steady 
tonal noise or impulsive/impact noise are considered about as harmful as the same 
exposure without these components but about 5 dB higher in level. Exposure can 
be measured with personal noise dosrmeters or an integrating-averagmg sound
level meter. Direct and indirect methods for the determination of exposure level 
are discussed as well as sampling methods. 

The ouly measure of environmental noise needed to calculate hearing impair
ment or risk of hearing handicap under the following conditions is the energy
averaged daily noise exposure. The maximum instantaneous sound pressure level 
must be less than 140 dB, the average 8-h daily exposure must not exceed 100 
dBA, and the maximum mdividual daily exposure must not be more than 10 dB 
above the average of all daily exposures to permit this determination of energy
averaged daily exposure. 

Implementation of this standard follows a well-defined series of operations. 
The first involves detennmation of the age-related hearing levels of the target 
population for all test frequencies (e.g., population of 50-year-old males, 90th per
centile at 500-6000 Hz). The long-standing difficulties of defining a "normal" 
population for this purpose were overcome with the utilization of two databases. 
Database A contains standardized distributions of hearing threshold of an ideal 
"highly screened" population free from all signs of ear disease, obstructions of 
wax, and without undue history of noise exposure. Database B can be any care
fully collected database covenng an occupationally non-noise-exposed population 
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considered to be a valid control for the n01se-exposed population under consid
eration. Each user of the standard can select the subpopulation most appropriate 
for its analysis. As an example, for database B the standard provides the data 
from the U.S. Public Health Service Surveys reported in 1965.8 

Next, the predicted NIPTS of the population is calculated for all test frequen
cies by considering both the number of years of exposure and the average daily 
noise exposure levels. Data m the standard for calculating NIPTS are valid for 
frequencies from 500 to 6000 Hz, exposure times of 0-40 years, and average 
daily n01se exposure levels between 75 and 100 dB. 

The hearing handicap or nsk of hearing handicap may be calculated usmg the 
appropriate NIPTS values and a formula selected by the user or a member nation. 
The document contains rune formulas that are proposed or commouly used among 
nations for assessing hearing handicap by averaging hearing threshold levels at 
selected audiometnc test frequencies. In the United States, hearing handicap for 
conversational speech 1s assessed using the average o(,the hearing levels at 500, 
1000, 2000, and 4000 Hz. Other procedures are available for determining overall 
percentage of hearing loss for purposes of compensation., 

Long~Duration Noise Exposure 

Noise exposure durations that exceed 8 h may occur in some work assignments 
and when substantial nonoccupational noise is added to that received at work. 
These longer duration exposures are extended by noises from daily livmg activ
ities, recreation, transportation, proxinllty to industry, and even other vocational 
activities. Although the baseline of most criteria is the allowable exposure for an 
8-h day, many do extend their time-intensity trading relationship to 16 or 24 h 
as additional guidance. 

Although the 8-h day, 5-day work week is considered standard, numerous 
variations are employed for many occupat10ns. Some of these are four 10-h days 
with three days off, three 12-h days with three and four days off, and 12 h on and 
12 h off. The noise exposure criteria do not cover these exposures with the same 
degree of accuracy as with the standard work week. However, 1t is reasonable to 
consider the exposure per work week as a basis for calculating noise exposure 
(i.e., the 3-dB rule). 

An llilportant discovery in studies of effects of long-duration exposure to 
continuous (nommpuls1ve) noise of 24 h and longer on human hearing was 
the phenomenon represented m 19 .2 and called asymptotic threshold shift 
(ATS).9 Hearing threshold levels progressively increased with time until the expo
sure durations reached 8-16 h. Hearing threshold levels reached a plateau or 
asymptote between 8 and 16 hand did not mcrease further with continuation of 
the same exposure levels for 24 and 48 h. Recovery from these asymptotic levels 
to the preexposure threshold levels was related to exposure time. Even though 
the asymptotic levels were the same for 24- and 48-h exposures to a particular 
stimulus, the time needed to recover was significantly longer for the 48- than 
for the 24-h exposures. The longer penod of time to recover is interpreted by 
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FIGURE 19.2 Growth recovery of nmse-mduced temporary threshold shift (NITTS) 
measured dunng and followmg the noise exposure at the tunes marked on the abscissa. 
The stimulus was a third-octave band of random noise centered on 1000 Hz presented at 
80, 85, and 90 dBA. The curves represent the averages of the hearing levels (HLs) for 
the 1000-, 1500-, and 2000-Hz test frequencies ½<HL1000 + HL1soo + HL2000). 

some as an indication of greater risk to hearing from the same stimulus (~e 
asymptotic threshold level) for 48 than.foi;:l 24 h. On the basis of analyses of the 
actual recovery times the guideline was established that the period of time in 
effective qmet required for recovery should be at least as long as the duration of 
the exposure. 

Audiometric data on the crew members and information on the mternal noise 
levels of the Voyager lightweight aircraft (two 110-hp piston engines) dunng 
a practice (five days) and a round-the-world flight (nine days) have provided 
additional important data pornts. The overall noise environments at the crew 
locations ranged between 99 and 103 dBA. Crew members wore communicat10ns 
headset and earplug eqmpments that allowed estimat10ns of the exposures at the 
ears to be between 84 and 95 dB for the octave band at 500 Hz. Comparisons of 
preflight and postflight audiograms for both flights revealed substantial shifts of 
hearing levels. The threshold shifts from the nine-day flight were no greater than 
those for the five-day flight. One week followmg the mne-day flight the heanng 
thresholds of both crew members had returned to their preflight levels. 

The hearing level data on the five- and nine-day exposures is consistent with 
laboratory data denved from both human studies of shorter duration and animal 
studies of similar duration. It 1s considered acceptable by some critena to extend 
the 8-h limits to as much as 24 h using appropnate trading relationships. Noise 
exposures of atypical work schedules such as four 10-h days with three days off 
and 12 h on, 12 h off ffilght be calculated on the bases of work week. Although 
recovery of the hearing thresholds occurred prior to nine days for these crew 
members, It remains reasonable to have personnel remain in effective qmet for a 
period at least as long as the exposure prior to reentenng the noise. 
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Music Exposure Criteria 

The USAF has adopted music exposure critena that consider customers or clients 
of military "clubs" to be "recreationally exposed" and employees to be "occu
pationally exposed." The occupationally exposed persons are governed by the 
same provisions as those of workers exposed in any other occupational noise. A 
separate set of cntena are used to control or limit the recreational exposures . 

An average A-weighted sound level of 94 dB 1s considered acceptable when 
rt does not exceed 2 h duration once a week. It is important to recognize that 
the 94-dBA guideline is not a peak of a maximum level value but 1s the average 
sound level. The average sound-level concept does not specify a fixed maximum 
level or eliminate crescendos and special effects or even some selections. It does 
perffilt these mtenmttent high levels of entertainment music to be averages in 
such a way that the overall performance is acc~ptable. 

'19.4 IMPULSE NOISE 

Impulse or impact noise is a very brief sound or short burst of acoustical energy 
with a sound pressure nse of 40 dB in 0.5 s or faster that may occur smgly or as a 
series of events. The noise may be treated as steady state when the repetition rate 
of a senes of impulses exceeds 10 per second and the decay from the individual 
peaks to minima does not exceed 6 dB. 

The effects on the auditory system have been exammed for such characteristics 
of the impulsive stimulus as frequency spectrum, duration, peak pressure level, 
total energy, type of impulse, and nse ttme. Although work continues with some 
of these characteristics, present exposure critena use only peak pressure level 
and duration and type of impulse to describe safe impulse exposures. 

In 1968, CHABA developed exposure critena for impulse noise10 based on 
extensive work in the Umted Kingdom on finng small arms. 11 The liIDitmg 
noise exposure values for the impulsive stimuli are summanzed m Fig. 19.3. 
These criteria define exposures that should produce, on average, no more NITTS 
than 10 dB at 1000 Hz, 15 dB at 2000 Hz, and 20 dB at 3000 Hz and above m 
95% of the exposed ears. The criteria provide for adjustinents or corrections for 
exposure situations that vary from the basic condition. The criteria provide for a 
daily exposure of 100 1mpu1ses dunng any time penod ranging from about 4 min 
to several hours. The values are increased for fewer and decreased for more than 
100 impulses per day by a factor .of 1.5 dB for each doubling or halving of the 
number of impulses. The allowable level must be decreased by 5 dB for impulses 
that strike the ear at perpendicular incidence. 

Simple, nonreverberating impulses that occur in open spaces are evaluated 
using the A-duration or pressure wave duration, which is the time reqmred for 
the initial or principal wave to reach peak pressure level and return momentarily 
to zero (Fig. 19.3). The B-duration or pressure envelope duration 1s used for 
impulses that occur under various reverberant conditions and 1s the total time that 
the envelope of the pressure fluctuations (positive and negative) 1s within 20 dB 
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FIGURE 19.3 Proposed damage risk critena for impulse noise arnving from the front 
or from behmd (grazing incidence) exposed persons. The A-durahon curve reflects the 
simple, nonfluctuatmg rmpulse that occurs m open areas. The B-duration curve reflects 
the pressure fluctuations of impulses that occur under vanous reverberant conditions. 

,1 

of the peak pressure level, including reflected waves. The 143-dB floor of the B-
duration curve represents the reduction of the energy entering the ear after 200 ms 
by action of the acoustic reflex (reflex contraction of the rmddle-ear muscles 
that reduces the transmission of energy to the inner ear). This comprehensive 
dose-response curve (DRC) for impulses continues to represent the present data 
and scientific understanding of impulse n01se effects on hearmg. 

The OSHA amendment, the Air Force, and the Army, all limit exposure to 
impulse or impact noises to 140 dB peak sound pressure level. The Army has 
unique equipment that generates high-level impulse noises that are measured and 
treated individually. 

Sonic booms do not constitute a threat of noise-induced heanng loss for human 
bemgs. Most of the energy in some booms generated by aircraft in supersonic 
flight 1s in the low and infrasomc frequency ranges and contributes little to the A
weighted sound level. Field and laboratory investigations with human exposures 
have revealed no significant effects on hearing from sonic booms at levels typi
cally experienced in the community. One field study involving human exposures 
to extremely intense sonic booms ranging m level frorn about 50 to 144 lb/ft2 

observed no changes in the hearing levels of the participants.12 Naturally, such 
intense sonic booms may generate higher A-weighted levels indoors than outdoors 
due to rattling of windows and doors. 

Air bag systems are designed to provide crash protection of occupants during 
side and forward impa:cts of motor vehicles. These systems generate a loud, 
impulse noise inside the vehicle upon inflation of the air cushion. In an early 
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study13 of a prototype system, 91 volunteers experienced this air bag deployment 
mside a small automobile at a median peak pressure level of 168 dB. Some ITS 
was experienced by about 50% of the subjects. About 95% of those with TTS 
recovered preexposure heanng levels on the same day. About 5% requrred longer 
times for recovery with one subject showing a gradually returning shift at one 
frequency that persisted for several months. 

19.5 INFRASOUND 

Relationships among human exposures to infrasound (0.5-20 Hz) and resulting 
heanng loss are presently not sufficiently understood for the establishment of 
national (U.S.) or international standards on exposure limits. Few investigations 
have been conducted because of difficulties in measuring hearing thresholds for 
infrasound and in producmg infrasound stimuli free from audible overtones that 
are required for exposure studies. Tentative critena have been established on the 
basis of laboratory mvestigations and field experiences with noises containing 
intense 1nfrasound components. These criteria have been mcorporated in some 
Department of Defense regulations on hazardous noise exposure. t4 

Human whole-body vibration exposures m intense levels of infrasound that 
exceeded 150 dB sound pressure level Were reported in a classic study.15 The 
sample size was small. However, the subjects were highly experienced pro
fessionals. Relationships were observed between exposure levels and human 
tolerance as a function of subjective "symptoms." These symptoms are described 
in Section 19.8 for airborne vibration. Certam exposures were judged to be very 
close to tolerance limits. Hearing levels of the subJects were measured 3 mm fol
lowing termmation of these very intense exposures and no changes were found 
in heanng sensitivity. 

The absence of hearing sensitivity effects immediately following the intense 
mfrasound exposures verifies laboratory findings that infrasound is not a maJor 
threat to hearing. The exposure cnteria in Fig. 19A have been developed on the 
basis of data such as that m the cited report and that presented in Fig. 19.5.16 

Numerous experimental subJects expenenced exposures to 10 Hz at 144 dB for 
8 min with no adverse effects. This set of safe exposure conditions was accepted 
as a baseline exposure from which 8-h limits (136 dB at 1 Hz and 123 dB at 
20 Hz) and 24-h limits (130 dB at 1 Hz and 118 dB at 20 Hz) were extrapolated. 
(Development of this sound pressure level formulation is described m ref. 16.) 

19.6 ULTRASOUND 

Ultrasound (~16-40 kHz) is widespread in our society due to sources such as 
ultrasonic cleaners, measuring devices, drilling and welding processes, animal 
repellants, alarm systems, and communications control applications as well as a 
wide range of medical applications. Although the number of people exposed to 
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FIGURE 19.4 Infrasouud 8'"1Jl!P and 24-h exposure limits. 

ultrasound is large, it poses no threat to human hearmg because neither tempo
rary nor permanent hearing loss caused by ultrasound has been reported, with 
one except10n. Temporary threshold shift was reported followmg experimental 
exposures to discrete tones m the region of 17-37 kHz at levels of 148-154 dB. 
The TTS occurred at subharmomcs of the stimulus frequency and was likely 
caused by nonlinear distortion of the eardrum. 

Nevertheless, ultrasound continues to be viewed as a threat to hearing as well 
as a cause of other subjective symptoms. Ultrasound 1s readily absorbed by air 
and its mtensity diminishes rapidly with mcreasing distance from the source. The 
impedance match with human flesh is poor, and much energy is reflected away 
from the surface of the body. Consequently, the ear 1s the pnmary channel for 
transnutting airborne ultrasound to the internal systems. 

Ultrasonic energy at frequencies above about 17 kHz and at levels m excess of 
about 70 dB may produce adverse subjective effects experienced as fullness in the 
ear, tinnitus, fatigue, headache, and malaise. These subjective effects are mediated 
through the hearing mechanism and are related to heanng ability. Persons who do 
not hear in this frequency region do not expenence these subjective symptoms. 
Women expenence the symptoms more often than men, and younger mdividuals 
report them more often than older ones. This reporting is consistent with the 
relative heanng abilities of the three groups. Neither disonentation nor loss of 
balance has been attributed to ordinary exposures to ultrasound. 

30 

Z 25 
~ 
z 
0 

~ 
a: 
:::) 
Q 
w a: 
::, 
(/) 

i 
>< w 

20 

15 

10 

5 

GD 

ffiffl 

3 

• • 

(]!) 

HEARING PROTECTION 

ca 

• 
<a 

ClX!) 

<D am 

~ 

[D 

4 5 6 7 8 9 10 15 20 

FREQUENCY (Hz) 

871 

30 

FIGURE 19.5 Infrasound exposure effects on he:mng. Exposure levels (filled symbols 
mdicate that some TIS has occurred): (L:.) > 150 dB; (O) 140-149 dB;(□) 130-139 dB; 
(◊) 120-129 dB. 

Ultrasound exposures usually contam vanous amounts of high audio frequency 
energy (5-20 kHz). Subjective effects attributed to the ultrasound are usually 
caused by the audio frequency energy. Reducing the level of the audio frequency 
energy in the exposure usually results in the disappearance of the auditory and 
subjective symptoms. 

Critena for limiting the levels of ultrasound to control auditory and subJective 
effects are very similar. The data refer to the ultrasound levels at the head of 
the exposed person. The limiting levels at 20 kHz and above apply to protection 
from the subjective symptoms described earlier. Representative international and 
national critena adopted by the World Health Organization (WHO), Norway, 
Sweden, and the American Conference of Governmental Industnal Hygiemsts 
(ACGIH) are displayed in Fig. 19.6. Norway accepts a level of 120 dB for fre
quencies higher that 22 kHz. 

19.7 HEARING PROTECTION 

The damage risk or n01se exposure cntena presented above define allowable 
exposures for unprotected ears. These criteria are also used to identify exposure 
conditions above which personnel should be included in heanng conservation pro
grams and where hearing protection should be worn. Hearing protection extends 
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FIGURE 19.6 IntematlOnal and nattonaC!eg~na for exposure to airborne ultrasound. 

the limits of allowable exposures by reducing the levels at the ear, allowing 
personnel to experience more mtense and longer duration exposures than with 
unprotected ears and still remain within established whole-body exposure cnteria. 

Hearing protector performance is mfluenced by characteristics of the wearer, 
the protective device, and the noise exposure. Protection is best with deVIces that 
provide good attenuation, are comfortable, fit properly, are easy to use, are in 
a good state of repair, and are worn. Hearing protector effectiveness 1s reduced 
by air leaks, transmiss10n properties of the materials, and noise-mduced motion 
of the device that produces sound under the protector. A limit on performance 
of ideal devices is imposed by the sound conduction properties of the tissue 
and bone of the head. In high-level acoustical fields, sound travels "around" the 
protector to the inner ear through the tissue and bone of the head. The level 
of the sound reaching the ear by such means is about 50 dB below that of arr 
conduction reaching the ear through an open ear canal. Bone-conducted sound is 
not a major concern for most noise envrronments. Total-head enclosures extend 
the tissue and bone limits by about 10 dB. 

lnfrasound 

Good insert-type heanng protection devices should provide attenuation of 
infrasound approaching that observed at the 125-Hz third-octave band. Earmuff 
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hearrng protectors provide very little protection and may even amplify the sound 
at some of these 1nfrasornc frequencies. Exposures to levels of infrasound above 
150 dB should be avoided even with maximal hearing protection because of 
possible adverse nonauditory effects. 

Audio Frequency Region 

Hearing protect10n performance varies as a function of the frequency spectrum 
of the noise. In general, conventional earplugs and earmuffs provide good sound 
protection at higher frequencies (above 1000 Hz)7 Earplugs provide effective pro
tection at both high and low frequenCies. Ample protect10n is observed across all 
frequencies with certam foam insert earplugs. Earmuffs provide poor attenuation 
at the low frequencies. 

A combmation of earplug and earmuff is requir~d when an individual protector 
is unable to reduce a noise to an acceptable level. The resulting attenuation is 
not the sum of the two protectors but an amount detennined by the particular 
combmation of devices. The attenuation of the combmed units often reaches the 
bone conduction limits at the high frequencies. At the illld- and lower frequencies 
the amount of attenuat10n is determined primarily by the earplug. Selection of a 
good earplug for use with a muff will provide good double hearing protection at 
all frequencies. 

Special earmuff hearing protectors called nonlinear devices allow face-to-face 
speech communication at low levels of noise and provide typical amounts of ear
muff protection at high levels. Active noise reduct10n (ANR) earmuffs employ 
electronic (noise cancellation) and acoustical means of reducing low-frequency 
noise at the ears. This active earmuff can mcrease intelligibility and comfort 
and reportedly reduce fatigue when used with speech communication systems in 
noise. The A..'l\lR earmuffs are widely used m such areas as communications, pn
vate aircraft, entertainment, and sport activities and by passengers in commercial 
aircraft. 

Hearing protection devices have the potential capability to reduce and elimi
nate most noise-induced hearmg loss. However, issues such as comfort, selection, 
fit, training, use, motivation, and others limit the full-performance capability of 
the devices to be realized in the workplace. 

Long-Duration Exposures 

Long-duration noise exposures are typically steady state, continuous, and gener
ally within the audio frequency range. The rnformation on hearing protection for 
audio frequencies is also appropriate for long-duration noises. 

Ultrasound 

Conventional hearing protection devices, earplugs and earmuffs, provide good 
protection against airborne ultrasound at frequencies above about 20,000 Hz. 
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Attenuation exceeding 30 dB is generally provided for frequencies from about 
10,000 to 20,000 Hz. Hearing protection is most effective m eliminating subjec
tive symptoms that occur when protectors are not worn. Reduction and elimina
tion of subjective symptoms is also a good indication of the effectiveness of the 
heanng protector. 

Impulses 

Earmuff and earplug protectors should provide adequate attenuation for impulses 
compnsed pnmarily of high-frequency energy, such as small-arms fire. Earmuff 
attenuation decreases as the concentration of energy in the impulses moves to the 
lower frequencies, as with large-caliber weapons (the attenuation vs. frequency 
of the protectors 1s not changing, only the spectral distribution of the impulse is 
different). The reduction of the peak sound pressure level of a particular earmuff 
is about 30 dB for pistol fire, about 18 dB for rifle fire, and as little as 5 dB for 
cannon fire. The peak level of the impulses of most pistol and standard rifle shots 
is reduced to less than 140 dB by good earmuffs. A combination of earplugs and 
earmuffs should be used for impulses requiring good low-frequency attenuation. 

The USAF and the USA require single hearing protection when impulses 
reach 140 dB peak positive pressure and double heanng protection when the 
levels reach 160 dB (USAF) and 165 dB (USA). 

19.8 HUMAN VIBRATION RESPONSE 

The human body is a dynamic system, possessing mass and the ability to achieve 
relative motion between parts of the body (elasticity). It can therefore be affected 
by exposure to oscillatory motion or vibration. Although the ear is the most sen
sitive body organ for the reception of vibratory energy in the auditory frequency 
range, structure-borne and airborne vibrat10n occurring at lower frequencies can 
be transmitted to a variety of anatomical structures, including sk::m, bone, mus
cles, jomts, and :mternal organs. Most of our population is exposed to occasionally 
moderate levels of vibration with relatively harmless effects. Occupational expo
sures to vibrat10n are more severe than nonoccupational exposures and have been 
associated with b10log1cal, psychological, and human performance effects. 

Vibration 1s transmitted to the human body via the oscillatory motion from 
vibrating structures m contact with the body surface (structure borne) or via the 
transmission of sound pressure waves m high-noise environments (airborne). In 
structure-borne whole-body vibration, oscillatory mot10ns enter the body usu
ally at the feet (standing) or buttocks (sitting) at the supporting surface and 
can be transmitted throughout the body to other anatollllcal structures (such 
as the head). 17 The major sources of nonoccupational whole-body exposures 
include transportation vehicles such as automobiles, buses, trains, airplanes, and 
boats. Whole-body occupational vibration 1s experienced by operators of agn
cultural and forestry tractors, earth-moving and construction eqmpment, all types 
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of trucks, sea-going shlps, airplanes and helicopters, as well as mmmg and fac
tory workers on vibrating platfonns. Structure-borne hand-transmitted vibration 
is ISolated to a very specific anatomical reg10n, primarily through the operat10n 
of vibrating hand tools such as jackhammers, chipping hammers, chain saws, 
grinders, and other types of pneumatic or electric hand-held devices. In airborne 
whole-body vibration, oscillatory motions enter the body VIa high levels of low
frequency sound pressure waves. Substantial airborne _yibration occurs during 
aircraft engme run-ups and ground-based maneuvering, particularly in military 
envrronments where ground crews are required to work cJose to powerful aircraft 
m restnctive areas. 

The absorption of vibratory energy by the body 1s detennined by the body's 
characteristics as a mechanical system.18 Engineenng techniques (transfer flmc
tion, power absorption) have been used and continue to be improved for defimng 
these charactenstics and for developmg various models of the whole body and 
its subsystems (such as the hand-arm). These methods and models give insight 
into the energy transmission through the body and are useful tools for identifying 
the overall sensitivity of the body as well as for explainmg the various effects 
on specific target organs and structures. 

Whole-Body Vibration Effects 

For whole-body vibration, the mechanical ,~tresses imposed on the body can 
potentially lead to mterference with bodily functions and tissue damage m prac
tically all parts of the body. Historically, the major concern has focused on 
whole-body vertical vibration. More recent research mcludes multiaxis vibration 
effects. Figure 19.7 illustrates the short-time, 1-min, and 3-min tolerance limits 
reported by healthy adult male subjects exposed to vertical sinusoidal vibration. 19 

Human tolerance to vibration tends to decrease with longer exposure periods. 
While acute exposures in the vicinity of human tolerance have not resulted in 
demonstrable harm or in Jury, prolonged and repeated exposures to these levels 
are considered to have a high potential for producing bodily damage. For vertical 
vibration, mimmal tolerance occurs between 4 and 8 Hz.19 This frequency range 
coincides with the major· whole-body resonance observed in b1odynarnic data. 
Most physiologic effects in the region of 2-12 Hz are associated with excessive 
movement of the thoraco-abdommal viscera that can interfere with respiration and 
cause changes m cardiovascular functions that typically resemble the response 
to exercise.20 Prolonged and repeated (chronic) occupational exposures, as they 
occur in drivers of tractors and earth-movmg eqmpment, are rrnplicated by many 
investigations m the development of spmal column and other Joint disorders and 
pathologies and of stomach and duodenal diseases.21•22 However, their causal 
relationship with vibration stress has not been clearly proven. For example, back 
pain and back disorders have been reported for other occupations with no vibra
tion. These symptoms have also been associated with poor body posture. Studies, 
including the early study by Coermann, 23 have shown that body posture can affect 
whole-body vibration response. 
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FIGURE 19.7 The short-tune, 1-mm, andc:l-DJin tolerance limits reported dunng vertical 
smus01dal vibration.19 

Whole-body vibration can also influence working performance. It can cause 
mvoluntary body motions that mterfere with the active motor control of the 
op<;rator with undesirable effects. Relative motion of the eye with respect to an 
object or target can cause difficulty in reading instruments and performing visual 
searches.24 This 1s particularly a concern at low frequencies where there 1s a hlgh 
propensity for head movement in the region of whole-body resonance (below 
10 Hz). Below about 20 Hz, compensatory eye movement aids in stabilizmg the 
line of sight to a stationary obJect during head vibration.25 When the image 
moves with the head, as occurs with a helmet-mounted display, compensatory 
eye movement becomes meffective, mcreasing the potential for visual blurring.26 

Eye resonance has been reported to occur in a broad frequency range between 
20 and 70 Hz.25 Relatively hlgh levels of whole-body vibration or direct contact 
of the head with the vibrating structure are necessary to mduce visual blurring 
due to the body's damping effect at these higher frequencies. 

With regard to airborne vibration, the mismatch between the acoustical 
impedance of arr and the human body surfaces prevents significant amounts 
of acoustical energy from entering the body, particularly at hlgher frequencies.27 

With decreasing frequencies below 1000 Hz, more acoustical energy is absorbed 
m the form of transverse shear waves. With exposure to high-mtensity noise levels 
[120 dB sound pressure level (SPL)] between 100 and 1000 Hz, tissue vibration 
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occurs and the noise is felt via the stimulation of somatic mechanoreceptors. 28 

Below 100 Hz, mtense noise can cause whole-body vibration that not only 
affects motion in the chest, abdominal wall, viscera, limbs, and head but 
also can generate motions m the body cavities and air-filled or gas-filled 
spaces.28 Von Gierke and Nixon27 reported that resonance of the chest wall 
and air-filled lungs occurs around 60 Hz. For noise exposures below 150 dB, 
the most common symptom reported by subjects was mild to moderate chest 
vibration.15 Above 150 dB, symptoms included mild nausea, giddiness, subcostal 
discomfort, cutaneous flushing and tingling (around 100 Hz, 153 dB); coughing, 
severe substernal pressure, choking resprration, salivation, pam on swallowing, 
hypopharyngeal discomfort, and giddiness (60 Hz, 154 dB and 73 Hz, 150 dB); 
and headache (50 Hz, 153 dB).15 More recent efforts have been made to measure 
the biodynamic response of the body to airborne vibration and compare the body 
acceleration spectra to the n01se spectra. 29 The preliminary results for exposures 
to Jet aircraft n01se dunng engine run-ups confirm the upper torso resonance 
reported by von Gierke and Nixon.27 

Hand-Transmitted Vibration Effects 

Hand-arm vibration syndrome (HAVS) refers to the "complex of peripheral vas
cular, neurological, and musculoskeletal disorders associated with exposure to 
hand-translilltted vibration" (ref. 30, p. 11). HAVS is recogmzed worldwide as 
a health concern. Prolonged and repeated exposure to hand-transrmtted vibra
tion can lead to a very specific disease called vibration-mduced white finger 
(VWF), or Raynaud's phenomenon. This rmpairment of the blood circulat10n 
of the hand progresses with exposure time from intermittent numbness and tin
gling in selected fingers to extensive blanching of most fingers, first only m 
combmation with cold and finally at all environmental temperatures. In the final 
stages the disease interferes severely with social activities and contmuation of 
the occupation. According to Taylor and Pelmear,31 the clinical manifestations 
of the finger-blanching attacks progress in four stages, with stage 1 signal
ing the onset of the disease, mamly outdoors m wmter. Whlle symptoms of 
the first stages might still be reversible if vibration exposure 1s discontinued, 
the later stages are considered irreversible by most researchers. In later stages, 
the vascular manifestations are reported to be accomparued by nerve, bone, JOmt, 
and muscle involvement.32 Studies have shown that HAVS, specifically VWF, 1s 
influenced by several factors, including the frequency, magnitude, and duration 
of the exposure, m addition to the type of tool. As with whole-body vibration, 
the symptoms of VWF appear to increase with exposure duration. 

19.9 HUMAN VIBRATION EXPOSURE GUIDELINES 

Extensive research over the last four decades has led to a reasonable under
standing of the potential pathological and physiological effects of structure-borne 
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whole-body as well as hand-transrmtted vibration, although the mechanisms of 
these effects continue to be topics of research. Frequency-dependent sensitiv
ity curves have been denved for the whole-body and for the hand-arm from 
both subjective and objective frequency response characteristics. These sensitiv
ity curves form the basis for current whole-body and hand-transmitted vibration 
standards. There are ma3or national and international standards that provide guide
lines and recommended criteria for safe vibration exposure based on these curves 
and that are generally relied upon in designing vehicles, equipment, tools, and 
mitigation strategies for use in vibration environments. These standards are pen
odically revised as vibration research continues and new data become available. 

Structure-Borne Whole-Body Vibration Criteria 

The International Organization for Standardization (ISO) is the most widely rec
ognized body for providing the basic guidelines for assessing the damage risk 
of structure-borne whole-body vibration (ISO 2631). As of 2004, the standard 
entitled "Mechanical Vibration and Shock-Evaluation of Human Exposure to 
Whole-Body Vibration" mcluded three parts: ISO 2631-1:1997,33 ISO 2631-
2:2003,34 ISO 2631-4:2001,35 and ISO 2631-5:2004.36 Part 1, entitled "General 
Requirements," describes the general methods for measuring whole-body vibra
tion. Informative annexes are included that guidance on possible effects of 
vibration on comfort, perception, health,. ~d motion sickness based on current 
knowledge in these areas. In 2002, the American National Standards Institute 
(ANSI) accepted the ISO 2631-1:1997 as a nationally adopted mtemational 
standard (ANSI S3.18-2002),37 replacmg the long-standing 1979 version. For 
whole-body vibration, the frequency range considered 1s 0.5-80 Hz although the 
range from 1 to &O Hz can be used if appropriate. When the vibration is transmit
ted by a resilient structure, such as a seat cushion, a suitably shaped transducer 
support 1s interposed between the person and that structure. The standard recom
mends the collection of acceleration data between the body and three supportmg 
surfaces for the seated occupant, mcluding the seat pan or surface, seat back, 
and feet. For the recumbent occupant, the supporting surfaces include the pelvis, 
back, and head. Translational vibrations are typically measured in the three axes 
defined by an orthogonal coordinate system. For standing, seated, and recumbent 
whole-body vibration, the x axis 1s defined in the back-to-chest (fore-and-aft) 
direction, the y axis for the side-to-side (lateral) direction, and the z axis for the 
foot- (or buttocks-) to-head (vertical) directmns.33 Rotational vibration may also 
be measured or estimated. There are three pnmary frequency-weighting curves 
(including motion sickness) and three additional frequency-weighting curves 
that are applied to the acceleration-time histories or frequency response spec
tra depending on the measurement site and the particular effect being assessed. 
Figure 19.8 illustrates the two primary frequency weightmgs that reflect the sen
sitivity of the body in the respective directions. 

The overall weighted root-mean-square (rms) acceleration 1s detemuned in 
the time or frequency domain m each axis. The assessment 1s made based on 
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the highest weighted acceleration level. If vibration in two or more directions 1s 
comparable, then additional direction-dependent multiplying factors are applied 
and the vibrat10n total value (VTV) or vector sum is calculated. 

Other methods are also described, including the running rms method and 
fourth-power vibrat10n dose method (using the vibration dose value, or VDV). 
The VDV is more sensitive to peaks in the exposure. Figure 19.9 depicts the 
Health Guidance Caution Zones provided in the ISO 2631-1:1997 and ANSI 
S3.18-2002. These guidance zones apply to the overall weighted accelerations 
determined at the seat pan m the three translational directions. In the figure, the 
zones defined by the solid lines are applicable to the nns acceleration level. The 
zones defined by the dotted lines are applicable to the fourth-power vibration 
dose method. Below the zones, health effects have not been clearly documented 
or observed. Within the zones, caution is mdicated for potential health nsks. 
Above the zones, health risks are likely.33 

For estimatmg the effects of structure-borne whole-body vibration on com
fort and percept10n, rotational frequency weightings and multiplying factors are 
included for the seated occupant. 33 The VTV 1s recommended for assessmg 
comfort. The standard ISO 2631-1:1997 provides six comfort reactions to vibra
uon and the associated overall weighted acceleration levels rangmg from "not 
uncomfortable" to "extremely uncomfortable." These reactions have no ume 
dependency. 
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national Organization for Standardizauon. 8ta:wiard can be obtained from any member 
body or directly from ISO Central Secretariat, ISO, Casepostal 56, 1211 Geneva 20, 
Switzerland.) 

Gmdelines on motion sickness are pnmarily applicable to ships and other sea 
vessels. The weighted rms acceleration 1s determined between 0.1 and 0.5 Hz 
in the vertical direction at the supporting surface. Two methods are given for 
calculating the motion sickness dose value (MSDV2). An approximation of the 
percentage of indiV1duals who may vomit 1s given by Km(MSDVz), where Km = 
½ for a population of unadapted male and female adults.33 

The standard ISO 2631-2:2003, entitled "Part 2: Vibration in Buildings (1 Hz 
to 80 Hz)," 1s directed toward human exposure in buildings with respect to coma 
fort and annoyance. A smgle frequency weighting, Wm, is defined that is related 
to the combined-response rating curve used in the older 1989 edition. The gen
eral guidelines for measuring the vibration are similar to those given m ISO 
2631-1:1997. The vibration is measured m the three orthogonal axes with the 
directions relating to the structure and defined for the standing individual (Part 1). 
The measurements are made at a location where the highest frequency-weighted 
vibration occurs. Categories of sources are provided and include (a) continuous 
or sem1contmuous processes (e.g., industry), (b) permanent mtermittent activities 
(e.g., traffic), and (c) lim1ted duration (nonpennanent activities, e.g., construc
tion). The 2003 standard does not include acceptable levels of vibration. The 
consensus of opmion is that sufficient information was not available at the time for 
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establishing appropriate vibration levels given the complexity of human response 
to building vibration. The standard does indicate that adverse comments about 
residential building vibration may occur when the magnitudes or levels are only 
slightly higher than the perception levels (ISO 2631-1:1997, Annex C).33 Other 
complamts may be due to secondary effects such as reradiated noise (ISO 2631-
2:2003, Annex B).34 There should be no reason to consult the Health Guidance 
Caution Zones in ISO 2631-1:1997, Annex B, except in an extremely rare build
ing vibration environment. 

The standard ISO 2631-5:2001,36 entitled "Part 5: Method for Evaluation of 
Vibration Contaming Multiple Shocks," directs attention to the health of the lum
bar spine. Exposures to multiple shocks may occur in the operation of equipment 
and vehicles over rough terrain or rough seas. A biomechanical model is used 
to predict the response of the human spine to a given input and to generate an 
acceleration dose. The standard provides guidelines on using the acceleration 
dose to assess the health effects of multiple shocks based on the probability of 
an adverse health effect that depends on the relationship between the ultimate 
strength of the lumbar spine. the age of the person, and the number of years of 
exposure. 

Airborne Whole-Body Vibration Criteria 

Current guidelines for airborne vibration are given in terms of the noise exposure. 
The Air Force Occupational, Safety, and Health Standard AFOSHSTD 48-1914 

recommends that, for minirmzing whole-body vibration effects, no octave- or 
one-third-octave-band noise level exceed 145 dB for frequencies in the range 
of 1-40,000 Hz and that the overall A-weighted sound pressure level be below 
150 dBA with no time lim1ts. The ACGIH38 recommends that one-third-octave
band levels between 1 and 80 Hz should not exceed 145 dB, and the overall 
unweighted SPL should not exceed 150 dB. The assessment of airborne vibration 
exposure may differ depending on which guideline is used. Mimmal research 
has been conducted on the physiological and pathological effects that may be 
associated with airborne vibration. 

Hand-Transmitted Vibration Criteria 

The ISO provides basic guidelines for assessmg hand-transmitted vibration m ISO 
5349, "Mechanical Vibration-Measurement and Evaluation of Human Expo
sure to Hand-Transmitted Vibration." The standard consists of two parts: Part 
1: General Requrrements (ISO 5349-1:2001)30 and Part 2: Practical Guidance 
for Measurement at the Workplace (ISO 5349-2:2001).39 For hand-transmitted 
vibration, the center of the coordinate system is the head of the third metacarpal 
with the z axis defined as the longitudinal axis of the third metacarpal, the y axis 
in the general direction of the tool handle (basicentric coordinate system), and 
the x axis passing from the top to the bottom of the hand. Figure 19.10 illus-
trates the :frequency weightings or factors associated with the center frequencies 
of one-third-octave bands for assessmg the effects of hand-transmitted vibration. 
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FIGURE 19.10 ISO 5349-1:2001 Frequency-weightmg curve Wh for ha.nd-transrrutted 
vibrat10n.33 (Redrawn with pernuss10n. Copyright by the International Organization for 
Standardization. Standard can be obtained from any member body or directly from the 
ISO Central Secretariat1ISO, Casepostal 56, 1211 Geneva 20, Switzerland.) 

... ,,....,___~ 

The quantity used to assess health effects is the 8-hr energy-equivalent vibra
tion total value [A(8)], or daily vibration exposure. It 1s assumed that the health 
risk for hand-transmitted vibration applies to all three orthogonal directions. 
Therefore, the same we1ghtmg curve (Fig. 19.10) is applied to vibration in each 
of the three orthogonal axes. The vector sum of the overall weighted accelera
tions estimated for each axis defines the vibration total value (abv), Figure 19.11 
depicts the daily exposure values [A(8)] expected to produce vibration-induced 
white finger in 10% of persons exposed for a given number of years, Dy, The 
standard ISO 5349-2:200139 provides additional guidelines for measuring hand
transrmtted vibration m the workplace, determ1ning the daily vibration exposure, 
and selecting appropnate operations. The measurement of vibration entenng the 
hand may not always be practical. Part 2 includes practical measurement loca
tions for selected power tool types and summarizes the location of accelerometers 
used in vibration-type test standards for a vanety of power tools. These locations 
are usually close to the hand. 

Additional Exposure Standards and Guidelines 

Other organizations and countries have generated standards and guidelines that 
compliment, supplement, or even differ from the human vibration standards 
described above, particularly the ISO 2631-1: 1997. The ACGIH38 provides guide
lines for whole-body as well as hand-transmitted vibration. The European Union 
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FIGURE 19.11 Vibration exposure for predicted 10% prevalence of vibration-mduced 
white finger in a group of exposed persons. (Redrawn from ISO 5349-1:200130 with 
permission. Copyright by the International Organization for Standardization. Standard 
can be obtained from any member body or directly from the ISO Central Secretariat, ISO, 
Casepostal 56, 1211 Geneva 20, Switzerland.) 

has recently published a directive on health and safety requirements for exposure 
to both whole-body and hand-transmitted vibration. It is important that design
ers and assessors understand the similanties and differences among the various 
standards and the appropnateness of their applicability. It 1s also cntical to use 
current editions of these standards since new information could have significant 
influences on defining health nsk. 
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CHAPTER20 

Criteria for Noise in Buildings 
and Communities 

LEO L. BERANEK 

Consultant 
Cambridge, Massachusetts 

One of the early steps in the architectural design of a building is the specification 
of acceptable noise levels in the spaces for occupancy by human beings. Noise 
sources in rooms include the arr-handling and conditiomng system (HVAC), the 
occupants themselves, machinery in the room, and vibration of the surfaces of 
the room by machinery outside. In this chapter, the sources of the noise in a 
space are, m general, not discussed. However, in many cases, such as in offices, 
dwellings, schools, auditoriums, and studios, it is generally true that the most 
likely annoying noise 1s created by the HVAC system. In those cases the critena 
presented here apply to the HVAC noise alone as measured without the presence 
of people. In shops, manufacturing plants, and restaurants, the principal noise 
sources are machinery or large numbers of people. In such spaces the designer 
only has to make sure that the HVAC levels do not exceed the liberal liillltS 
suggested in this chapter. 

20.1 SOUND LEVELS: DEFINITIONS 

The sound (noise) levels, all in decibels, that are used m this chapter are taken 
from Chapter 1, which, m turn, were taken from U.S. and mternational standards: 

• Sound pressure level (SPL) Lp [see Eq. (1.21)]. 
• A-weighted sound pressure level LA [see Eq. (1.22)]. 

• The equivalent sound level Leq, which is broadly defined by 

J: p;,(t)dt 
Lav,T = 10 log(l/T) 2 dB 

Pref 

(20.1) 

where T is the time over which the averagmg takes place and must be specified 
[see Eq. (1.23)]. 

AA7 
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CHAPTER20 

Criteria for Noise in Buildings 
and Communities 

LEO L BERANEK 

Consultant 
Cambridge, Massachusetts 

One of the early steps in the arclntectural design of a building is the specification 

of acceptable noise levels m the spaces for occupancy by human bemgs. Noise 

sources in rooms include the air-handling and conditioning system (HVAC), the 

occupants themselves, machinery in the room, and vibration of the surfaces of 

the room by maclnnery outside. In tlns chapter, the sources of the noise in a 

space are, in general, not discussed. However, in many cases, such as in offices, 

dwellings, schools, auditoriums, and studios, it is generally true that the most 

likely annoying noise is created by the HVAC system. In those cases the cnteria 

presented here apply to the HVAC noise alone as measured without the presence 

of people. In shops, manufacturing plants, and restaurants, the principal noise 

sources are machinery or large numbers of people. In such spaces the designer 

only has to make sure that the HVAC levels do not exceed the liberal limits 
suggested in this chapter. 

20.1 SOUND LEVELS: DEFINITIONS 

The sound (noise) levels, all in decibels, that are used m this chapter are taken 

from Chapter 1, which, m turn, were taken from U.S. and international standards: 

• Sound pressure level (SPL) [see Eq. (1.21)]. 

• A-weighted sound pressure level LA [see Eq. (1.22)]. 

• The equivalent sound level Leq, which is broadly defined by 

ft p71(t) dt 
Lav,T = 10 log(l/T) 1 dB 

P;ef 
(20,l) 

where T is the time over which the averaging takes place and must be specified 
[see Eq. (1.23)], 

Rs:1.7 
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• A-weighted equivalent sound level Leq,A is that given by Eq. (20.1), but 
with the A-weighted frequency response in place in the measunng mstru
ment. Often this quantity is simply labeled Leq and the A weighting is 
known through its expression in dBA [see Eq. (1.24)]. 

• The band average sound level is that given in Eq. (19.1), but with the band 
width specified. 

• The averaging time T can be a matter of fractional seconds, mmutes, hours, 
days, or even a year. Always, it must be specified. 

• Day-night sound level Lctn [see (l.25)]. Note, ill some nations, the 24-h 
period is divided into three intervals, day, evening, and night, for which 
Eq. (1.25) must have three integrals with the interval times specified. 

• A-weighted sound (noise) exposure (proportional to energy flow, 
intensity times time, in a sound wave in the time period T) [see Eq. (1.26)]. 

• A-weighted sound (noise) exposure level LEAT Eq. (1.27)]. 
• Speech interference level SIL is the average of the sound pressure levels 

m the four octave bands, whose midfrequencies are 500, 1000, 2000, and 
4000 Hz. 

20.2 EVALUATION OF ROOM NOISE: SURVEY METHOD, 
ENGINEERING METHOD, AND PRECISION METHOD1 

~ •• ,,,, <) 

Current-Day Sound-Level Meters 

Current-day sound-level meters are used to determine the sound levels in some 
or all of the ten octave bands with midfrequencies from 16 to 8000 Hz. The 
meter "speed" can be set to slow, fast, or impulse. When the meter speed is set 
to "fast," a running integration time of about 125 ms is achieved. The output of 
the meter can be set to read or store the following levels: Leq, the equivalent 
noise level over the measurement time penod; the peak level and the 
statistical levels L10, Lso, L90 , and L95 , where the subscript means that level is 
exceeded 10, 50, 90, or 95% of the time. The 50% level is the median level. 
When measuring A-weighted sound levels, the meter speed is set at "slow." For 
monitoring, the meters usually have storage capacity from 1 s up to 24 h. The 
stored data can be sampled as often as every 100 ms. Acoustical consultants say 
that their measunng time of HVAC noise at a particular location in a room is 
usually under a minute. 

Survey Method - LA 

An A-weighted sound level LA is often used for surveying whether a measured 
noise level satisfies a specified noise criterion. It 1s readily measured with the sim
plest sound-level meters. The measurement of LA 1s the average of the maxinlum 
meter readings, with the meter response set at slow, and obtained by movmg the 
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microphone about the room, avoiding positions near the surfaces or the geometric 
center. It is assumed that the measured noise is free of pure tones and HVAC 
surging. The presence of HVAC surgmg can usually be detected by listening or 
by observing the meter swmgs using the "flat" (or "C") frequency weighting and 
the fast meter response. 

Because lacks specific spectral information, It can be misleading m evalu-
ating noise other than that arismg from reasonably well-designed HVAC systems. 
The values given m Table 20.1 are recommended for estimating whether mea
sured A-weighted levels may be suitable for the purposes indicated. The numbers 
presented in that table are largely influenced by the results of a request to a num
ber of consulting ,firms for examples of excessive noise situations.2 Fourteen firms 
responded. The acceptable and unacceptable octave-band levels in school rooms, 
auditoria, offices, and hotel rooms resulted. Those data indicated that the best 
method to use in writmg specifications, where HVAC surging and large sound 
fluctuations are not expected, is to use noise criterion (NC) curves, described in 
the next section. (Note: The acceptable NC curves for vanous occupancies of the 
spaces are given m Table 20.2. Table 20.1 was determined from Table 20.2 and 
the NC curves of Fig. 20.1 as follows: For each of the NC curves the speech 
interference level (SIL) and the A-weighted effective level (LA) were calculated 
and LA - SIL found. These differences were added to the levels in Table 20.2 
to obtam the levels of Table 20.l. For example, LA SIL for the NC--40 cnte
non curve is 8 dB, which means that where 40 dB appears in Table 20.2, 48 dB 
appears m Table 20.1. Also ill reference 2, the octave-band levels for 14 cases 
of excessive noise at low frequencies revealed that LA - SIL 14 dB is clearly 
unacceptable, while in offices with acceptable noise levels LA - SIL did not 
exceed approximately 7.5 dB.) 

Engineering Method: NC Curves 

The most widely used method today for evaluating the suitability of the noise in 
a space for human occupancy and for wnting noise specifications employs the 
NC curves shown in Fig. 20.1.3•4 The 1mmerical values from which Fig. 20.1 was 
plotted are given in Table 20.2 (rounded to the nearest decibel). In measunng 
a notse the sound-level meter (with octave-band filtering) is set to yield Leq 
with a slow meter, flat response. The integration time T can be of any desired 
length-seconds, hours, or months. If each octave-band meter reading slowly 
fluctuates over a small range, the average value is used. 

For writing specifications, the suggested NC ratings for various occupancies 
are shown in Table 20.2. For example, for small offices, NC-35 to NC-40 is listed. 

When evaluating a measured noise spectrum, the octave-band levels are plotted 
on the set of curves in 20.1. The rating given to the noise is set by the band 
level that "touches'' the highest NC curve (interpolated to the nearest decibel). 
For example, assume that the levels in the eight bands from 31.5 to 4000 Hz 
were 68, 65, 61, 58, 50, 42, 37, and 30 dB, respectively. The highest NC rating 
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TABLE 20.1 Recommended A-Weighted Sound-Level Criteria for HVAC Systems 
for Rooms (Unoccupied) of Various Uses 

Occupancy 

Small auditoriums 
Large auditoriums, drama theaters, and large 

churches (for very good speech aruculation) 
TV and broadcast studios (close m1crophone pickup only) 
Leg1tunate theaters 
Pnvate residences 

Bedrooms 
Apartments 
Family rooms and living rooms 

Schools 
Lecture and classrooms 

With areas less· than 70 m2 

With areas greater than 70 m2 

Open-plan classrooms 
Hotels/motels 

Individual rooms or suites 
Meeting/banquet rooms 
Service support areas 

Office buildings 
Offices 

Executive 
Small, pnvate 
Large, with conference tables 

Conference rooms 
Large 
Small 

Open-plan areas 
Business machines, computers 
Public circulation 

Hospitals and climes 
Private rooms 
Wards 
Operating rooms 
Laboratones 
Corridors 
Public areas 

Movie theaters 
Churches, small 
Courtrooms 
Libraries 
Restaurants 
Light mamtenance shops, industrial plant control rooms, 

kltchens and laundries 
Shops and garages 

Note: Data based on LA - SIL for NC curves of Table 20.2. 

A-Weighted Sound 
Level L,1 in dBA 

35-39 
30-35 

16-35 
30-35 

35-39 
39-48 
39-48 

44-48 
39-44 
44-48 

39-44 
35-44 
48-57 

35-44 
44-48 
39-44 

35-39 
39-44 
44-48 
48-53 
48-57 

35-39 
39-44 
35-44 
44-53 
44-53 
48-52 
39-48 
39-44 
39-44 
44-48 
48-52 
52-62 

57-67 
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TABLE 20.2 Recommended NC and RNC Noise Criteria for HVAC Systems for 
Rooms (Unoccupied) of Various Uses 

Occupancy 

Recording studios 
Broadcast studios ( distant microphone pickup used) 

Concert halls, opera houses, and recital halls (listenmg to 

famt musical sounds) 
Small auditonums 
Large auditonums, large dranra theaters, and large churches 

(for very good speech articulation) 
TV and broadcast studios (close microphone pickup only) 
Legmmate theaters , 
Private residences 

Bedrooms 
Apartments 
Family rooms and living rooms 

Schools 
Lecture and classrooms 

With areas less than 70 m2 

With areas greater than 70 m2 

Open-plan classrooms 
Hotels/motels 

Individual rooms or suites 
Meeung/banquetrooms 
Service support areas 

Office buildings 
Offices ,, 

Execuhve 
Small, private 
Large, with conference tables 

Conference rooms 
Large 
Small 

Open-plan areas 
Busmess ma~hines, computers 
Public circulation 
Hospitals and climes 

Private rooms 
Wards 
Operaung rooms 
Laboratories 
Corridors 
Public areas 

Movie theaters 
Churches, small 
Courtrooms 
Libranes 
Restaurants 
Light mamtenance shops, mdustnal plant control rooms, 

kitchens and laundnes 
Shops and garages 

NC and RNC Recommended 
Cntenon Curve 

Lowest curve of Fig. 20.1 
10 

15-18 

25-30 
20-25 

15-25 
20-25 

25-30 
30-40 
30-40 

35-40 
30-35 
35-40 

30-35 
25-35 
40-50 

25-35 
35-40 
30-35 

25-30 
30-35 
35-40 
40-45 
40-50 

25-30 
30-35 
25-35 
35-45 
35-45 
40-45 
30-40 
30-35 
30-35 
35-40 
40-45 
45-55 

50-60 
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FIGURE 20.1 Noise cntena curves derived from interviews and simultaneous noise 
measurements extended to low frequenci~~ by comparison with balanced NC (NCB) 
curves. These NC curves are used to rate noise\ by the "tangency method."2•3•5•10 Region 
A mdicates low-frequency levels that may produce feelable vibrations and rattles from 
lighting fixtures m lightweight constructlons if fluctuations or surging is present. The 
threshold of hearing is taken from ANSI S12.2-1995. 

curve "touched" by this spectrum is detennined by the 58-d.B level in the 250-Hz 
band and equals NC-50. This is the so-called tangency method of rating. 

The NC curves were origmally derived from a survey of noise m a large 
number of offices and spaces m a military Arr Force base5 and in several office 
buildings.6 The surveys were conducted by asking occupants of rooms how they 
rated the noise both generally and at that instant ( on a scale with six divisions 
from "very quiet" to "intolerably noisy") and then measunng the noise at that 
instant. It was determmed that the activity most affected by the noise was speech 
communication both person to person and by telephone. However, it was also 
found that even though speech communication might be satisfactory m a space, 
the low-frequency noise levels could be so high as to be annoying. How much 
higher can the low-frequency noise be compared to the rnidfrequency noise? It 
was found that the overall loudness of the n01se had to be taken into consideration. 
To answer this question, two quantities were measured, the SIL and the loudness 
level of the noise. 

The SIL 1s a measure of the degree of interference of a noise with speech 
communication. It is standardized as the average sound pressure level, in decibels, 
in the four octave bands 500, 1000, 2000, and 4000 Hz.7 
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TABLE 20.3 Noise Criteria Curves from Fig. 20.1 to Nearest Decibel 

By Octave-Band Center Frequencies, Hz 

NC CURVE 16 31.5 63 125 250 500 1000 2000 4000 8000 

NC-70 90 90 84 79 75 72 71 70 68 68 
NC-65 90 88 80 75 71 68 65 64 63 62 
NC-60 90 85 77 71 66 63 60 59 58 57 
NC-55 89 82 74 67 62 58 56 54 53 52 
NC-50 87 79 71 64 58 54 51 49 48 47 
NC-45 85 76 67 60 54 49 46 44 43 42 
NC-40 84 74 64 56 50 44 41 39 38 37 
NC-35 82 71 60 52 45 40 36 34 33 32 
NC-30 81 68 57 48 41 35 32 29 28 27 
NC-25 80 65 54 44 37 31 27 24 22 22 
NC-20 79 63 50 40 33 26 22 20 17 16 
NC-15 78 61 47 36 28 22 18 14 12 11 

The loudness level is determined by a standardized computational procedure 
which yields results in units called phons.8 Needed are measured octave- or 
one-third-octave-band levels in all the frequency bands. 

The studies revealed that the loudness level (in phons) should not exceed the 
SIL (in decibels) by more than about 24 units if the space 1s not to be annoying to 
the occupants. Because low-frequency sounds are less loud than high-frequency 
sounds, their levels can be higher. Thus with increasing frequency the NC curves 
slope downward monotonically and their shape is detennined to resemble that 
of well-known "equal-loudness" curves.9 The amount of slope and the shape of 
the spectrum are detennined by the 24-umt difference just mentioned. (Note: The 
average of the levels in the four speech interference bands for each NC curve in 
Fig. 20.1 is between 0.25 and 1 dB higher than the designating number shown 
for the curve. The ryason is that a shift m the frequency limits for the octave 
bands was standardized some years after these curves were developed. However, 
the decibel values for the points and the designating numbers on these curves are 
exactly the same as onginally presented.) 

It must be emphasized that the NC curves so derived give the upper permissible 
limit of the low-frequency noise once the SIL is known. Thus, the shape of a 
NC curve is not the shape of an ideal noise spectrum, but rather is the shape of 
a "not-to-be-exceeded" spectrum. 

Two basic assumptions concerning the curves of Fig. 20.1 are that the noise 
contains no pure tones and there is no surging of the noise from fans that drive 
the HVAC system. 

Concerning the measurement of sound levels at each point on a NC curve, the 
meter response is set to suit the desired result. If the equivalent noise level over 
a penod of hours or days is decided, the slow meter response is selected. For 
short samples of the measured noise, the fast response is used. For example, a 
series of 100-1000 samples each 100 ms long requires fast response. The meter 
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can show the equivalent level Leq m decibels for the sequence, or the maxnnum 
level Lmax, or the level above which 10% of the mterval levels are found, called 
L10, or the Lso level, which is the mean level, or the L90 level. Some consultants 
believe the Lso level correlates well with people's Judgment of the acceptability 
of therr noise envrronment, provided that the speech intelligibility requrrement 
is met. 

Comments about NC Curves. The NC curves as onginally derived did not 
extend down to the 31.5- and 63-Hz octave bands. These two bands have been 
added by the author to the onginal curves, based on the studies that led to the bal
anced n01se criterion (NCB) curves that are briefly discussed below. The revised 
curves of Fig. 20.1 have been shown in two studies to predict successfully all 
known cases of sizable complamts by occupants of existing building spaces.10,i1* 
In none of these cases was surging detected. 
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FIGURE 20.2 Balanced n01se criteria curves, taken from ANSI Sl2.2-1995. These 
curves are used to rate no1Ses with a procedure described in the standard and ref. 10. 

*In ref. 11, 238 measured sound-pressure-level spectra were obtamed from the consultmg files of 
Cavanaugh Tocci Associates. Plots were made of the relation between NC (tangency method) and 
NCB (tangency method). The two were closely related with an R2 = 0.97. Similarly, the NCB ratmg 
was plotted m relation to the RC or RC II ratmg, with a correlation of R2 = 0.98, except that the RC 
values are about 2 dB greater than the NC values because the NC curves are based on the average 
of the levels m the 500-, 1000-, 2000-, and 4000-Hz bands, while the RC curves are labeled based 
on the average of the levels in the 500-, 1000-, and 2000-Hz bands. 
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NCB Curves 

The NCB curves shown m Fig. 20.27 were derived from the followmg premises: 
(1) the rating number for each curve should equal its four-band SIL; (2) the 
calculated octave-band loudness for those bands from 125 to 8000 Hz should 
contain the same number of cntical (hearing) bands, and for the two lower bands, 
the loudnesses should be weighted downward. in proportion to the fraction of 
cntical bands contamed; and (3) the difference between the SIL (in decibels) and 
the loudness level (in phons) for a criterion curve should not exceed 24 units. 
The detailed method of applying NCB curves to the evaluation of HVAC n01se is 
not discussed here, because they have not found widespread use, m spite of their 
bemg contained in ANSI Sl2.2-1995. As mentioned above, the NC curves have 
been extended to the 16- and 31.5-Hz bands by comparison with the rationale 
that led to the NCB curves. Except for the method of applying them to the rating 
of a noise, the NCB curves differ little from the NC curves of Fig. 20.1. 

The levels taken from the NCB curves (rounded to the nearest decibel) are 
listed in Table 20.4. 

RC (Originally Called "Revised Criteria") Curves 

The RC critena curves for evaluating n01se m a room or for specificat10ns were 
built around the point of view that sound levels lower than those shown by the 
NC curves of Fig. 20.1 should always be specified for the bottom three-octave 
frequency bands (31.5, 63, and 125 Hz). The pnmary reason given 1s that if there 
are strong fluctuat10ns or surgmg in the HVAC noise, the specified low-frequency 
octave-band levels for the RC curves ought to be low enough so that the n01se 
1s not disturbing. 

The basis for the RC curves was a set of measurements made in the early 1970s 
of the n01se in 68 offices where the HVAC n01se levels were Judged satisfactory. 

TABLE 20.4 Balance~ Noise Criteria Curves from Fig. 20.2 to Nearest Decibel 

By Octave-Band Center Frequencies, Hz 

NCB CURVE 16 31.5 63 125 250 500 1000 2000 4000 8000 

NCB-65 97 88 79 75 72 69 66 64 61 58 
NCB-60 94 85 76 71 67 64 62 59 56 53 
NCB-55 92 82 72 67 63 60 57 54 51 48 
NCB-50 89 79 69 62 58 55 52 49 45 42 
NCB-45 87 76 65 58 53 50 47 43 40 37 
NCB-40 85 73 62 54 49 45 42 38 35 32 
NCB-35 84 71 58 50 44 40 37 33 30 27 
NCB-30 82 68 55 46 40 35 32 28 25 22 
NCB-25 81 66 52 42 35 30 27 23 20 17 
NCB-20 80 63 49 38 30 25 22 18 15 12 
NCB-15 79 61 45 34 26 20 17 13 10 7 
NCB-10 78 59 43 30 21 15 12 8 5 2 



Idaho Power/1206 
Ellenbogen/465

896 CRITERIA FOR NOISE IN BUILDINGS AND COMMUNITIES 

When plotted, those noise-level spectra, on average, sloped off linearly with 
frequency at the rate of 5 dB/octave in the bands from 63 to 4000 Hz. It was 
concluded that if the measured spectra in satisfactory office environments had 
that characteristic, the -5 dB/octave line is "optimum," but no compansons with 
other spectra were made. 

The RC curves are shown m Fig. 20.3 and the values are listed in Table 20.5.12 

In this chapter, only the Mark II version of the RC method is employed, which 
differs from the original version in that the levels in the 16- and 31.5-Hz bands 
are equal instead of the 16-Hz band being 5 dB higher than the 31.5-Hz band. 
Also the procedure for evaluating measured data is different. 

An RC curve suitable for a particular type of room may be determined from 
Table 20.6. The values there were chosen to permit satisfactory speech mtelli
gibility, where that is important, or to provide noise levels that are not above 
normal activity sounds. 

When evaluating a noise spectrum usmg the RC method, the first step is to 
determine the average of the measured sound levels m the 500-, 1000-, and 2000-
Hz octave bands, the midfrequeney average, which Reference 11 calls level at 
midfrequencies (LMF). This number identifies the level of the measured spectrum 
in the frequency region most important to speech communication, and it selects 
the reference RC curve used as a starting point for the analysis that follows. 
For example, if the LMF is 36 dB, the RC-36 becomes the reference curve. 
If that LMF is suited to the activitietthat take place m the space in wluch 
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FIGURE 20.3 Noise cntena RC Mark II curves, denved from measurements of HVAC 
noise m offices. These RC curves are used to rate noises by a procedure detailed m ref. 12. 
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TABLE 20.5 Noise Criteria RC Curves from Fig. 20.3 to Nearest Decibel 

By Octave-Band Center Frequencies, Hz 

RC CURVE 16 31.5 63 125 250 500 1000 2000 4000 8000 

RC-25 50 50 45 40 35 30 25 20 15 10 
RC-26 51 51 46 41 36 31 26 21 16 11 
RC-27 52 52 47 42 37 32 27 22 17 12 
RC-28 53 53 48 43 38 33 28 23 18 13 
RC-29 54 54 49 44 39 34 29 24 19 14 
RC-30 55 55 50 45 -40 35 30 25 20 15 
RC-31 56 56 51 46 41 36 31 26 21 16 
RC-32 57 57 52 47 42 37 32 27 22 17 
RC-33 58 58 53 48 43 38 33 28 23 18 
RC-34 59 59 54 49 44 39 34 29 24 19 
RC-35 60 60 55 50 45 40 35 30 25 20 
RC-36 61 61 56 51 46 41 36 31 26 21 
RC-37 62 62 57 52 47 42 37 32 27 22 
RC-38 63 63 58 53 48 43 38 33 28 23 
RC-39 64 64 59 54 49 44 39 34 29 24 
RC-40 65 65 60 55 50 45 40 35 30 25 
RC-41 66 66 61 56 51 46 41 36 31 26 
RC-42 67 67 62 57 52 47 42 37 32 27 
RC-43 68 68 63 58 53 48 43 38 33 28 
RC-44 69 69 .64 59 54 49 44 39 34 29 
RC-45 70 70 65 60 55 50 45 40 35 30 

the measurements were made (from Table 20.6), and if the spectrum closely 
approximates the reference curve, the noise is given a ratmg of "N," neutral. 

If the measured spectrum is not "neutral," the RC (latest vers10n, Mark II) 
ratmg procedure begms with the reference curve derived from it. Next, deter
mination of three quantities is calculated from the measured spectrum, each 
called, energy-average spectral deviation factor. Three frequency regions are 
chosen for this analysis-low (16-63 Hz), middle (125-500 Hz), and high 
(1000-4000 Hz)-dubbed the LF, or "rumble," the MF, or "roar," and the HF, 
or "hiss," regions. 

The procedure 1s as follows: First, for each octave-frequency band m the 
measured spectrum, the difference m decibels between that spectrum and the 
reference RC curve is found. The sign may be either positive or negative. For 
each of the three frequency regions, LF, MF and HF, the three octave-band 
differences therein are summed on an energy basis, which yields an energy
average spectral deviation factor for that reg10n. For example, assume the three
octave-band differences m the LF region are 4, 5, and 9 dB, giving an averaged 
energy level of 4.54, and 10 log 4.54 6.57 dB. This factor is also determined 
for the MF and HF regions, wluch, as an example here, we shall assume are 
equal to 4.82 and -0.92 dB. Next, the quality assessment index QAI is defined 
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TABLE 20.6 Recommended RC Criteria for HVAC Systems for Rooms 
(Unoccupied) of Various Uses 

Occupancy 

Private residences 
Bedrooms 
Apartments 
Family rooms and livmg rooms 

Schools 
Lecture and classrooms 
Open-plan classrooms 

Hotels/motels 
Individual rooms or suites 
Meeting/banquet rooms 
Halls, corridors, lobbies 
Service support areas 

Office buildings 
Executive offices 
Pnvate offices 
Private offices with conference tables 
Conference rooms 
Open-plan areas 
Business machines/computers 
Public circulation 

Hospitals and clinics 
Pnvate rooms 
Wards 
Operating rooms 
Laboratories 
Corridors 
Public areas 

Churches 
Libranes 
Courtrooms 
Restaurants 

aN neutral spectrum. 

RC Cntenon Curvea 

25-30 (N) 
30-35 (N) 
30-40 (N) 

30-35 (N) 
35-40 (N) 

30-35 (N) 
30-35 (N) 
35-40 (N) 
40-50 (N) 

25-35 (N) 
30-35 (N) 
25-30 (N) 
25-30 (N) 
35-40 (N) 
40-45 (N) 
40-50 (N) 

25-30 (N) 
30-35 (N) 
25-35 (N) 
35-45 (N) 
35-45 (N) 
40-45 (N) 

30-35 (N) 
35-40 (N) 
30-40 (N) 
40-45 (N) 

as the difference (in decibels) between the max.rm.um and mmimum values of the 
three spectral deviation factors JUSt determined. In our example QAI 6.57 
(-0.92) = 7.5 dB. 

By the RC Mark II procedure, a neutral spectrum is one for which QAI 
1s less than 5 dB and L16 and L31.5 are at most 65 dB. If the htghest positive 
spectral deviation factor occurs in the LF region, the spectrum is evaluated as 
having (i) a "marginal rumble" if 5 dB < QAI::::: 10 dB or (ii) an "objectionable 
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rumble" if QAI > 10 dB. If the highest positive factor falls in the MF or the 
HF regions, the same decibel ranges for QAI are listed for evaluating a spectrum 
as having "marginal or objectionable roar or htss." For example, a measured 
spectrum might be designated as RC-45 (i.e., reference curve), roar (i.e., MF 
region), and probably obJectionable (i.e., QAI exceeds 10 dB).12 

The RC procedure would seem to mean that m writing a specification, a 
particular RC curve would be specified, but with the understanding that the 
measured levels in any one of the three frequency reg10ns can be exceeded by 
about 5 dB without penalty. 

It must be noted that in the 68 offices originally studied, the A-weighted slow 
meter sound level only covered a range of 40 to 50 dB, and thus none of the 
sound levels were considered that are,found in spaces like concert halls at one 
extreme or factory spaces at the other. Second, the RC spectra are typical of 
HVAC practice m quality offices of the 1970 period and may not be typical at 
any future time. 

The difficulty with the undisciplined use of the RC curves 1s that they penal
ize those HVAC mstallations that are free of surging or of large low-frequency 
fluctuations. In concert halls or other sites where very low background nmse is 
required, the HVAC systems must be of highest quality, free of surging or sig
nificant low-frequency fluctuations. The measured NC n01se spectra for concert 
halls usually are specified to be in the range of NC-15 to NC-18 (See Fig. 20;1 
and Table 20.2). The levels rn the completed halls usually follow a NC curve 
down to the 63-Hz band or lower. If RC curves equal to RC-15 to RC-20 were 
to be specified at such a site, 15 or more decibels of noise reduction would 
be requued m the lowest bands. The cost of such an unnecessary reduction at 
low frequencies would be prohibitive. Of course, the perceived danger, from the 
specification pomt of view, is that a supplier might be told to meet, say, the 
NC-20 cntenon curve, but that he or she rrught, in fact, install a low-cost HVAC 
system whose air supply source exhibited surging and then msist that the sys
tem meets the specification based on measurements in the octave bands with the 
usual sound-level meter set to slow response. Advanced techniques for evaluating 
spectra to determine whether the HVAC noise exhibits surgmg or large random 
fluctuations are presented in the next section. 

Precision Method- RNC Curves13•14 

There is a need to evaluate HVAC systems in whtch surging from the driving 
fan(s) takes place and to write specifications for the design of HVAC systems to 
avoid the chance of surging. To listeners, surgmg 1s very apparent and disturbing, 
and it must be addressed both in the writing of specificat10ns and when diagnos
mg the senousness of the noise afterward. Surging cannot be determined by a 
conventional sound-level meter with the slow meter speed and "A" frequency
weighted response m place, partly because surgmg primarily affects the levels in 
the low-frequency bands and partly because surging may be averaged out if the 
slow speed 1s used. 
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HVAC: Well Behaved or Surging? Surging usually can be heard aurally or 1t 
can be seen visually on a standard sound-level meter by observing the levels in 
the 16-, 31-, and 63-Hz octave bands. The sound-level meter must be set for fast 
response and flat frequency characteristic ( or C weighting). If surging is found from 
listening or observmg the levels in the octave bands above, then the RNC method 
of evaluation should be used to determine the seriousness of the no1Se condition. 

First, Some Psychoacoustics. In devising a more precise method of evaluat
ing whether the HVAC noise in a room is intrusive for its pnmary use, one must 
tum to the field of psychoacoustics for help. First, the ear only mtegrates (lumps 
together) significant vanations in the level of a sound provided they occur within 
a short tinle period, that 1s, if the variations occur within a time period that 1s less 
than about 125 ms. That is, any fluctuations in HVAC noise that occur withm a 
time interval of about 100 ms are perceived as though the noise were continuous 
(with the same energy) m that period without fluctuations. 

A second reality 1s that the ear integrates the sound energy that falls within 
frequency bands called critical bands. Cntical bands increase m width at about 
the same rate as the widths of the octave frequency bands increase except at 
low frequencies. In the frequency region below 125 Hz, the critical bands are 
about 100 Hz wide. Hence, the 16-, 31.5-, and 63-Hz octave-band levels must 
be combmed in some manner mto one band centered, say, at 31.5 Hz, in order 
that it can be treated m the same way as the higher frequency bands. 

A third fact arismg from the properties of hearing involves the loudness of 
sounds at low frequencies, that is, at frequencies below about 200 Hz. For the 
three octave bands 16, 31.5, and 63 Hz, a change of approXilllately 5 dB in 
level creates a doubling in the subjective loudness of a sound. For the 125-Hz 
band, a change of about 8 dB causes a doubling of loudness. For octave bands 
with lnidfrequencies of 250 Hz and above, a change of 10 dB is necessary to 
create a doubling in loudness. Thus, variations m level of the successive 100-ms 
intervals for the four lowest frequency bands must be treated differently from 
vanations in level of the 100-ms intervals for the higher frequency bands. The 
RNC procedures, about to be described, are designed to take mto account these 
three characteristics of the hearing system when evaluating the noise of a space. 

Large Random Fluctuations. Even though surging is not observed orally or 
visually, the presence of large random fluctuations at low frequencies is still a 
possibility. The simplest test for this requires the observation of the differences 
between the Lmax and Leq levels or the L 10 and the Leg levels in the 16-, 31-, 
63-, and 125-Hz bands with the meter set on fast. If the difference between Lmax 

and Leq for any one of the three lowest bands (16-, 31-, and 63-Hz octave bands) 
is greater than 7 dB, or Lrn - Leq > 4 dB, or if the difference between Lrnax 

and for the 125-Hz band 1s greater than 6 dB, or L 10 - Leq > 3 dB, large 
random fluctuations are indicated and the full RNC method should be used. 

Well-Behaved HVAC Noise - Use NC Curves. When no surgmg or large
scale fluctuations are observed, Leq measurements (slow scale) can be made in 
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all the octave bands for any length of time T (fractions of mmutes or longer) 
and the results compared with the NC curves of Fig. 20.1. The microphone used 
for the decibel measurements can be at one place m the room if the noise field 
1s uniform throughout, or by measunng at a number of pomts and averagmg 
the results, or srmply by rotatmg the lnicrophone at arm's length (2-m-diameter 
crrcle) and taking the average of the results. 

Agam, it must be borne in mind that all of the methods described m this chapter 
assume that there are no pure tones audible in the noise. If a pure tone(s) is sus
pected, narrow-band measurements (one-third octave or less) should be made to 
determine its frequency and intensity. Then, the pure-tone source should be located 
and steps taken to reduce its level before evaluating the remaming HVAC noise. 

Found or Suspected Surging or Large Law-Frequency Fluctuations in 
HVAC Noise - Use RNC Curves. When surging or large low-frequency fluc
tuations are found or suspected, the RNC procedure 1s recommended to determine 
the penalty. It requires the use of a contemporary sound-level meter and a com
puter. The method incorporates the psychoacoustic facts discussed above. The 
RNC curves are shown in Fig. 20.4. Each RNC-X curve (e.g., RNC-40, RNC-50) 
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FIGURE 20.4 Balanced Noise criteria curves, devised in refs. 1,13, and 14 to rate 
n01ses that exhibit HVAC surging or large random fluctuations. In well-behaved HVAC 
systems the curves yield the sarne ratings as NC curves. When there are clearly audible 
HVAC surgrng or random vibrations, the curves yield ratings more like those of the RC 
curves-a penalty is imposed for surgrng that requires lower levels as measured with a 
"slow," sound-level meter setting. 
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TABLE 20.7 Coefficients Used in Eqs. (20.2) and 
(20.3) to Calculate R,.~C-X Curves of Fig. 20.4 

Octave Band, Sound-Level Range, 
Hz dB Kiob 

a 
K200 

16 :s81 64.3333 3 
>81 31 1 

31 96 51 2 
>76 26 1 

63 s71 37.6667 1.5 
>71 21 1 

125 :s66 24.3333 1.2 
>66 16 1 

250 All 11 1 
500 All 6 1 

1000 A.11 2 1 
2000 All -2 1 
4000 All -6 1 
8000 All -10 1 

4 The four-decimal figures are only to give calculated RNC-X 
even-decibel values. 

can be denved from 
(20.2) 

where RNC-X 1s the number on the curve, Lob 1s the x-axis level for the particular 
octave band, and the constants K20b and K1ob are taken from Table 20.7 for the 
particular octave bands. 

Example 20.1. Calculate the SPL of the 63-Hz band for the RNC-20 curve of 
Fig. 20.4: 

Lob= (20/1.5) + 37.6667 = 13.3333 + 37.6667 51 dB. 

Conversely, the nearest &~C evaluation curve for a measured octave-band level 
can be obtained from 

(20.3) 

Example 20.2. Assume the measured level in the 125-Hz octave band Lob 1s 

55 dB. Determine which RNC curve (to nearest decibel) that measurement touches: 

RNC-X (55 24.3333) x 1.2 = RNC-37 

Recommended RNC Curves. The recommended RNC curves for spaces are 
the same as those for the NC curves and are given in Table 20.2. 

If there is no surging or large scale-fluctuations, so that Leq levels can be 
measured with the slow meter and flat frequency response, evaluation by the 
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new RNC curves will yield results that are approximately equal to those from 
the NC curves. Therefore, the penrussible Leq levels at low frequencies compared 
to the SIL at midfrequenc1es will be as large as those shown in Fig. 20.1. 

If surging and fluctuations exist, the RNC method "penalizes" the Leq levels in 
the octave frequency bands below 300 Hz, so that if the disturbance m those fre
quency bands 1s large, the pernussible Leq levels may approach the low-frequency 
levels of the RC curves, as in Fig. 20.3. 

Corrections to Measured Levels in Octave Bands at 16, 31.5, and 63 Hz 
When Surging or Large Fluctuations Exist. If surging and fluctuations 
exist, the RNC method penalizes the Leq levels m the octave frequency bands 
below 300 so that if the disturbance m those frequency bands is large, the 
pennissible Leq levels may approach the low-frequency levels of the RC curves, 
as in Fig. 20.3. Contemporary sound-level meters can store up to 24 h of data 
for later downloading to a computer. The data should be recorded with a fast 
meter setting and a flat frequency response. The stored data ( of whatever total 
tlme length) in bands or overall is sampled every 100 rns, fonning the required 
octave-band tinle series for the RNC method. For the total time period, Lpeak, 

L10, and Lso are also available. 
Each of the successive 100-ms samples is labeled i, where the ultimate i should 

be between 150 and 1000 depending on the suspected magmtude of the surging. 
Because the loudness of a sound, at a given level, 1s considerably less at 16 Hz 

than at 31.5 Hz and, in turn, the loudness 1s considerably less at 31.5 Hz than that 
at 63 Hz, m the RNC method the three octave bands with ID1dfrequencies at 16, 
31.5, and 63 Hz are combined and replaced by a "three-band-sum" at 31.5 Hz. 
To do this, all of the measured 100-ms samples for the 16-Hz octave band are 
reduced by 14 dB and the samples for the 63-Hz octave band are mcreased by 
14 dB. These adjusted levels for the 16- and 63-Hz bands are combmed with the 
measured levels in the 31.5-Hz band on an energy basis and the new level (in 
decibels) is called a three-band-sum. 

The ith 100-ms sample of this three-band-sum 1s called LLFi.. Calculate LLF,eq 
for the three-band-sum by summing the energies of the samples and dividing by 
the number of samples and taking 10 log of the result. Also, calculate LLFm, the 
mean level of the set of three-band-sum samples. 

The object now is to detennine a correction Kuc to be added to the measured 
Leq at 31.5 Hz (not the three-band-sum) that takes into considerat10n both the 
Lu; values and the fact that a change of only 5 dB is needed for a doubling of 
loudness at 31.5 Hz-and at 125 Hz, 8 dB 1s needed. Let 8 stand for this change. 

First calculate the correction at 31.5 Hz, KLFc: 

(20.4) 

where 

( 
1 N ) 

KLFo = 10 log N ~ 10Lafl0 (20.5) 
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and where, at 31.5 Hz (8 5 dB), 

(20.6) 

The quantity KLFc 1s added to the measured equivalent level Leq (long time 
energy average) in the 31.5-Hz octave band and 1s plotted on Fig. 20.4 (no 
numbers are plotted in the 16- and 63-Hz bands). If data are not available for the 
16-Hz band, the three-band-sum is determined for the 31.5- and 63-Hz bands. 

Correction to Measured Level in Octave Band at 125 Hz If Surging Is 
Observed or Suspected. The level of each element of the 100-ms senes at 
125 Hz is called Calculate L125eq at 125 Hz by combining the energies 
of the samples and diV1ding by the number of samples and taking 10 log of the 
result. Also, calculate L125,,,, the mean level of the set of samples at 31.5 Hz. 
The correction to be added to the measured 125-Hz octave-band Leq is called 
K 125c and is given by 

(20.7) 

where 
~. ~ L 10 

( 

1 N ) 
K12ss = 10 log N tt IO 131 (20.8) 

and where, at 125 Hz (8 = 8 dB), 

LfJ (20.9) 

Example for Surging. Used 1s a set of random data having a Gaussian distri
bution with a standard deviation of about 3 dB for the combined 16-31.5-63-Hz 
band. Superimposed is a sinusoidal vanation with a peak-to-peak amplitude of 
15 dB. Shown in Table 20.8 are 10 of the 1000 measured octave-band levels each 
100 ms in length. The three-band-sum defined above is given in the last column. 

The summary data for 1000 samples are listed in Table 20.9. The correction 
KLFc to be added to the Leg at31.5 Hz comes fromEq. (20.4) and equals 11.5 dB, 
yielding the adjusted 31.5-dB band level equal to 73.1 dB. From Eq. (20.7), the 
correction K125c 1s found to be 1.6 dB, yielding 44.7 dB. The corrected spectrum 
1s shown m the last line of Table 20.9. When the corrected spectrum 1s plotted in 
Fig. 20.4 or 1s detenmned from Eq. (20.3), it is found that the highest RNC curve 
touched is RNC-44 (at 31.5 Hz). If there had been no correction, the highest curve 
touched would have been RNC-22. The strong surging and turbulence has changed 
the rating from RNC-22 to RNC-44. 
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TABLE20.8 Ten 100-ms Samples from a Total of 1000 Samples" 

ith By Octave-Band Mid frequencies, Hz LLJi 
Band Three-Band-

Numbers 16 31.5 63 125 250 500 1000 2000 4000 8000 Sum, (dB) 

1 41.3 52.0 32.4 33.8 26.7 21.7 14.2 10.7 7.4 3.4 53.1 
2 63.8 53.8 35.3 35.8 28.5 24.7 17.7 14.1 8.3 4.0 56.3 
3 48.8 46.9 41.9 32.5 24.8 22.2 16.1 10.0 5.7 2.5 56.4 
4 69.6 54.8 39.6 42.3 31.8 28.2 21.1 19.4 12.9 9.3 59.5 
5 67.3 55.7 45.8 46.4 41.0 36.7 29.2 25.2 22.3 17.4 61.9 
6 75.5 52.3 44.6 39.0 32.3 26.8 22.7 19.2 12.7 8.7 63.6 
7 59.7 52.8 50.0 50.3 37.8 33.8 28.5 25.5 19.5 16.8 64.4 
8 61.8 63.0 46.8 47.8 41.4 35.9 27.6 25.2 18.7 16.1 65.1 
9 65.2 65.2 46.6 44.3 39.5 34.1 26.7 23.9 19.l 14.3 66.6 
10 64.8 66.5 44.2 42.7 34.2 30.0 24.0 19.2 15.3 12.4 67.2 

Mean level Lum of these 10 samples. 61.4 
Standard deviation O' of these 10 samples. 4.8 
Equivalent sound level of these 10 samples. 63.4 

4 Data Represent a Gaussian noise with a superimposed surge ID1plemented by a sme wave with a 
2-s penod and a 15-dB peak-to-peak amplitude. 

Simplified Method: Corrections to Measured Levels in 16-125-Hz 
Octave Bands When There Are Large Random Reflections and Not 
Strong Surging. By this method, the same equations are used to detennme the 
corrections to the adjusted 31- and 125-Hz bands, that is, Eqs. (20.4) and (20.7), 
but the quantities KLF8 and Km5 are calculated from 

10 2 22 2 

( )

2 

KLF/j = 0.115 B <YLF = 0.115(2) O"LF = 0.46aLF (20.10) 

where O"LF is the standard deviation of the LLF; (three-band-sum) series, and 

(10)2 

K12s8 0.115 8 = 0.115(L2)2af25 = 0.l66af25 (20.11) 

where a125 is the standard deviation of the L125; series. 

20.3 ACOUSTICALLY INDUCED VIBRATIONS AND RATTLES 

From experience, primarily on the West Coast of the Umted States, an assessment 
has been made of the probability of acoustically induced vibration and rattles m 
lightweight wall and ceiling constructions (including light fixtures, windows, and 
some furmshings). Obviously, significant fluctuations or surging must be present 
in the HVAC noise. The region of likely probability where such vibrations in 
lightweight c_onstruction can be clearly felt is shown as Am Figs 20.1-20.4.11 In 
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very well built structures, such as are expected in concert halls and opera houses, 

the sound levels can extend into region A without expectation of feelable surface 

vibrations or audible rattles. In office and school buildings attention should be 

paid to Leq levels that reach 70 dB or more in the 16- and 31.5-Hz octave bands 
because of current trends m HVAC design and installation. 

20.4 CRITERIA FOR NOISE ANNOYANCE IN COMMUNITIES 

The maJor sources of noise m communities are road, rail and arr traffic, industnes, 
construction, and public works. The most common metric used in the United 

States for estimating the annoyance or disturbance of community noise 1s the A

weighted day-night sound level (L<1n) [see Eq. (1.25)] with slow meter response. 

The A weightmg discriminates against low-frequency sound energy, similar to 

the way that the hearing apparatus judges loudness. The sound energy of each 

noise-producmg event 1s summed separately into the total. All of the energy of 

a noise that nses and falls as a source approaches and departs is summed into 

the total. The sound energy of each event at night is multiplied by 10 before it 

is added into the total. This treatment means that a few aircraft fly-bys at mght 

may be as annoying to residents as a large number in the daytime. The European 
Union countries, for the most part, use a day-evening-night level. 

The day-night sound level (Lan) that 1s agreed on by nearly all agencies, 

boards, and standards-settmg bodies to be the threshold for noise impact in 

urban residential areas is Lctn = 55 dBA.15 In other words, people will begin 

to complain seriously about the n01se if the level is higher. Some agencies speak 

of this energy-average level as bemg determmed over a period of 12 months. 

Only the U.S. Federal Aviation Administration (FAA) and the Department of 

Defense (DOD) speak of a Lan equal to 65 dBA as being the level at which 

noise begins to impact unfavorably on people in residential areas. Some stud

ies indicate that in urban communities JUst under half of the U.S. population 

1s exposed to Lctn levels of 55 dBA or greater. The World Health Orgamzation 

(WHO, 1999) has stated that serious annoyance may occur for a Lan of approx

imately 55 dBA, while moderate annoyance will have a threshold of aboot 50 

dBA It further recommends that the maximum level Lmax at mght should not 
exceed 40 dBA. 

A possible reason for the 65-dBA level used by the FAA and DOD 1s that 

people near airports, on average, have learned to accept higher noise levels or, if 

not, they have moved away. This also assumes that the atrport's relations with the 

commuml:les surrounding it are good. Quiet rural communities seem to demand 
lower (5-10 dBA) noise levels. 

20.5 TYPICAL URBAN NOISE 

A summary of A-weighted noise levels measured in U.S. city areas, daytime 

and nighttime, is given in Fig. 20.5. Trucks and buses are principal sources of 
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F'IGURE 20.5 Schematic display of typical A-weighted noise levels by day and by 
mght in different U.S. urban areas.4 N01se around industrial areas 1s frequently caused by 
trucks. 

noise. Parenthetically, the levels in this figure are not Lan, but rather A-weighted 
levels in a residential area that vehicles produce when they travel on the streets 
surrounding that neighborhood. In urban residential areas, the noise 1s frequently 
the roar of traffic Oil thoroughfares that may be up to a kilometer away. Traffic 
n01se is likely to be relatively steady and go on all night at a reduced level. If 
thoroughfares exist on two or more sides of an area, the noise is often nearly 
uniform over the area. 
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21.1 WHERE TO FIND AND HOW TO SELECT U.S. NATIONAL 
AND ISO STANDARDS 

Thls chapter 1s arranged to provide the titles of North American and interna
tional (ISO) standards of interest to noise control engineers, according to specific 
n01se control technology categones such as absorption and msulation (isolation). 
Acoustical terminology may be found in ANSI Sl.1-1994 (R1999), Acoustical 
Terminology and ASTM C634, Standard Terminology Relating to Environmental 
Acoustics. The titles of some standards listed here are truncated to save space. 
Verbal descnptions, if offered, are brief. As with any technology, state-of-the-art 
advances bring updated versions of many of these documents. These standards 
are periodically reviewed and possibly revised by the responsible committees, 
often on a five-year cycle. A few A.."lSI standards have become an adopta
tion of the corresponding ISO document, indicated as "Adoption" or "NAIS" 
(Nationally Adopted International Standard). The reader is encouraged to search 
anew for recent revisions of these documents. Be advised that some engineering 
applications may specify past vers10ns, especially as part of a long procurement 
program or arbitrated contract. It is up to the reader to determine, in partici
pation with interested parties as necessary, whlch version to use. For the latest 
standards version, often listed according to the standard's numeral title (e.g., 
ANSI Sl2.19 can be found by searching www.ansi.org for Sl2.19), see the 
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public Internet web page listing by the proV1ding agencies. Some of these agency 
pages are: 

www.ANSI.org (Ai.'l\J'SI) 
www.an.org (ARI-free downloads) 
www.asastore.aip.org (ANSI+ ISO standards available) 
www.ashrae.com (ASHRAE) 
www.asme.org (ASME) 
www.asnn.org (ASTM) 
www .iec.ch (IEC) 
www.1so.ch (ISO) 
www.nssn.org (National Standards Systems Network, all standards available) 
www.sae.org (SAE) 

21.2 SOUND LEVEL MEASUREMENTS 

Instrumentation 

Standards for n01se-measunng mstruments, generally measunng sound pressure 
level (SPL) or "sound level," are listed separate from hearing-measuring 
instruments (audiometry). Common sound;;,rneasuring instruments include sound
level meters, calibrators, filters, and microphones. The most common sound 
measurement instruments for noise control are specified in ANSI Sl.4. Such 
an mstrument comprises a pressure sensor such as a condenser microphone, an 
amplifier with special wide-band and narrow-band filters, time-averaging circuits, 
a display, and some memory functions. The precision varies as type O (most 
accurate) to type 2 (least accurate). This entire system can be calibrated at any 
time with an appropriate calibrator. The acoustical velocity is rarely measured 
in practice, except for the use of dynamic (velocity) rmcrophones for some 
audio purposes. The "intensity" method combines SPL and acoustical velocity 
measurements at a point to compute the intensity value at that point. Applicable 
standards are as follows: 

ANSI Sl.4-1983 (R2001), Specification for Sound Level Meters. ConfornlS 
closely to the IEC standard for sound-level meters, Publication 651, first edition, 
issued in 1979, but improved for measurement of transient sound signals and 
it permits the use of digital displays, rigorous definition of the fast and slow 
exponential time averaging, mcrease in the crest factor requirement to 10 for 
type 1 instruments, specification of a type O laboratory instrument with generally 
smaller tolerance limits than specified for type 1, and deletion of the type 3 survey 
instrument. The corresponding IEC standard (IEC 61672-1:2002 and IEC61672-
2:2003) contains more stringent environmental requirements. In 2003, ANSI Sl.4 
was under revis10n to better correspond. , 

ANSI S 1.6-1984 (R2001 ), Preferred Frequencies, Frequency Levels, and Band 
Numbers for Acoustical Measurements. 
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ANSI Sl.8-1989 (R2001), Reference Quantities for Acoustical Levels. 
Al"\J'SI S 1.9-1996 (R2001), Instruments for the Measurement of Sound Intensity. 

Requirements for instruments to measure sound intensity employing the two
microphone technique. Similar to IEC 1043. 

ANSI S1.10-1966 (R2001), Method for the Calibration of Microphones. 
ANSI Sl.11-1986 (R1998), Specification for Octave-Band and Fractional

Octave-Band Analog and Digital Filters. Performance reqwrements for fractional
octave-band bandpass filters, in particular octave-band and one-third-octave-band 
filters, applicable to passive or active analog filters that operate on continuous
time signals to analog and digital filters that operate on discrete-time signals 
and to fractional-octave-band analyses synthesized from narrow-band spectral 
components. Four accuracy grades ara allowed: the most accurate for precise 
analog and digital filters. The two least accurate grades meet the requirements of 
Sl.11-1966. Also see IEC 61260:1995. 

ANSI Sl.14-1998, Recommendations for Specifying and Testing the Suscep
tibility of Acoustical Instruments to Radiated Radio-Frequency Electromagnetic 
Fields, 25 MHz to 1 gHz. 

ANSI S1.15-1997/Part 1 (R2001), Measurement Microphones. Part 1: Speci
fications for Laboratory Standard Microphones. This is comparable to the mter
nat10nal standard IEC-1094-1:1992, "Measurement Microphones-Part 1: Spec
ifications for Laboratory Standard Microphones." 

ANSI Sl.16-2000, Method for Measuring the Peiformance of Noise Discrim
inating and Noise Canceling Microphones. 

ANSI Sl.17-2004/Part 1, Measurement and Specifications of Insertton Loss of 
Wind Screens in Still or Slightly Moving Air. Determines the msertion loss of wind 
screens when installed on measuring rmcrophones over a defined frequency range. 

ANSI Sl.40-1984 (R2001), Specification for Acoustical Calibrators. Require
ments for coupler-type acoustical calibrators, including the SPL in the coupler, 
the frequency of the sound, and the determination of the influence of atmosphenc 
pressure, temperature, hurmdity, and magnetic fields on the pressure level and 
frequency of the sound produced by the calibrator. (Also see IEC 60942:2003.) 

ANSI Sl.42-2001, Design Response of Weighting Networks for Acoustical 
Measurements. 

ANSI S1.43-1997 (R2002), Specificatwns for Integrating Averaging Sound 
Level Meters. Consistent with the relevant requirements of ANSI Sl.4-1983 
(Rl997) but specifies additional characteristics needed to measure the time
average SPL of steady, intermittent, fluctuating, and impulsive sounds. (See also 
IEC 61672-1:2002 and IEC 61672-2:2003.) 

ANSI S 12.3-1985 (R2001), Statistical Methods for Determining and Verifying 
Stated Noise Emission Values of Machinery and Equipment. Preferred methods for 
determining and verifying noise emission values for machinery and eqmpment 
which are stated m product literature or labeled by other means. 

SPL Measurement Techniques 
ANSI Sl.13-1995 (Rl999), Measurement of Sound Pressure Levels m Air. Pro
cedures for the measurement of sound levels m air at a single point indoors but 
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may be utilized in outdoor measurements under specified conditions. Includes 
identification of prominent discrete tones. 

ASTM E1014-2000. Measurement of Outdoor A-Weighted Sound Levels. A 
guide for measunng outdoor sound levels over vanous time periods, intended to 
be used by practitioners in the field as well as by members of the general public 
who have little or no special technical training m areas relating to acoustics. 

ANSI Sl.25-1991 (R2002), Specification for Personal Nmse Dosimeters. 
Makes provis10n for three exchange rates: 3, 4, and 5 dB per'doubling of exposure 
time. Provides tolerances for the entire mstrunlents, parameters, mcluding 
frequency response, exponential averaging employmg slow and fast transient 
time response, threshold, and dynamic range, for SPL measurement m a random
incidence sound field without the presence of a person wearmg the mstrument. 

At"l'SI Sl2.19-1996 (R2001), Measurement of Occupational Noise Exposure. 
Methods that can be used to measure a person's noise exposure received m a 
workplace. Provides uniform procedures and repeatable results for the measure
ment of occupational noise exposure. 

ISO 11204:1995, Noise Emitted by Machinery and Equipment-Measurement 
of Emission Sound Pressure Levels at a Work Station and at Other Specified Posi
twns---Method Requiring Environmental Corrections. 

Intensity Instruments and Measurement Techniques 

ANSI Sl.9-1996 (R2001), Instruments J.q.z: the Measurement of Sound Intensity. 
Requirements for mstruments to measure -Sound intensity employing the two
lnicrophone technique. Similar to IEC 1043. 

ANSI S 12.12-1992 (R2002), Standard Engineering Method for the Determi
nation of Sound Power Levels of No1se Sources Using Sound Intensity. Measures 
the sound power level of n01se sources in indoor or outdoor environments using 
sound intensity mstrumentation. 

ISO 9614-1:1993, Determination of Sound Power Levels of Nozse Sources 
Using Sound Intensity. Part 1: Measurement at Discrete Points. Part 2: Measure
ment by Scanning. 

21.3 SOUND POWER MEASUREMENT TECHNIQUES 

ANSI Sl2.5-1990 (R1997), Requirements for the Pe,formance and Calibration of 
Reference Sound Sources. Requirements, including free-field laboratory calibra
tion above a reflecting plane, for reference sound sources used m the substitution 
measurement of sound power. 

ANSI S12.ll-1987 (R1997), Method for the Measurement of Noise Emitted by 
Small Air-Moving Devices. Measures sound power elnitted by small air-moving 
devices, reported as the n01se power ewssion level in bels. Includes device
mountmg methods, test environmental conditions, and device operation method 
dunng the tests. 

ISO 10302:1996, Method for the Measurement of Airborne Noise Emitted by 
Small Air-Moving Devices. 
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ANSI S 12.15-1992 (R2002), Measurement of Sound Emitted by Portable Elec
tric Power Tools, Stationary and Fixed Electric Power Tools, and Gardening 
Appliances. Methods for SPL measurement and the subsequent calculation of 
sound power levels. 

ANSI S 12.23-1989 (R2001 ), Method for the Designation of Sound Power Emit
ted by Machinery and Equipment. Expressing the n01se elnission of machinery and 
eqU1pment as overall A-weighted sound power on labels or other noise ermss1on 
documentation. 

ANSI S 12.30-1990 (R2002), Guidelines for the Use of Sound Power Standards 
and for the Preparation of Noise Test Codes. Six standards for determining the sound 
power levels of equipment for sound test codes for machines and equipment. 

ANSI S 12.35-1990 (R2001), Precision Methods for the Determination of Sound 
Power Levels of Noise Sources in Anechoic and Hemi-Anechoic Rooms. Deter
mination of the sound power levels of noise sources in laboratory anechoic or 
herm-anechoic room, the instrumentation, installation, source operation, SPL mea
surement surface; calculation of sound power level, directivity mdex, and directivity 
factor. 

ANSI Sl2.44-1997 (R2002), Methods for Calculation of Sound Emitted by 
Machinery and Equipment at Workstations and Other Specified Positions from 
Sound Power Level. Determining emission SPLs from the sound power level 
values of machinery and eqmpment at workstations and other locations. 

At'{Sl S12.50-2002 National Adopted International Standard (NAIS), Deter
mination of Sound Power Levels of Noise Sources-Guidelines for the Use of 
Basic Standards. Adoption of ISO 3740:2000. Summaries of ISO 3741-3747 
and selection of one or more standards appropnate to any particular type (Clause 
6 and Annex D). Used in the preparation of noise test codes (see ISO 12001) 
and noise testmg where no specific noise test code exists. 

ANSI S12.51-2002 (including Corrigendum 1: 2001) NAIS standard, Acous
tics-Determination of Sound Power Levels of Noise Sources Using Sound Pres
sure-Precision Method for Reverberation Rooms. Adoption of ISO 3741:1999, 
a direct method and a comparison method for determining the sound powerlevel 
produced by a source m a standard environment. 

A.1'.fSI S12.53/1-1999ISO 3743-1:1994, Determination of Sound Power Levels of 
Noise Sources-Engineering Methods for Small, Movable Sources in Reverberant 
Fields. Part 1: Comparison Method for Hard-Walled Test rooms. (Adoption of ISO 
3743-1.) Part 2: Methods of Speczal Reverberation Test Rooms. (Adoption of ISO 
3743-2.) 

ANSI Sl2.54-1999 ISO 3744:1994, Determination of Sound Power Levels of 
Noise Sources Using Sound Pressure-Engineering Method in an Essentially Free 
Field over a Reflecting Plane. Adoption of ISO 3744, sound power engineering 
accuracy, measurement by the comparison method in an anechoic environment. 

ANSI Sl2.56-1999 ISO 3746:1995, Determination of Sound Power Levels 
of Noise Sources Using Sound Pressure-Survey Method Using an Enveloping 
MeasurementSu,face over a Reflecting Plane_ Adoption ofISO 3746, determ1uing 
the sound power level of sound sources In Situ, especially if nonmovable, in 
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octave bands from which the A-weighted sound power level 1s calculated. The 
accuracy will be that of either an engineering method or a survey method. 

ARI 250-2001, Peiformance and Calibration of Reference Sound Sources. 
ARI 280-95, Requirements for the Qualification of Reverberant Rooms m the 

63 Hz Octave Band. 
ASTM E1124-97, Standard Test Method for Field Measurement of Sound 

Power Level by the Two-Suiface Method. An In Situ survey measurement of 
sound power level with sound pressure measurements at two concentric surfaces. 

ISO 3740:2000, Determination of Sound Power Levels of Nozse Sources
Guidelines for the Use of Basic Standards. 

ISO 3741:1999, Determination of Sound Power Levels of Nozse Sources Using 
Sound Pressure-Precision Methods for Reverberatwn Rooms. 

ISO 3743-1:1994, Determination of Sound Power Levels of Noise 
Sources-Engineering Methods for Small, Movable Sources in Reverberant 
Fields. Part 1: Comparison Method for Hard-Walled Test Rooms. Part 2: Methods 
for Special Reverberation Test Rooms. 

ISO 3744:1994, Determination of Sound Power Levels of Noise Sources Using 
Sound Pressure-Engzneenng Method zn an Essentially Free Field over a Reflect
ing Plane. 

ISO 3745:1977, Determinatwn of Sound Power Levels of Noise Sources-Pre
cision Methods for Anechoic and Semi-Anechoic Rooms. 

ISO 3746: 1995, Determination of Sound Power Levels of Noise Sources Using 
Sound Pressure-Survey Method Using an EJnvelopmg Measurement Suiface over: 
a Reflecting Plane. 

ISO 3747:2000, Determination of Sound Power Levels of Noise Sources Using 
Sound Pressure-Comparison Method In Situ. 

ISO 5135:1997, Determination of Sound Power Levels of Noise from Air
Terminal Devices, Air-Terminal Units, Dampers and Valves by Measurement in 
a Reverberation Room. 

ISO 5136:1990, Determinatwn of Sound Power Radiated into a Duct by 
Fans-In-Duct Method. 
~ ISO 6926: 1999, Requirements for the Peiformance and Calibration of Refer

ence Sound Sources Used for the Determination of Sound Power Levels. 

21.4 MACHINERY NOISE EMISSION MEASUREMENT TECHNIQUES 

ANSI S12.l-1983 (R2001), Guidelines for the Preparatwn of Standard Proce
dures to Determine the Nmse Emission from Sources. Included are the general 
questions to be asked during development of a measurement procedure. Included 
are prefatory material, measurement conditions, measurement operations, data 
reduction, preparation of a test report, and guidelines for the selection of a 
descnptor for noise ermss10n. 

ANSI S12.10-2002 ISO 7779:1999 NAIS standard, Measurement of Airborne 
Noise Emitted by Information Technology and Telecommunications Equipment. 
Adoption of ISO 7779: 1999 and its amendment ISO 7779: 1999/FDAM l. 
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ANSI Sl2.16-1992 (R2002), Guidelines for the Specification of Noise of New 
Machinery. Methods to calculate workplace nmse SPL from test data produced 
by manufacturers of stationary eqmpment. This references existing ANSI, trade, 
and professional association measurement standards and techniques to be used by 
manufacturers to produce mdiv1dual raw machine sound power or SPL test data. 

ANSI S12.43-1997 (R2002), Methods for the Measurement of Sound Emit
ted by Machinery and Equipment at Workstations and Other Specified Positions. 
Three methods to measure SPLs: (1) in a free field over a reflecting plane, 
(2) m normal operating environments, and (3) when operating m their normal 
environments when less accurate measurements are acceptable. 

ARI 530-95, Method of Measuring Sound and Vibration of Refrigerant Com
pressors. 

ARI 575-94, Method of Measuring Machinery Sound within an Equipment 
Space. 

ISO 4412-1:1991, Hydraulic Fluid Power-Test Code for Determination of 
Airborne Noise Levels. Part 1: Pumps. Part 2: Motors. Part 3: Pumps-Method 
Using a Parallelepiped Microphone Array. 

ISO 4871: 1996, Declaration and Verification of Noise Emission Values of 
Machinery and Equipment. 

ISO 7574-1:1985, Statistical Methods for Determining and Verifying Stated 
Noise Emission Values of Machinery and Equipment. Part 1: General Considera
tions and Definitions. Part 2: Methods for Stated Values for Individual Machines. 
Part 3: Simple (Transition) Method for Stated Values for Batches of Machines. 
Part 4: Methods for Stated Values for Batches of Machines. 

ISO 7779:1999, Measurement of Airborne Noise Emitted by Information Tech
nology and Telecommumcations Equipment. 

ISO 9295:1988, Measurement of High-Frequency Noise Emitted by Computer 
and Business Equipment. 

ISO 9296:1988, Declared Noise Emission Values of Computer and Business 
Equipment. 

ISO 9611:1996, Characterization of Sources of Structure-Borne Sound with 
Respect to Sound Radiation from Connected Structures-Measurement of Velocity 
at the Contact Points of Machinery When Resiliently Mounted. 

ISO 11200:1995, Noise Emitted by Machinery and Equipment-Guidelines 
for the Use of Basic Standards for the Determination of Emission Sound Pressure 
Levels at a Work Station and at Other Specified Positions. 

ISO 11201:1995, Noise Emitted by Machinery and Equipment-Measurement 
of Emission Sound Pressure Levels at a Work Station and at Other Specified 
Positions-Engineering Method in an Essentially Free Field over a Reflecting 
Plane. 

ISO 11202:1995, Noise Emitted by Machinery and Equipment-Measurement 
of Emission Sound Pressure Levels at a Work Station and at Other Specified Posi
tions-Survey Method In Situ. 
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ISO 11203: 1995, Noise Emitted by Machinery and Equipment-Determination 
of Emission Sound Pressure Levels at a Work Station and at Other Specified Posi
tions from the Sound Power Level. 

ISO 10846, Acoustics and Vibration-Laboratory Measurement of Vibro
Acoustic Transfer Properties of Resilient Elements. Part 1-1997: Principles and 
Guidelines. Part 2-1997: Dynamic Stiffness of Elastic Supports.for Translatory 
Motion-Direct Method. Part 3-2002: Indirect Method for Determination of the 
Dynamic Stiffness of Resilient Supports for Translatory Motion. • 

ISO 11690-1, Recommended Practice for the Design of Low-Noise Workplaces 
Containing Machinery. Part 1: Noise Control Strategies. Part 2: Noise Control 
Measures. Part 3: Sound Propagation and Noise Prediction in Workrooms. 

21.5 IMPACT OF NOISE IN WORKPLACE 

Two qualities of workplace noise are of concern as they affect damage to heanng and 
speech cornrnumcation. Environmental noise includes vibration and mfrasound. 
Hearing conservation measurements are of two forms: measurement of hearing 
acuity and measurement of noise levels in work and recreational environments. 

Hearing Testing (Audiometry) Equipment and Procedures -. ' 
ANSI S3.l-1999, Maximum Permissible Ambient Noise Levels for Audiometric 
Test Rooms. Specifies maxrmum permissible ambient noise levels (MPANLs) 
allowed m an audiometric test room. 

ANSI S3.6-1996, Specification for Audiometers. The audiometers covered in 
this specification are devices designed for use in determimng the hearmg threshold 
of an individual in comparison with a chosen standard reference threshold level. 

Al'ISI S3.21-1978 (R1997), Methods for Manual Pure-Tone Threshold Audiom
etry. Outline$ .. Jhe procedure for pure-tone threshold audiometry used in the 
assessment of an individual's threshold of hearing for pure tones. 

ISO 226:1987, Normal Equal-Loudness Level Contours. Data in this standard 
formed the basis for the dBA and dBC curves used in noise measurement. 

ISO 389, 1964 Acoustics, Standard Reference Zero for the Calibration of Pure
Tone Audiometers. Part 1: Reference Equivalent Sound Pressure Levels for Pure 
Tones and Supra-Aural Earphones. Part 2: Reference Equivalent Threshold Sound 
Pressure Levels for Pure Tones and Insert Earphones. These data are also shown 
in ANSI S3.6-1996. 

ISO 6189:1983, Pure Tone Air Conduction Threshold Audiometry for Hearing 
Conservation Purposes. Outlines the procedure for testing hearing thresholds as 
well as describes the Gonditions of the testing. Part of this standard 1s similar to 
mformation found in Ai"\TSI S3.21-1978 (R1997). 

ISO 7029:2000, Statistical Distribution of Hearing Thresholds as a Functwn 
of Age. Gives expected threshold values for men and women w1thout a history 
of noise exposure. Data are utilized m ISO 1999 and ANSI S3.44-1996. 
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ISO 8253-1:1989, Audiometric Test Methods-Part 1: Basic Pure Tone Air 
and Bone Conduction Threshold Audiometry. Part 2: Sound Field Audiometry 
with Pure Tone and Narrow-Band Test Signals. Part 3: Speech Audiometry. 

ISO 11904-1:2002, Determinatwn of Sound Immzssion from Sound Sources 
Placed Close to the Ear. Part 1: Technique Using a Microphone in a Real Ear 
(MIRE Technique). Some of the data in this standard are similar to that m ANSI 
S12. 42-1995 (R1999). 

IEC 60645-1 Ed 2.0 b: 2001, Electroacoustics-Audiological Equipment. 
Part I: Pure-Tone Audiometers. Has material also found m ANSI S3.6-1996. 

Hearing Conservation Programs 

Ai"\TSI S3.44-1996 (R2001), Determination of Occupational Noise Exposure and 
Estimation of Noise-Induced Hearing Impamnent. Adoption ofISO 1999:1990(E) 
of the same n~me; however, S3.44 allows assessment of noise exposure using 
a time-intensity trading relation other than a 3-dB increase per halving of 
exposure time. 

ANSI Sl2.6-1997 (R2002), Methods for Measuring the Real-Ear Attenua
tion of Hearing Protectors. Specifies laboratory-based procedures for measuring, 
analyzing, and reporting the noise-reducing capabilities of conventional passive 
hearing protection devices. 

A.NSI Technical Report S 12.13 TR-2002, Evaluating the Effectiveness of Hear
ing Conservation Programs through Audiometric Data Base Analysts. Describes 
methods for evaluatmg the effectiveness of hearing conservation programs m 
preventmg occupational noise-induced hearmg loss by using techniques for audio
metric database analysis. 

ANSI Sl2.42-1995 (R1999), Microphone-in-Real-Ear and Acoustic Test Fix
rnre Methods for the Measurement of Insertion Loss of Circumaural Hearing 
Protection Devices. Describes the ffilcrophone-m-real-ear and the acoustical test 
fixture methods for the measurement of the msertion loss of circumaural earmuffs, 
helmets, and commumcations headsets. 

ISO 1999:1999, Acoustics-Determination of Occupational Noise Exposure 
and Estimation of Noise-Induced Hearing Impairment. Similar to ANSI S3.44-
1996 except that ISO 1999'is more restrictive. 

ISO 4869-1:1990, Hearing Protectors-Part 1: Subjective Method for the 
Measurement of Sound Attenuation. Part 2: Estimation of Effective A-Weighted 
Sound Pressure Levels When Hearing Protectors Are Worn. Part 3: Simplified 
Method for the Measurement of Insertion Loss of Ear-Muff Type Protectors for 
Quality Inspection Purposes. Part 4: Measurement of Effective Sound Pressure 
Levels for Level-Dependent Sound-Restoration Ear-Muffs. 

ISO 7029:2000, Statistical Distribution of Hearing Thresholds as a Function 
of Age. 

ISO 9612:1997, Guidelines for the Measurement and Assessment of Exposure 
to Noise m a Working Environment. 
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Speech Communication Metrics 

ANSI S3.2-1989 (Rl999), Method for Measunng the Intelligibility of Speech over 
Communication Systems. A revision of ANSI S3.2-1960 (Rl982). Provides three 
alternative sets of lists of English words to be spoken by trained talkers over the 
speech communication system to be evaluated. 

ANSI S3.4-1980 (Rl997), Procedure for the Computation of Loudness of Noise. 
Specifies a procedure for calculating the loudness of certain classes of noise. 

ANSI S3.5-1997 (R2002), Methods of the Calculation of the Speech Intelligi
bility Index (SII). Computation of the SIi based on the intelligibility of speech as 
evaluated by speech perception tests given a group of talkers and listeners. 

ASTM 1130-2002, Objective Measurement of Speech Privacy in Open Offices 
Using Articulation Index (AI). Computation of the Articulation Index (Al) from 
standard speech levels, ambient noise, and articulation weighting factors. 

ANSI S3.14-1977 (R1997), Rating Noise with Respect to Speech Interference. 
Defines a simple numerical method for rating the expected speech-mterfering aspect 
(Speechlnterference Level, SIL) ofnoise using acoustical measurements of the noise. 

ISOtrR 3352, 1974, Acoustics-Assessment of Nozse with Respect to Its Effect 
on the Intelligibility of Speech. Tins technical report has never been approved as 
a standard in part because of the concern over whether the unpact of noise is 
snnilar for each language. 

ISO/TR 4870:1991, The Construction and Calibration of Speech Intelligibil-
ity Tests. -. ·/) 

Environmental Noise SPL Measurement Methods 

Environmental noise SPL measurements are typically made outdoors to mirror 
most regulations. Sound measurement locations are often near houses or in empty 
fields and near transportation and mdustrial noise sources. In addition to meeting 
all the requirements of At'l'SI Sl.4, this acoustical equipment and its application 
must be tolerant of wind, .r:ain, birds, insects, and mechanical abuse. Primary 
noise sources include transportation (aircraft, road traffic, trains, etc.), industrial 
facilities, neighborhood nmse (pets, heating, ventilation, and air conditioning), 
recreational noise (shooting ranges, races, and music venues). 

ANSI S12.18-1994 (R1999), Procedures for Outdoor Measurement of Sound 
Pressure Level. Procedures for the measurement of SPLs outdoors, consider
ing ground effects and refraction due to wmd and temperature gradients and 
to turbulence. Measurement of SPLs produced by specific sources outdoors. 
Method 1: general method, outlines conditions for routine measurements. Method 
2: precision method, describes strict conditions for more accurate measurements, 
providing short-term A-weighted SPL or time-averaged SPL, A-weighted or in 
octave- or in one-third-octave or narrow-band SPL, but does not preclude deter
mmation of other sound descnptors. 

ASTM E1014-84(2000), Standard Guide for Measurement of Outdoor A
Weighted Sound Levels. Basic techruque for performmg a reliable A-weighted 
sound-level measurement outdoors. 
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ASTM El503-97, Standard Test Method for Conducting Outdoor Sound Mea
surements Using a Digital Statistical Analysis System. Covers the measurement 
of outdoor sound levels at specific locations using a digital statistical analyzer 
and a formal measurement plan. 

ISO 7196: 1995, Frequency-Weighting Characteristic for Infrasound Measure
ments. 

ISO 10843:1997, Methods for the Descriptton and Physical Measurement of 
Single Impulses or Series of Impulses. 

Environmental Noise Measurement Applications 

ANSI Sl2.7-1986 (Rl998),MethodsforMeasurementoflmpulse Noise. Measures 
impulse noise from discrete events, such as quarry and mining explosions or sonic 
booms, or from multiple-event sources such as pile drivers, riveting, or machine
gun firing. Data may be reported as time variation of the sound pressure, with or 
without frequency weighting, and sound exposure level. 

ANSI S12.8-1998 (R2003), Methods for Determining the Insertion Loss of 
Outdoor Noise Barriers. Detemnne the insertion loss of outdoor noise barriers, 
mcluding direct before and after measurements, indirect before measurements 
at an "equivalent" site, and indirect predictions of "before" sound levels. Indi
rect before measurements and indirect before prediction methods require direct 
measurements of "after" .sound levels. May use sound sources naturally present 
at a controlled natural sound sources, or controlled artificial sound sources. 
Receiver location and atmosphenc, ground, and terram conditions may be chosen. 
Worksheets are provided 

ANSI S12.9-1988 (R2003), Quantities and Procedures for Description and 
Measurement of Environmental Sound. Part 1: Baszc Quantities for Description of 
Sound in Community Environments and General Procedures for Measurement of 
These Quantities. Part 2: Measurement of Long-Term, Wide Area Sound. Part 3: 
Short-Term Measurements with an Observer Present. Part 4: Noise Assessment 
and Prediction of Long-Term Community Response. Part 5: Sound Descnptors 
for Determination of Compatible Land Use. Part 6: Methods for Estimation of 
Awakenings Associated with Aircraft Noise Events Heard m Homes. 

ANSI/ASME PTC 36-1985 (R1998), Measurement of Industrial Sound. Pro
cedures for measunng and reporting airborne sound emissions from mechanical 
equipment. 

ARI 260-2001, Sound Rating of Ducted Air Moving and Conditioning Equip
ment. 

ARI 270-95, Sound Rating of Outdoor Unitary Equipment. 
ARI Application of Sound Rating Levels of Outdoor Unitary Equip-

ment. 
ARI 300-2000, Sound Rating and Sound Transmission Loss of Packaged Ter

minal Equipment. 
ARI 350-2000. Sound Rating of Non-Ducted Indoor Air-Conditioning Equip

ment. 
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ARI 370-2001, Sound Rating of Large Outdoor Refrigerating and Air
Conditioning Equipment. 

ISO 1996, Description and Measurement of Environmental Noise. Part 1-2003: 
Basic Quantzties and Assessment Procedures. Part 2-1987: Acquisition of Data 
Pertinent to Land Use. Part 3-1987: Application to Noise Limits. 

ISO 3891:1978, Procedure for Describing Aircraft Noise Heard on the Ground. 
ISO 8297:1994, Detemzinatton of Sound Power Levels of Multisource Indus

trial Plants for Evaluation of Sound Pressure Levels in the Environment-Engi
neering Method. 

ISO 10847:1997, In-Situ Determination of Insertion Loss of Outdoor Nmse 
Barners of All Types. See also ANSI Sl2.8. 

ISOtrS 13474:2003, Impulse Sound Propagation for Environmental Noise 
Assessment. 

SAE J1075 (revised June 2000), Suiface Vehicle Standard (R) Sound Mea
surement-Construction Site. Procedures and mstrumentation to be used for 
determimng a representative sound level dunng a representative time penod at 
selected measurement locations on a construction site boundary. 

Environmental Sound Propagation Outdoors 

ANSI Sl.18-1999, Template Method for Ground Impedance. Procedures for 
obtaining the real and imagmary parts of the specific acoustical impedance of 
natural ground surface outdoors. 

ANSI S 1.26-1995 (R1999), Method for Calculation of the Absorption of Sound 
by the Atmosphere. Still-atmosphere absorption losses of sound for a wide range 
of meteorological conditions. 

ANSI 812.17-1996 (R2001), Impulse Sound Propagatzon for Environmental 
Noise Assessment Response. Engineering methods to calculate the propagation 
and attenuation of high-energy impulsive sounds through tpe atmosphere. It 
estimates the mean Cweighted sound expqsure level of impulsive sound at dis
tances ranging from 1 to 30 km, applicable' for explosive masses between 50 and 
1000 kg. 

ISO 9613, Attenuation of Sound during Propagation Outdoors. Part 1-
1993: Calculation of the Absorption of Sound by the Atmosphere. Attenuation 
of Sound During Propagation Outdoors. Part 2-1996: General Method of 
Calculation. Propagatmn attenuation, including barner attenuation calculations, 
excess attenuation by hard and soft ground surfaces, and attenuation of sound by 
rows of buildings and by trees and shrubs. 

ISO/TS 13474:2003, Impulse Sound Propagation for Environmental Noise 
Assessment. 

Environmental Vibrations 

ANSI S3.18-2002, NAIS Standard Mechanical Vibration and Shock-Evaluation 
of Human Exposure to Whole-Body Vibratzon. Part 1: General Requirements. Part 
of ISO 2631 defining methods for the measurement of penodic, random, and 
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transient whole-body vibration. It indicates the pnncipal factors that combme to 
determine the degree to which a vibration exposure will be acceptable. 

Ai'l"SI S3.29-1983 (R2001), Guide to the Evaluation of Human Exposure to 
Vibration in Buildings. Reactions of humans to vibrations of 1-80 Hz inside 
buildings are assessed as degrees of perception and associated vibration levels 
and duration. 

ANSI S3.34-1986 (R1997), Guide for the Measurement and Evaluation of 
Human Exposure to Vibration Transmztted to the Hand. The recommended method 
for the measurement, data analysis, and reportmg of human exposure to hand
transmitted vibration. 

ANSI S3.40-2002, NAIS Standard Mechanical Vibration and Shock-Hand
Amz Vibration-Method for the Measurement and Evaluation of the Vibration 
Transmissibility of Gloves at the Palm of the Hand. Adoption of ISO 10819: 1996. 
A method for the laboratory measurement, data analysis, and reportmg of the 
vibration transmissibility of gloves of vibratmns from a handle to the palm of 
the hand in the frequency range 31.5-1250 Hz. 

ISO 2631, Mechanical Vibration and Shock-Evaluation of Human Exposure 
to Whole-Body Vibration. Part 1-1997: General Requirements. Part 2-1989: Con
tinuous and Shock-Induced Vibrations in Buildings ( I to 80 Hz). Part 4-2001: 
Guidelines for The evaluation of the Effects of Vibran.on and Rotational Motion 
on Passenger and Crew Comfort in Transport Systems. 

ISO 2671: 1982, Environmental Tests for Aircraft Equipment-? art 3.4: Acous
tic Vibration. 

ISO 4866:1990, Mechanical Vibration and Shock-Vibration of Buildings
Guzdelines for the Measurement of Vibrations and EvaluatiOn of Thetr Effects on 
Building. 

ISO 4867:1984, Code for the Measurement and Reporting of Shipboard Vibra
tion Data. 

ISO 5007:2003, Agricultural Wheeled Tractors-Operator's Seat-Labora
tory Measurement of Transmitted Vibration. 

ISO 5008:2002, Agricultural Wheeled Tractors and Field Machinery-Mea
surement of Whole-Body Vibration of the Operator. 

ISO 5347-3:1993, Calibration of Vibration and Shock Pick-ups. Part 3: Sec
ondary Vibration Calibration. Part 4: Secondary Shock Calibration. Part 5: Cali
bration by Earth's Gravitation. Part 6: Primary Vibration Calibratwn at low Fre
quencies. Part 7: Primary Calibration by Centrifuge. Part 8: Primary Calibration 
by Dual Centrifuge. Part 10: Primary Calibration by High Impact Shocks. Part 11: 
Testing of Transverse Vibration Sensitivity. Part 12: Testzng of Transverse Shock 
Sensitivity. Part 13: Testzng of Base Stram Sensitivity. Part 14: Resonance Fre
quency Jesting of Undamped Accelerometers on a Steel Block. Part 15: Testing of 
Acoustic Sensiqvity. Part 16: Testing of Mounting Torque Sensitivity. Part 17: Test
ing of Fixed Temperature Sensitivity. Part 18: Testing of Transient Temperature 
Sensitivity. Part 19: Testing of Magnetic Field'Sensitzvzty. Part 22: Accelerometer 
Resonance Testing-General Methods. 

ISO 5348:1998, Mechanical Mounting of Accelerometers. 
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ISO 5349-1 :2001, Mechanical Vibration-Guzdelines for the Measurement and 
the Assessment of Human Exposure to Hand-Transmitted Vibration. Parts of th.ts 
standard are similar to ANSI S3.34-1986 (Rl997). Part 2: Practical Guidance 
for Measurement at the Workplace. 

ISO 5805:1997, Mechanical Vibration and Shock-Human Exposure-Voca
bulary. 

ISO 8041:1990, Human Response to Vibration-Measuring Instrumentation. 
ISO 13091-1:2001, Mechanical Vibration-Vibrotactile Perception Thresholds 

for the Assessment of Nerve Dysfunction. Part 1: Methods of Measurements at the 
Fingertips. 

ISO 8042:1988, Characteristics to be Specified for Seismic Pick-Ups. 
ISO 9022-10: 1998, Optics and Optical Instruments-Environmental Test Meth

ods. Part 10: Combined Sinusoidal Vibratzon and Dry Heat or Cold. Part 15: 
Combined Digitally Controlled Broad-Band Random Vibration and Dry Heat 
or Cold. 

21.6 VEHICLE EXTERIOR AND INTERIOR NOISE 

There are many SAE and ISO standards dealing with the source of noise emis
sions of various motor vehicles, including road vehicle (automobiles, trucks, 
buses, and motorcycles), trains, boats, aircraft, construction eqmpment (e.g., 
dozer), agricultural equipment (e.g., tractqr), and small-engine equipment (e.g., 
lawn edger). Full listings of these standards are marntained at the SAE and 
ISO websites. The following is a sampling of these standards. Qmte a few ar~ 
identically SAE and ISO standards. 

Vehicle Noise - Interior Noise Measurement Techniques 

ISO 2923:1996, Measurement of Noise on Board Vessels. 
ISO 3095:1975, Measurement of Noise Emitted by Railbound Vehicles. 
ISO 3381: 1976, Measurement of Noise Inside Railbound Vehicles. 
ISO 5128: 1980, Measurement of Noise lnszde Motor Vehicles. 
ISO 5129:2001, Measurement of Sound Pressure Levels in the Interior of Air

craft During Flight. 
ISO 5130:1982, Measurement of Noise Emitted by Stationary Road 

Vehicles-Survey Method. 
ISO 5131:1996, Tractors and Machinery for Agriculture and Forestry-Mea

surement of Nmse at the Operator's Position-Survey method. 
ISO 7188:1994, Measurement ofNmse Emitted by Passenger Cars under Con

ditions Representative of Urban Drzvzng. 
ISO 11819-1:1997, Measurement of the Influence of Road Surfaces on Traffic 

Noise. Part 1: Statistical Pass-By Method. 

Road Surface Sound Absorption 

See ISO 13472 below under Sound Absorption. 

VEHICLE EXTERIOR AND INTERIOR NOISE 

Vehicle Noise - Exterior Noise Measurement (Noise Emission) 
Techniques 

925 

SAE J366, Exterior Sound Level for Heavy Trucks and Buses (APR 2001). Test 
procedure, envrromnent, and instrumentation for detennining the maximum exte
rior sound level for highway motor trucks, tru~k tractors, and buses. 

ISO 3095: 1975, Measurement of Noise Emitted by Railbound Vehicles. Obtain
mg reproducible and comparable measurement results of levels and spectra of 
noise emitted by all kinds of vehicles operating on rails or other types of fixed 
track except for track maintenance vehicles in operation. 

SAE J34 (June 2001), Exterior Sound Level Measurement Procedure for Plea
sure Motorboats. Procedure for measunng the maximum exterior sound level of 
pleasure motorboats while being operated under wide open-throttle conditions. 

ISO 362:1998, Measurement of Noise Emitted by Accelerating Road Vehi
cles-Engmeering Method. (Available in English only.) 

SAE 116395 (ISO 6395) (February 2003), Measurement of Exterior Noise 
Emitted by Earth-Moving Machinery-Dynamic Test Conditions. Determining the 
noise emitted to the environment by earth-moving machinery m terms of the 
A-weighted sound power level while the machine is working under dynamic test 
conditions. 

SAE 117216 (ISO 7216) (February 2003), Agricultural and Forestry Wheeled 
Tractors and Self-Propelled Machines-Measurement of Noise Emitted When in 
Motion. Measuring the A-weighted SPL in an extensive open space of the noise 
enutted by agncultural and forestry wheeled tractors and self-propelled machines 
fitted with elastic tires while the vehicle is in motion. It 1s not applicable to 
special forestry machmery, for example, forwarders, skidders, etc., as defined in 
ISO 6814. 

ISO 4872:1978, Measurement of Airborne Noise Emitted by Construction 
Equipment Intended for Outdoor Use. Method for determining compliance with 
noise limits 

ISO 6393:1998. Measurement of Exterior Noise Emitted by Earth-Moving 
Machinery-Stationary Test Condittons. (Available in English only.) 

ISO 6394:1998, Measurement at the Operator's Posztzon of Noise Emitted 
by Earth-Moving Machinery-Stationary Test Conditzons. (Available in English 
only.) 

ISO 6395:1988, Measurement of Exterior Noise Emitted by Earth-Moving 
Machmery-Dynamzc Test Conditzons. 

ISO 6396:1992, Measurement at the Operator's Position of Noise Emitted by 
Earth-Moving Mar;hinery-Dynamic Test Conditions. 

ISO 6798:1995, Reciprocating Internal Combustion Engines-Measurement 
of Emitted Airborne Noise-Engineering Method and Survey Method. 

ISO 7216: 1992, Agricultural and Forestry Wheeled Tractors and Self-Propelled 
Machines-Measurement of Noise Emitted When in Motion. 

ISO 7182:1984, Measurement at the Operator's Position of Airborne Noise 
Emitted by Chain Saws. 
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ISO 9645:1990, Measurement of Noise Emitted by Two-Wheeled Mopeds in 
Motion-Engineering Method. 

ISO 11094: 1991, Test Code for the Measurement of Airborne Noise Emitted by 
Power Lawn Mowers, Lawn Tractors, Lawn and Garden Tractors, Professional 
Mowers, and Lawn and Garden Tractors with Mowmg Attachments. 

21.7 ARCHITECTURAL NOISE CONTROL IN BUILDINGS 

There are three categones of sound control standards for buildings. The first is 
for testing materials that limit sound transmiss10n from one room to another. The 
second is to test the sound absorption capability of materials. The third tests the 
general capabilities of rooms to cope with sounds withm 1t for favorable ( offices, 
classrooms, and auditoria) and unfavorable or noisy situations. 

Sound Transmission 

ASTM E90-02, Standard Test Method for Laboratory Measurement of Airborne 
Sound Transmission Loss of Building Partitions and Elements. Laboratory mea
surement of airborne sound transID1ssion loss of building partitions such as walls 
of all kinds, operable partitions, floor-ceiling assemblies, doors, windows, roofs, 
panels, and other space-dividing elements. . ,i 

ASTM E336-97, Standard Test Method for Measurement of Airborne Sound 
Insulation in Buildings. Determining the sound msulation m the field between. 
two rooms in a building. The evaluation may be made including all paths by • 
which sound is transmitted or attention may be focused only on the dividing 
partition. The wprd "partition" in thlS test method mcludes all types of wall&;' 
floors, or any other boundanes separating two spaces. The boundaries may be 
permanent, operable, or movable. 

ASTM E413-87 (1999), Classification for Rating Sound Insulation. The meth
od of calculating, from laboratory or field sound insulation measurements at 
frequencies from 125 to 4000 Hz the smgle-number acoustical rating called sound 
transmission class (STC) or field sound translillssion class (FSTC) and the single
number rating between two spaces called the noise isolation class (NIC). 

ASTM E497, Practice for Installing Sound-Isolating Lightweight Partitions. 
Preferred design methods for constructing high-noise-msulation walls and 
floor/ceilings. 

ASTM E557, Practice for Architectural Application and Installation of Oper
able Partitions. Preferred design and installation methods for constructing high
noise-msulation operable partitions in the field. 

ASTM E596-96 (2002), Standard Test Method for Laboratory Measurement 
of Noise Reduction of Sound-Isolating Enclosures. The reverberation room mea
surement of the n01se reduction of sound-isolating enclosures. 

ASTM E597, Practice for Determining a Single-Number Rating of Airborne 
Sound Isolation for Use in Multi-Unit Building Specifications. A short test method 

II 
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for field use where a sound source of a standard spectrum is used to test the noise 
insulation between two existing rooms in a building. Broadband A-weighted 
sound levels are measured. Computation provides a single number sound insula
tion value analogous to FSTC. 

ASTM E966-02, Standard Guide for Field Measurements of Airborne Sound 
Insulation of Building Facades and Facade Elements. Procedures for measuring 
the sound insulation of an mstalled building facade or facade element (window, 
door). These values may be used separately to predict interior levels or combined 
mto a single number such as by classification E 413 (STC with precautions) 
or classification E 1332 (outside-mside transmission class, OITC) for sound 
insulation agamst transportation noises. 

ASTM E492-90 (1996), Standard Test Method for Laboratory Measurement of 
Impact Sound Transmission through Floor-Ceiling Assemblies Usmg the Tapping 
Machine. Measurement of impact sound levels (e.g., footfalls) produced by the 
ISO tapping machine. Results are used to determine the impact isolation class 
(ITC) by E989. 

ASTM E989-89 (1999), Standard Classification for Determination of1mpact 
Insulation Class (IIC). A single~nurnber rating of data from ASTM E492 and 
El007 for comparing floor-ceiling assemblies for general building design pur
poses. The rating is called an impact insulation class (JIC). 

ASTM El007-97, Standard Test Method for Field Measurement of Tapping 
Machine Impact Sound Transmissiqn through Floor-Ceiling Assemblies andAsso
czated SupporfStructures. A field measurement analogous to E492. 

ASTM El 123-86 (1998), Standard Practices for Mounting Test Specimens for 
Sound Transmission Loss Testing of Naval and Marine Ship Bulkhead Treatment 
Materials. Describes test specnnen mountings for test method E90, to be used 
for naval and marine ship bulkhead noise insulation measurement. 

ASTM El222-90 (2002), Standard Test Method for Laboratory Measurement 
of the Insertion Loss of Pipe Lagging Systems. Covers the measurement of the 
msertion loss of pipe lagging systems under laboratory conditions. 

ASTM El289-97, Standard Specification for Reference Specimen for Sound 
Transmission Loss. Construction and installation of a standard reference specimen 
for interlaboratory sound transmission loss measurement evaluation using test 
method E90. 

ASTM El332-90 (1998), Standard Classification for Determination of 
Outdoor-Indoor Transmission Class. A smgle-number rating for exterior doors, 
w1ndows, and walls for their noise insulation against ground and air transportation 
n01se, including aircraft roadway vehicles and trains. 

ASTM E1408-91 (2000), Standard Test Method for Laboratory Measurement 
of the Sound Transmission Loss of Door Panels and Door Systems. Laboratory 
measurement of the sound transmiss10n loss for door panels and door systems. It 
includes specimen-mounting instructions and the force required to close, latch, 
unlatch, and open a door. 

ASTM El414-00, Standard Test Method for Airborne Sound Attenuation bet
ween Rooms Sharing a Common Ceiling Plenum. Uses a special laboratory space 
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to simulate a pair of adjacent offices or rooms separated by a partition and sharing 
a common plenum space ( a common econormcal construction method used for 
walls between offices and classrooms). The only significant laboratory sound 
transmission path is by way of the ceiling structure and the plenum space. 

ISO 140-1:1997, Measurement of Sound Insulation in Buildings and of Build
ing Elements. Part 1: Requirements for Laboratory Test Facilities with Suppressed 
Flanking Transmission. Part 2: Determination, Verification and Application of 
Precision Data. Part 3: Laboratory Measurements of Airborne Sound Insulation 
of Building Elements. Part 4: Field Measurements of Atrborne Sound lnsulatwn 
between Rooms. Part 5: Field Measurements of Airborne Sound Insulation of 
F ai;ade Elements and F ar;ades. Part 6: Laboratory Measurements of Impact Sound 
lnsulatwn of Floors. Part 7: Field Measurements of Impact Sound Insulation of 
Floors. Part 8: Laboratory Measurements of the Reduction of Transmitted Impact 
Noise by Floor Coverings on a Heavyweight Standard Floor. Part 9: Labora
tory Measurement of Room-to-Room Airborne Sound Insulation of a Suspended 
Ceiling with a Plenum Above It. Part 10: Laboratory Measurement of Airborne 
Sound Insulation of Small Building Elements. Part 12: Laboratory Measurement 
of Room-to-Room Airborne and Impact Sound Insulation of an Access Floor. 
Part 13: Guidelines. (Available m English only.) 

ISO 717-1: 1996, Rating of Sound Insulation in Buildings and of Building Ele
ments. Part 1: Airborne Sound Insulation. Part 2: Impact Sound Insulation. 

ISO 9052-1:1989, Determination of P~namic Stiffness. Part 1: Materials Used 
under Floating Floors in dwellings. "' • 

ISO 3822, Laboratory Tests on Noise Emission from Appliances and Equip
ment Used in Water Supply Installations. Part 1-1999: Method of Measurement. 
Part 2-1995: Mountmg and Operating Conditions for Draw-Off Ta[Js and Mix
ing Valves. Part 3-1997: Mounting and Operating Conditions for In-Line Valves 
and Appliances. Part 4-1997: Mounting and Operating Conditions for Special 
Appliances. 

ISO 11546-1:1995, Determination of Sound Insulation Peiformances of Enclo
sures. Part 1: Measurements under Laboratory Conditions (for Declaration Pur
poses). Part 2: Measurements In Situ (for Acceptance and Verification Purposes). 

ISO 11957:1996, Determination of Sound Insulation Peiformance of Cab
ins-Laboratory and In Situ Measurements. 

ISO 15186-1 :2000, Measurement of Sound Insulation m Buildings and of Build- • 
ing Elements Using Sound Intensity. Part 1: Laboratory Measurements. 

Sound Absorption 

ASTM C384-98, Standard Test Method for Impedance and Absorption of Acous
tical Materials by the Impedance Tube Method. The use of an impedance tube 
(standing-wave apparatus) for the measurement of impedance ratios and the 
normal-incidence sound absorption coefficients of acoustical materials. 

ASTM C423-02, Standard Test Method for Sound Absorption and Sound 
Absorption Coefficients by the Reverberation Room Method. Measures the 
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random-mc1dence sound absorption coefficients of material test specrmens, 
mounted according to ASTM E795, in a reverberation room by measuring sound 
decay rate. 

ASTM E477, Test Method for Measuring Acoustical and Airflow Peiformance 
of Duct Liner Materials and Prefabricated Silencers. Laboratory measurement 
method for the sound insertion loss provided by duct sound attenuators. 

ISO 7235:1991, Measurement Procedures for Ducted Silencers-Insertion 
Loss, Flow Noise and Total Pressure Loss. 

ISO 11691:1995, Measurement of Insertwn Loss of Ducted Silencers without 
Flow-Laboratory Survey Method. 

ISO 11820:1996, Measurements on Silencers In Situ. 
ISO 11821:1997, Measurement of the In Situ Sound Attenuation of a Remov

able Screen. 
ASTM C522-87(1997), Standard Test Method for Airflow Resistance of Acous

tical Materials. The measurement of airflow resistance, specific airflow resistance, 
and airflow resistivity of porous materials. Materials may be thick boards or 
blankets to thin mats, fabrics, papers, and screens. 

ISO 9053: 1991, Materials for Acoustical Applications-Determination of Air
flow Resistance. 

ASTM E756-98, Standard Test Method for Measuring Vibration-Damping 
Properties of.Materials. Measures the vibration-damping properties-loss factor 
T/, Young's modulus E, and shear modulus G-of materials over a frequency 
range of 50 Hz to 5 kHz and over the useful temperature range of the material. 
Tlus method tests materials that have application m structural vibration, building 
acoustics, and the control of audible noise. Test materials include metal, enamel, 
ceramics, rubber, plastic, reinforced epoxy matrix, and wood that can be formed 
to the test specimen bar configuration. 

ASTM E795-00, Standard Practices for Mounting Test Specimens during 
Sound Absorption Tests. Standard specimen mountings for tests performed m 
accordance with C423. 

ASTM E1042, Classi,ficationfor Acoustically Absorptive Materials Applied by 
Trowel or Spray. 

ASTM El050-98, Standard Test Method for Impedance and Absorption of 
Acoustical Materials Using a Tube, Two Microphones, and a Digital Frequency 
Analysis System. The two-microphone impedance tube method, including a digital 
frequency analysis system, to measure the normal-mcidence sound absorption 
coefficients and normal specific acoustical impedance ratios of matenals. 

ISO 354. 2003, Acoustics-Measurement of Sound Absorption in a Reverber
ation Room. Similar to ASTM C423. 

ISO 10534-1: 1996, Determination of Sound Absorption Coefficient and Impe
dance in Impedance Tubes. Part 1: Method Using Standing Wave Ratio. Similar 
to ASTM C384. 

ISO 11654:1997, Sound Absorbers for Use tn Buildings-Rating of Sound 
Absorption. 
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ISO 10844:1994, Specification of Test Tracks for the Purpose of Measuring 
Noise Emitted by Road Vehicles. 

ISO 13472-1 :2002, Measurement of Sound Absorption Properties of Road Sur
faces In Situ. Part 1: Extended Surface Method. A vertical impedance tube test 
method for measunng In Situ the sound absorption coefficient of road surfaces 
as a function of frequency in the range from 250 Hz to 4 kHz. 

Architectural Acoustics, Reverberation, and Noise Control Design 

ANSI S12.2-1995 (R1999), Criteria for Evaluating Room Noise. Defines NC, 
NCB, RC, and perceptible acoustically induced low-frequency vibration critenon 
curves for the octave-band SPL spectrum of n01se and rules for using them 
to evaluate room background noise. 

ANSI Sl2.60-2002, Acoustical Performance Criteria, Design Requirements, 
and Guidelines for Schools. Acoustical performance criteria, design requirements, 
and design guidelines for new school classrooms and other learning spaces to 
achieve a high degree of speech mtelligibility m learning spaces. Conformance 
test procedures are provided. 

ASTM E1041, Guide for Measurement of Masking Sound in Open Offices. 
ASTM Elll0-01, Standard Classification for Determination of Articulation 

Class. Provides a single figure rating that can be used for comparing building 
systems and subsystems for speech privacy purposes. The raung is designed to 
correlate with transmitted speech intelligen~e between office spaces. 

ASTM Ellll-02, Standard Test Method for Measuring the Interzone Attenu
ation of Ceiling Systems. Measures the sound reflective characteristics of ceiling 
systems with partial-height space dividers, used in offices and sometimes m 
schools to achieve speech pnvacy between work zones m the absence of full
height partitions. Restricted to a fixed space divider height of 5 ft, a ceiling height 
of nominally 9 ft, a source height of 4 ft, and rmcrophone positions at 4 ft height. 

ASTM El 130-02, Standard Test Method for Objective Measurement of Speech 
Privacy in Open Offices Using Articulation Index (AI). Measuring speech privacy 
obJectively between existing locations in open offices. Uses acoustical mea
surements, published information on speech levels, and speech intelligibility to 
compute the Articulation Index (Al). 

ASTM E1179-87 (1998), Standard Specificatwnfor Sound Sources Used for 
Testing Open Office Components and Systems. Specifies the sound source used 
for measuring the speech pnvacy between open offices or for measuring the 
laboratory performance of acoustical components (see Ellll and El130). 

ASTivl El375-90 (2002), Standard Test Method for Measuring the Interz,one 
Attenuation of Furniture Panels Used as Acoustical Barriers. Measurement of the 
interzone attenuation of furniture panels used as acoustical barriers in open-plan 
spaces to provide speech privacy or sound isolation between working positions. 

ASTM El376-90 (2002), Standard Test Method for Measuring the Interzone 
Attenuation of Sound Reflected by Wall Finishes and Furniture Panels. Measures 
the degree to which reflected sound is attenuated by vertical surfaces in open-plan 
spaces. 
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ASTM El573-02, Standard Test Method for Evaluating Masking Sound in 
Open Offices Using A-Weighted and One-Third Octave Band Sound Pressure Lev
els. Procedures to evaluate the spatial and temporal uniformity of masking sound 
in open offices usmg A-weighted or one-third-octave-band SPLs. 

ASTM E1574-98, Standard Test Method for Measurement of Sound in Resi
dential Spaces. Practical measurement of residual building mterior noise SPLs. 

ASTM B2235, Standard Test Method for the Measurement of Decay Rates for 
Use in Sound Insulation Test Methods. Measurement of sound decay rate (60/T) 
rn any room, where T is the reverberation time, seconds. 

ISO 3382:J997, Measurement of the Reverberation Time of Rooms with Ref
erence to Other Acoustical Parameters. Measurement of reverberation time Tin 
performance spaces. Specifies additional measures of auditorium gam (G), early 
decay (EDT), clarity (C80), Deutlichkeit (D50), central time (CT) lateral energy 
fraction (LF) and interaural cross correlation (TACC) and of T in any room. 

ISO 10053-1991, Measurement of Office Screen Sound Attenuation under Spe
cific Laboratory Conditions. Similar to ASTM B1375. 
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APPENDIXB 

American System of Units 

The Amencan system of units [ which used to be referred to as the English system 
of units until England converted to the meter-kilogram-second (mks) system) is 
inherently confusing. In everyday American life, the pound (abbreviated lb) 1s 

used either as a force or as a weight, both having the units of force. To further 
complicate matters, some technical writers seek to provide a system parallel to 
the metric system by using either of two quantities for force and either of two 
corresponding quantities for mass. Thus, some adopt the pound as the urut of 
force and define a slug as the unit of mass. Others define a poundal as the 
unit of force and adopt the pound as the unit of mass. Neither the slug nor 
the poundal has found general acceptance in the literature, although we use the 
former in tills text. 

As one well-traveled acoustician said, "I have detennined that 1 kg of butter 
bought in Zurich is exactly the same amount as 2.2 lb bought m New York. 
Whenever I wish to solve a technical problem m Amenca without confusion, I 
immediately divide the number of pounds by 2.2 to obtain the eqmvalent num
ber of kilograms. Then I work in the mks system, where force and mass are 
clearly distinguished." Let us take a moment to distinguish further between mass 
and force. 

The mass of a body 1s defined as m = F / x, where F 1s the vector sum of 
all forces acting on the center of gravity of the unrestrained body and x is the 
accelerat10n produced in the direction of the force F. 

The weight of a body is defined as w = mg, where g is the acceleration of 
gravity (9.81 rn/s2 on earth) and w is the force that must act on the otherwise 
unrestrained body to keep 1t stationary when exposed to the gravitat10nal field. 
Consequently, a body has the same mass but different weight on the moon than 
on earth. On earth the weight of a 1-kg mass, whlch is designated as one kilopond 
(1 kp), is 1 kp weight= 1 kg mass x 9.81 rn/s2 9.81 newtons. 

CONSISTENT SYSTEMS OF UNITS USED IN THIS TEXT 

Two consistent systems of units are used in this text, the mks and the fss systems. 
To describe them, let us start with Newton's second law: 

Force mass x acceleration (B.l) 
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In the meter-kilogram-second system 

No. of newtons = no. of kg x no. of m/s2 

In the foot-slug-second system 

No. of pounds force (lb)= no. of slugs x no. of ft/s2 

The relations among the magmtudes of the units are 

lkp = 2.2051b weight 

1 kg 0.0685slug 

lslug = 14.59 kg 

1 newton = 0.2251b force 

llb force = 4.448 newtons 

lslug = 32.171b weight 

llb weight 0.03108slug = 0.454 

(B.2) 

(B.3) 

Example. If 1 kg mass is to be accelerated 1 m/s2, we see, by Eq. (B.2), that 
a force of 1 newton is required. How many pounds (force) is required for the 
same result? 

Solution 1 kg equals (2.205/32.17) slug and 1 m/s2 = 3.28 ft/s2 Thus, by Eq. 
(B.3), 0.225 lb (force) is required 

INCONSISTENT SYSTEMS OF AMERICAN UNITS USED IN THE 
LITERATURE 

Two inconsistent systems of American units are commonly encountered, the fps 
and the tps systems. 

In the foot-pound-second system (inconsistent system) 

f .., (lb) no. of pounds weight (lb) f f 2 No. o pounds iorce = __ _;:,_ ___ _.c.. __ x no. o tis 
g 

(B.4) 

where g 1s the acceleration due to gravity m umts of ft/s2, that is, 32.17 ft/s2 . 

In the mch-pound-second system (inconsistent system) 

No. of pounds force (lb) 
no. of pounds weight (lb) . , 
__ ...c;_ ___ ...;;;_ __ x no. of m.Js- (B.5) 

g 
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where g 1s the acceleration due to graVIty m units of in./s2, that is, 3.86 m./s2 

Mechanical engineers often use the in.-lb-s system in the field of shock and 
vibration. 

Example. A 1-kg mass 1s accelerated 5 m/s2 Find the force necessary to do 
this in newtons and pounds (force). 

Solution 

1 kg= 2.2 lb weight 0.0685 slug 

5 rn/s2 16.4 ft/s2 

F (newtons) = 1 x 5 = 5 newtons 

F (lb)= 0.0685 x 16.4 = 1.124 lb (force) 
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Conversion Factors 

The followmg values for the fundamental constants were used in the preparation 
of the factors: 

1 m 39.37 m. 3.281 ft 

l lb (weight)= 0.4536 kp 0.03108 slug 

1 slug= 14.594 kg 

1 lb (force)= 4.448 newtons 

Acceleration due to gravity= 9.807 m/s2 

32.174 ft/s2 

Density of H20 at 4°C = 103 kg/m3 

Density of Hg at 0°C 1.3595 x 104 kg/m3 

1 U.S. lb = 1 Bntish lb 

1 U.S. gallon = 0.83267 British gallon 

= (~)°C+32 

°C = (i)(°F - 32) 

TABLE C.1 Conversion Factors 

To convert 

acres 

atm 

Into 

ft2 

miles2 (statute) 
m2 

hectare ( 104 

m. H2O at 4°C 
in. Hg at 0°C 
ft H2 0 at 4°C 
mm Hg at0°C 
lb/in.2 

Multiply by 

4.356 X 104 

1.562 X 10-3 

4,047 
0.4047 
406.80 
29.92 
33.90 
760 
14.70 

Conversely, 
multiply by 

2.296 X 10-5 

640 
2.471 X 10-4 

2.471 
2.458 X 10-3 

3.342 X 10-2 

2.950 X 10-2 

1.316 X 10-3 

6.805 X 10-2 

(continued overleaf) 
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TABLE C.1 (continued) TABLE C.1 (continued) 

Conversely, 
Conversely, 

To convert Into Multiply by multiply by To convert Into Multiply by multiply by 
newtons/m2 1.0132 X 105 9.872 X 10-6 

lb (weight) 2.205 X 10-3 453.6 
kp/m2 1.033 X 104 9.681 X 10-5 

hp (550 ft-lb/s) ft-lb/min 3.3 X 1G4 3.030 X 10-5 
oc OF (°C X ~) + 32 (°F- 32) x ~ watts 745.7 1.341 X 10-3 
cm in. 0.3937 2.540 kW 0.7457 1.341 

ft 3.281 X 10-z 30.48 m. ft 0.0833 12 
m 10-2 102 cm 2.540 0.3937 

circular mils in.2 7.85 X 10-7 1.274 X 106 
ID 0.0254 39.37 

cm2 5.067 X 10-6 1.974 X 105 
m.2 ft2 0.006945 144 

cm2 in.2 0.1550 6.452 cm2 6.452 0.1550 
ft2 1.0764 X 10-3 929 mz 6.452 X 10-4 1550 m2 10-4 104 m.3 ft3 5.787 X 10-4 1.728 X 103 

cm3 m.3 0.06102 16.387 cm3 16.387 6.102 X 10-z 
ft3 3.531 X 10-5 2.832 X 1G4 m3 1.639 X 10-5 6.102 X 1G4 m3 10-6 106 kg lb (weight) 2.2046 0.4536 

deg (angle) radians 1.745 X 10-z 57.30 slug 0.06852 14.594 
dynes lb (force) 2.248 X 10-6 4.448 X 105 

g ID3 10-3 
newtons 10-s 105 kg/m2 lb/in.2 (weight) 0.001422 703.0 

dynes/cm2 lb/ft2 (force) 2,090 X 10-3 478.5 lb/ft2 (weight) 0.2048 4.882 
newtons/m2 10-1 10 g/cm2 10-1 10 

1 m. H2O N/m2 249.18 4.013 X 10-3 
kg/m3 lb/in.3 (weight) 3.613 X 10-5 2.768 X 104 

ergs ft-lb (force) 7.376 X 10-8 1.356 X 107 
lb/ft3 (weight) 6.243 X 10-z 16.02 

Joules 10-7 107 liters m.3 61.03 1.639 X 10-z 
ergs/cm3 ft-lb/ft3 2.089 X 10-3 478.7 ft3 0.03532 28.32 
ergs/s watts 10-7 101 pints (liquid U.S.) 2.1134 0.47318 

ft-lb/s 7.376 X 10-S 1.356 X 107 
quarts (liquid U.S.) 1.0567 0.94636 

ergs/s-cm2 ft-lb/s-ft2 6.847 X 10-5 1.4605 X 104 
gal (liquid U.S.) 0.2642 3.785 

fathoms ft 6 0.16667 cm3 1000 0.001 
ft m. 12 0.08333 m3 0.001 1000 

cm 30.48 3.281 X 10-2 
log0 n, or 1n n log10 n 0.4343 2.303 

m 0.3048 3.281 ID m. 39.371 0.02540 
ft2 m.2 144 6.945 X 10-3 

ft 3.2808 0.30481 
cm2 9.290 X 102 0.010764 yd 1.0936 0.9144 
m2 9.290 X 10-2 10.764 cm 102 10-2 
m.s 1728 5.787 X 10-4 m2 m.2 1550 6.452 X 10-4 

cm3 2.832 X 104 3.531 X 10-5 ft2 10.764 9.290 X 10-2 
m3 2.832 X 10-z 35.31 yd2 1.196 0.8362 
liters 28.32 3.531 X 10-2 

cm2 104 10--4 
ft H2 0 at 4°C in. Hg at 0°C 0.8826 1.133 m3 in.3 6.102 X 104 1.639 X 10-5 

lb/in.2 0.4335 2.307 ft3 35.31 2.832 X 10-2 
lb/ft2 62.43 1.602 X 10-2 yd3 1.3080 0.7646 
-newtons/m2 2989 3.345 X 10-4 cm3 106 10-6 

gal (liquid U.S.) gal (liquid Brit. Imp.) 0.8327 1.2010 rnicrobars 
liters 3.785 0.2642 (dynes/crn2) lb/in.2 1.4513 X 10-5 6.890 X 104 
m3 3.785 X 10-3 264.2 lb/ft2 2.090 X 10·-3 478.5 

gm oz (weight) 3.527 X 10-2 28.35 
(continued overleaf) 



Idaho Power/1206 
Ellenbogen/488

942 CONVERSION FACTORS 

TABLE C.1 (continued) 

To convert Into Multiply by 

newtons/m2 10-1 
miles (nautical) ft 6080 

km 1.852 
miles (statute) ft 5280 

km 1.6093 
miles2 (statute) ft2 2.788 X 107 

km2 2.590 
acres 640 

mph ft/mm 88 
km/mm 2.682 X 10-z 
km/h l.6093 

nepers db 8.686 
newtons lb (force) 0.2248 

dynes HY 
newtons/m2 lb/in. 2 (force) 1.4513 X 10-4 

lb/ft2 (force) 2.090 X 10-z 
dynes/cm2 10 

lb (force) newtons 4.448 
lb (weight) slugs 0.03108 

kg 0.4536 
lb H2 0 ( distilled) ft3 •· ... " 

1.602 X 10-2 

gal (liquid U.S.) 0.1198 
lb/in.2 (weight) lb/ft2 (weight) 144 

kg/m2 703 
lb/in. 2 (force) lb/ft2 (force) 144 

N/m2 6894 
lb/ft2 (weight) lb/in.2 (weight) 6.945 X 10-3 

gm/cm2 0.4882 
kg/ni2 4.882 

lb/ft2 (force) lb/in.2 (force) 6.945 X 10-3 

N/m2 47.85 
lb/ft3 (weight) lb/in.3 (weight) 5.787 X 10-4 

kg/m3 16.02 
poundals lb (force) 3.108 X 10-z 

dynes 1.383 X 104 

newtons 0.1382 
slugs lb (weight) 32.17 

kg 14.594 
slugs/ft2 kg/m2 157.2 
tons, short 

(2,000 lb) tonnes (1000 kg) 0.9075 
watts ergs/s 107 

hp (550 ft-lb/s) 1.341 X 10-3 

·1 

+ 
i 

Conversely, 
multiply by 

10 
1.645 X 10-4 

0.5400 
1.894 X 01-4 

0.6214 
3.587 X 10-s 
0.3861 
1.5625 X 10-3 

1.136 X 10-2 

37.28 
0.6214 
0.1151 
4.448 
10-s 

6.890 X 103 

47.85 
10-1 

0.2248 
32.17 
2.2046 
62.43 
8.346 
6.945 X 10-3 

1.422 X 10-3 

6.945 X 10-3 

1.4506 X 10-4 

144 
2.0482 
0.2048 
144 
2.090 X 10-2 

1728 
6.243 X 10-z 
32.17 
7.233 X 10-5 

7.232 
3.108 X 10-z 
0.06852 
6.361 X 10-3 

1.102 
10-7 

745.7 

INDEX 

A 
Absorpilon of sound, see Sound absorption 
Acceleration level, 20' 
ACGIH, see Amencan Conference of 

Governmental Industrial Hygienists 
Acoustical efficiency (throttling valves), 

647-649 
Acoustical enclosures, 521-552. See also 

Small enclosures, sound in 
close-fittmg, sealed enclosures, 531-537 
for cooling towers, 667 
for feed pumps, 672 
for mdustnal gas turbines, 673 
intermediate-size enclosures, 537 -538 
large, with mtenor sound-absorbing 

treatment, 540-551 
effect of sound-absorbing treatment, 547, 

548 
flanking transID1ss1on through floor, 549, 

550 
inside-outside vs. outside-inside 

transmission, 549-550 
key parameters influencmg msertion loss, 

544-545 
leaks, 547, 548 
machine poS1t.1on, 549 
machine vibration pattern, 549 
model for insertion loss at hlgh 

frequencies, 541-544 
wall panel parameters, 545-547 

large, without mternal sound-absorbing 
treatment, 538-540 

partial, 551-552 
performance of: 

msertion loss as measure for, 522-523 
measures for, 518-519 
qualitative descnption, 523-525 

size of, 521 
small, sealed enclosures, 525-531 
for transformers, 679 

Acoustical impedance, 39-41 
charactenstic 40 
complex 39-40 
specific 40 

Acoustically mduced vibrations and rattles, 
905,907 

Acoustical levels, 12-24 
Acoustlcal modal response. 149-151 

Acoust:Ical pnvacy, 203-204. See also 
Speech pnvacy 

Acoustical standards, see Standards 
Acoustical temunology, 1-41, 911 
Acoust1cal wave equation, 25-34, 149 
Aet:lve machinery isolation, 840-845 
Active n01se and vibration control (A.tWC), 

721-849 
actuators: 

locations of, 806-808 
number of, 804-806 
placement and selectlOn of, 722-730 
sizing of, 808-809 

controller architecture and performance 
s1mulat:1ons, 814-817 

control sensors/architectures, 730-732 
design considerations, 800-80 l 
digit.al filters, 740-751 

adaptive design for, 749-751 
description of, 741-747 
opt:Imal design for, 747-749 

feedback control systems, 779-800 
alternale subopumum control filter 

estimation, 784-800 
basic architecture, 779-781 
optunal control filter estimation, 

781-784 
feedforward control systems, 751-779 

adaptive control, 760-765 
basic architecture, 7 51-7 54 
control of aliasmg effects, 765-769 
extension to MIMO systems, 777-779 
optimal control filter estJ.mation, 

754-760 
system identification, 769-777 

identifymg performance goals for, 
801-804 

implementatlon and testmg of, 827-829 
performance expectations, 732-733 
placement and selection of control 

sources/actuators, 722-730 
prototype ANVC systems, 733-740 

active machinery isola!lOn, 840-845 
airborne n01se rn illgh-speed patrol craft, 

845-849 
MlMO feedforward active locomotive 

exhaust with passive component, 
829-840 

nA'> 
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TABLE C.1 (continued) 

To convert Into Multiply by 

newtons/m2 10-1 
miles (nautical) ft 6080 

km 1.852 
miles (statute) ft 5280 

km 1.6093 
miles2 (statute) ft2 2.788 X 107 

km2 2.590 
acres 640 

mph ft/min 88 
km/min 2.682 X 10-2 

km/h 1.6093 
nepers db 8.686 
newtons lb (force) 0.2248 

dynes 105 
newtons/m2 lb/in.2 (force) 1.4513 X 10-4 

lb/ft2 (force) 2.090 X 10-2 

dynes/cm2 10 
lb (force) newtons 4.448 
lb (weight) slugs 0.03108 

kg 0.4536 
lb H2 0 ( distilled) ft3 ,.,., " 

1.602 X 10-2 

gal (liquid U.S.) 0.1198 
lb/in.2 (weight) lb/ft2 (weight) 144 

kg/m2 703 
lb/in.2 (force) lb/ft2 (force) 144 

N/m2 6894 
lb/ft2 (weight) lb/in.2 (weight) 6.945 X 10-3 

gm/cm2 0.4882 
kg/m2 4.882 

lb/ft2 (force) lb/in.2 (force) 6.945 X 10-3 

N/m2 47.85 
lb/ft3 (weight) lb/in.3 (weight) 5.787 X 10-4 

kg/m3 16.02 
poundals lb (force) 3.108 X 10-2 

dynes 1.383 X 104 

newtons 0.1382 
slugs lb (weight) 32.17 

kg 14.594 
slugs/ft2 kg/m2 157.2 
tons, short 

(2,000 lb) tonnes (1000 kg) 0.9075 
watts ergs/s 107 

hp (550 ft-lb/s) 1.341 X 10-3 

I 

Conversely, 
multiply by 

10 
1.645 X 10-4 

0.5400 
1.894 X 01-4 

0.6214 
3.587 X 10-S 
0.3861 
1.5625 X 10-3 

1.136 X 10-2 

37.28 
0.6214 
0.1151 
4.448 
10-5 

6.890 X 103 

47.85 
10-1 

0.2248 
32.17 
2.2046 
62.43 
8.346 
6.945 X 10-3 

1.422 X 10-3 

6.945 X 10-3 

1.4506 X 10-4 

144 
2.0482 
0.2048 
144 
2.090 X 10-2 

1728 
6.243 X 10-2 

32.17 
7.233 X 10-5 

7.232 
3.108 X 10-2 

0.06852 
6.361 X 10-3 

1.102 
10-7 

745.7 

INDEX 

A 
Absorpt10n of sound, see Sound absorphon 
Acceleration level, 20' 
ACGIH, see American Conference of 

Governmental Indilstnal Hygienists 
Acoustical efficiency (throttling valves), 

647-649 
Acoustical enclosures, 521-552. See also 

Small enclosures, sound in 
close-fittrng, sealed enclosures, 531-537 
for cooling towers, 667 
for feed pumps, 672 
for mdustrial gas turbines, 673 
mtermediate-size enclosures, 537-538 
large, with mterior sound-absorbing 

treatment, 540-551 
effect of sound-absorbing treatment, 547, 

548 
flanking transrmssion through floor, 549, 

-550 
inside-outside vs. outside-mside 

transmission, 549-550 
key parameters mfluencing insertion loss, 

544-545 
leaks, 547, 548 
machine posihon, 549 
machme vibration pattern, 549 
model for insertion loss at high 

frequencies, 541-544 
wall panel parameters, 545-547 

large, without internal sound-absorbing 
treatment, 538-540 

parual, 551-552 
performance of: 

insertion loss as measure for, 522-523 
measures for, 518-519 
qualitative descnption, 523-525 

size of, 521 
small, sealed enclosures, 525-531 
for transformers, 679 

Acoustical rmpedance, 39-41 
charactenstic 40 
complex 39-40 
specific 40 

Acoustically mduced vibrahons and rattles, 
905, 907 

Acoustical levels, 12-24 
Acoustical modal response, 149-151 

Acousucal privacy, 203-204. See also 
Speech pnvacy 

Acoustical standards, see Standards 
Acoustical tenmnology, 1-41, 911 
Acoushcal wave equauon, 25-34, 149 
Active machinery isolation, 840-845 
Acuve noise and vibration control (ANVC), 

721-849 
actuators: 

locations of, 806-808 
number of, 804-806 
placement and selection of, 722-730 
sizmg of, 808-809 

controller architecture and performance 
simulations, 814-817 

control sensors/arctutectures, 730-732 
design considerahons, 800-801 
digital filters, 740-751 

adaptive design for, 749-751 
descnption of, 741-747 
optimal design for, 747-749 

feedback control systems, 779-800 
alternate subophmum control filter 

estimation, 784-800 
basic architecture, 779-781 
optimal control filter estimahon, 

781-784 
feedforward control systems, 751-779 

adaptive control, 760-765 
basic architecture, 751-754 
control of aliasing effects, 765-769 
extens10n to MIMO systems, 777-779 
optimal control filter estimation, 

754-760 
system identificauon, 769-777 

identifymg performance goals for, 
801-804 

implementahon and testing of, 827-829 
performance expectations, 732-733 
placement and selection of control 

sources/actuators, 722-730 
prototype ANVC systems, 733-740 

active machinery isolat10n, 840-845 
airborne n01se m high-speed patrol craft, 

845-849 
MIMO feedforward active locomotive 

exhaust with passive component, 
829-840 
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Actlve noise and vibratton control (AtWC) 
( continued ) 

sensors: 
control sensors/architectures, 730-732 
number/locatton of, 809-814 
performance of, 813-814 
reference, 809, 812-813 
residual, 809-812 

Actuators (AtWC): 
locations of, 806-808 
number of, 804-806 
placement and selectton of, 722-730 
SlZlllg of, 808-809 

Actuator channels, 806 
Adaptive control algoriihm, 760-765 
AID converters, see Analog-to-digital 

converters 
Added mass, 348, 355, 383-384 
Added mass coefficient, 348 
Added mass/fluid density, 348 
Added volume, 348, 355 
Admittance, 41 
Aeroacoustical sources, 611-616 

aerodynanuc dipoles, 612-613 
aerodynanuc monopoles, 611-612 
aerodynamic quadrupoles, 613-614 
of fracllonal orders, 614 
mfluence of source motion, 615-616 

Aerodynamic dipoles, 614 
Aerodynamic monopoles, 614 
Aerodynanuc sound, 611, 643-656. See also 

Gas flow noise 
AFOSHSTD (Air Force Occupational, Safety, 

and Health Standard}, 881 
AI, see Art!culatton mdex 
Air bag deployment noise, 869 
Airborne excitation, simultaneous dynamic 

excitatlon and, 462-465 
Airborne sound (noise): 

outdoors, 121 
Airborne whole-1:lody vibration criteria, 881 
Air compressors, predicting n01se from, 

660-662 
Air-Conditioning and Refrigeration Institute 

(ARl), 911 
Air-cooled condensers, predicting noise from, 

667-668 
Aircraft intenor nmse control, 736 
Airflow velocity (HVAC systems}, 701-703 

fans, 707 
near grilles, 701-702 
tenmnal boxes/valves, 708-709 

Airfoils: 
"singmg" of, 640 
sound generallon by, 639-640 

Air Force Occupational, Safety, and Health 
Standard (AFOSHSTD), 881 

Air mounts, 739 
Air Movement and Control Association 

(AMCA), 670 

Air pressure ratios, 648 
Air isolators, 577 
Aliasmg, 

acnve control of, 765-769 
m spectral analysrn, 54 

All zero filters, 7 4 3 
AMCA (Air Movement and Control 

Associallon), 670 
American Conference of Governmental 

Industnal Hygiemsts (ACGIH), 871, 88L 
882 

American National Standards Institute 
(Ai'-!SI), 878, 911 

American Society of Refrigerating, 
and Air-Conditioning 1:m,gm,eers 
(ASHRAE), 706, 711, 

American Society of Mechanical Engmeers 
(ASMB), 911 

Amencan Society of Testing and Materials 
(ASTM), 911 

American system of umts, 935-937 
Amplificat1on at resonance, 583 
Analog-to-digital (AID) converters, 741-742, 

766, 767 
for ANVC systems, 819-825 
sampling process of, 817 

Anechoic spaces/rooms, 82, 97-98, 211 
ANSI, see American National Standards 

Institute 
,} Antialiasing filters, 54, 57, 765-769 

and A.l\fVC performance, 815 
selection of, 817-819 

ANVC, see Active n01se and vibrallon 
control 

Applications Handbook (ASHRAE), 711 
Architectural acoustics ,standards for, 

930-931 
Architectural n01se control m buildings, 

standards for, 926-931 
Area sources, 122 
AR1 (Air-Conditioning and Refrigeration 

Institute), 911 
ARMA filters, 744 
Armed forces sound exposure critena, 863, 

867-868, 874 
Articulation mdex (Al), 203-204 
ASHRAE, see Amencan Society of Heating, 

Refrigeratmg, and Air-Conditiomng 

fl;:)•rl.r\"""-' handbooks, 706, 711 
ASME (Amencan Society of Mechanical 

Engmeers), 911 
ASTM (American Society of Testmg and 

Materials), 911 
Asymptotic threshold shift (ATS), 865, 866 
Atrnosphenc absorption, 136 
Atrnosphenc pressure, 1 
Attenuation: 

active noise control, 721-849 
ducts, lined, 311-313 

of sound: 
by atmosphere, 136 
by bamers, 132-135, 137-139 
by ground cover and trees, 137 

total, 137 
Audio frequency region, 859-867, 873 
Auralization, 190 
Autocorrelation funcllon, 60 
Automotive interior n01se control system, 

735-736 
Autoregressive movmg average filters, 744 
Autospectral density functlons, 55-59 
Averages, 8, 19: 

linear, 48 
runmng, 49-50 
synchronous averaging, 51-52 
unweighted (linear), 48, 49 
weighted, 48-49 

Average A-weighted sound level, 17 
Average diffuse-field surface absorption 

coefficient, 184-185 
Average sound level, 16 
A-weighted sound level, 887-891 
A-weighted sound (noise) exposure level, 18, 

858, 859 
coal car shakers, 664_ 
diesel-engme-powered equipment, 668 
transformers, 677-678 

A-weighted sound power level, 73-75 
rur compressors, 661 
m diffuse field. 81 
estimates of, 659 
feed pumps, 673 
steam turbmes, 676 
wmd turbines, 680 

A-weighted sound pressure level, 15-16 
long-term, 139 
for noISe exposure, 858, 859 
for outdoor sound, 121 
overall, 142-143 

B 
Background noise: 

fu classrooms, 196-197 
for speech mtelligibility, 192-193 

Baffled pistons, sound power output of, 35, 36 
Balanced noise cnterion (NCB) curves, 894, 

895 
Bandwidihs: 

of continuous-spectrum sound, 7-9 
conversion of, 10-11 
half-power, 165 
with tapenng, 57 

Barners, 132 
cooling towers, 667 
effectiveness of, 345 
for open-plan offices, 202-203 
for outdoor sound, 120, 132-135 

close to trees, with gaps and slots, 
138-139 

INDEX 945 

mteraction of ground and, 137-138 
and uncertamly of attenuation; 141-142 

with transformers, 679 
Beams: 

dampmg due to reinforcements, 591-592 
mfimte: 

effective length connecting force and 
moment impedance, 502 

transmission ihrough, 395-397 
power transmission to plate from, 410-413 
viscoelastic dampmg of: 

three-component beams, 602-606 
two-component beams, 599-600 

Beam-tracmg techmques, 189-190 
BEM (boundary element model), 121 
Bending waves: 

complete power transnussion for, 412-413 
reflection loss of, 407-41 0 

in beams, 411-412 
and change m cross-sectional area, 407 
free bending waves at L-junctions, 408 
m plates with vibration break, 415-416 
through cross Junctions and T-Junctions, 

409-410 
ihrough mfimte plates, 417 -418 

Bias error, 59 
in coherent output power calculations, 65 
m gam factor estimates, 62 
m mtensity measurement, 105, 106 

Blocked pressure, 626, 629 
Block's formula for shallow caV1ties, 

641-642 
Boilers, predictmg noise from, 662-663 
Boundanes, damping ctue to, 591 
Boundary conditions, 150, 151 

forced sound pressure response, 159 
Boundary element method, 156 
Boundary element model (BEM), 121 
Breakin noise, HVAC, 703-705 
Breakin sound transnussion loss, 450-451 
Breakout noise, HVAC, 703-705 
Breakout sound transmission Joss, 448-450 
Broadband disturbance control, 756-760 
Broadband regulation filter, 790-795, 797 
Bucket ladder unloaders, 664 
Butterworth filters, 817-818 

C 
Cabins: 

acoustical performance measures of, 520 
defined, 517 

Caner filters, 817-818 
Cavities, flows past, 640-643 
Ceilings, for mechanical rooms, 710 
Central-processmg units (CPUs), 825, 827 
CHABA, see National Academy of 

Sciences-National Research Council, 
Comnuttee on Hearing, Bioacoustics and 
Biomechamcs 

Charactenstic resistance, 40 
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Choked Jets, 621 
Circular effects (with FFT), 50 
Clamshell bucket unloaders, 664 
Classrooms, 191-197 

controlling sound m, 196-197 
predictmg acoustical quality of, 193-196 
speech mtelligibility m, 192-193 

Closed-loop system identificat10n, 771, 772, 
774-776, 827, 828 

Closed offices, sound pressure levels in, 
190-191 

Close-fitting enclosures: 
defined, 522 
sealed, 531-537 

free standing, 531-534 
machine-mounted, 535-537 

wrappmgs vs., 552 
Coincidence frequency, 432-434, 436. See 

also Critical frequency for orthotropic 
plates, 437 

Coal car shakers, 663-664 
Coal crushers, 665 
Coal-handling equipment: 

diesel-powered, 668 
predicting n01se from, 663-665 

Coal mills and pulvenzers, 665 
Coal transfer towers, 665 
Coefficient of variat10n, 50 
Coherence functions ( coherency squared), 

58-59 
Coherent output power relal!onship, 64-65 
Coil spnng isolators, 576 
Combinal!on mufflers, 335-338 
Combusl!on noise (gas turbine engmes ), 

624-626 
Community noise, 907 
Comparison method (sound power output), 

81, 88-89 
Compensal!on filter (feedback control), 

792-800 
Compensator-regulator architecture (feedback 

control), 784-785 
Complex admittance, 41 
Complex impedance, 38-40, 588 
Complex sound spectra, 12 
Composite parl!l!ons, sound transID1ss10n 

through, 451 
Composite structures ( stal!sl!cal energy 

analysis), 456 
Composite transmission factor, 461, 462 
Comprehensive models (noise prediction), 

198 
Compression waves, 6, 390-391 

and change in cross-secl!onal area, 407 
m plates with vibral!on break, 414-415 

Compressive force, 347-348 
Concenlr!c-tube resonator (CTR), 304-311 
Concurrent system identification, 771 
Conference rooms, 191, 890, 891, 898 
Construction eqmpment, diesel-powered, 668 

Contmuous spectra, 2-3, 7-11 
Control authority (ANVC), 730 
Convers10n factors, 939-942 
Cooley-Tukey algorithm, 53-54 
Cooling towers, predicting noise from, 

666-667 
Core n01se, 624-625, 679 
Correlal!on functions, 60-61 
Cosine-squared taper, 55, 57 
Coulomb dampmg, 588 
Coupling loss factor, 456 
CPUs, see Central-processmg umts 
Critena for n01se limits in buildings, 886-907 

survey method, LA, 888-889 
engmeermg method, NC, 889, 892-894 
prec1s10n method, RNC, 899-905 

Cnl!cal bands, 900 
Cril!cal frequency, 432-433, 436. See also 

Comcidence frequency 
Cnl!cal damping coefficient, 559, 581 
Cnl!cal damping ral!o, 162 
Cross-correlation function, 67-69 
Cross JunctJons, reflection loss of bending 

waves through, 409-410 
Cross-sectional area: 

of HVAC ducts, 687, 691 
power transmission owmg to change in, 

406-407 
Cross-spectral density (CSD) malr!x, 

0 804-808, 810-814 
Cross-spectral density funcl!ons, 57-59 
CSD matrix, see Cross-spectral density 

matrix 
CTR, see Concenlr!c-tube resonator 
Cylinctncal array (microphones), 93, 94, 96 
Cylindncal sound sources, 4 

D 
DI A converters, see Digital-to-analog 

converters 
Damage nsk cntena: 

for hearing, 858-874 
impulse noise, 867-869 
infrasound exposure, 869, 870 
n01se exposure criteria for audio 

frequency region, 861-867 
protection of, 871-874 
ultrasound exposure, 869-871 

human vibration response, 87 4-883 
exposure guidelines, 877-883 
hand-transmitted vibral!on effects, 877 
whole-body vibral!on effects, 875-877 

Dampmg, 174-176 
cnl!cal dampmg ral!o, 162 
effect of, 561 
in HVAC ducts, 701, 703 
structural, 561, 579-607 

analyl!cal models of, 588 
due to boundaries and reinforcements, 

591-592 

due to energy transport, 592-594 
effects of, 579-580 
energy dissipation and convers10n, 

589-590 
measurement of, 586-588 
measures of, 580-586 
models of, 588-589 
viscoelastic, 594-607 

in two-stage 1solal!on systems, 573, 574 
VISCOUS, 561 

Damping capacity, 584 
Damping ratio, 559, 561, 581 
Dashpots, 395 

m mass-spnng-dashpot system, 
557-560 

pomt force Impedance for, 394 
Data analysis, 43-69 

analog, 52 
correlal!on funcl!ons, 60-61 
deterrmnist1c data, 44-45 
mean-square values, 3, 47-48 
mean. values, 47 
for penodic excitation source identifical!on, 

63-64 
for propagation path identification, 

66-69 • 
random data, 45-47 
for random excitation source identifical!on, 

64-66 
running averages, 49-50 
spectral functions, 52-59 

auto (power) spectral density funcl!ons, 
55-58 

coherence funcl!ons, 58-59 
FFT algorithm, 52-54 
line and Fourier spectral functions, 

54~55 
stal!stical sampling errors, 50-51, 59 
synchronous averagmg, 51-52 
for system response properties 

identification, 62-63 
types of data signals, 43 

_ weighted averages, 48-49 
Data signals, 4 3 

deterministic, 44-45 
random, 45-47 

Day-mght sound (noise) level, 17, 888, 907 
dB, see Decibels 
Decay, see Sound decay 
Decay distance, 603 
Decay rates, 582, 587. See also Reverberation 

time 
Decibels (dB): 

fracl!ons of, 24 
and reference quanl!ties, 12 
sound power expression, 75 
sound pressure level expression, 15, 17 

Deflection, 599 
Deformal!on of solids, 492 
Department of Defense (DOD), 907 

INDEX 947 

Deterrnimsl!c data signals, 44-45 
spectral computations for, 55 
statistical sampling errors with, 59 

DI, see Directivity index 
Diesel-engine-powered equipment, predictmg 

noise from, 668-669 
Diffuse-field theory, 184-187 
Diffuse (reverberant) field, 76-77 

control of, 200-201 
dnving freely hung panel, 457-459 
measurement m, 82 
sound power deterrmnation in, 81 
sound power in, 81, 85-9! 

Diffusers: 
HVAC, 701-703 
rn reverberat10ns rooms, 209-210 

Digital data: 
mean-square value of, 47-48 
mean values of, 47 

Digital filters (ANVC), 740-751 
adapl!ve design for, 749-751 
advantages of, 740-741 
descnpllon of, 741-747 
opl!mal design for, 747-749 

Digital signal processor (DSP) chips, 
740-741, 825-827 

Digital signal processors, 825-827 
Digital-to-analog (D/A) converters, 767, 770, 

815-816 
for ANVC systems, 819-825 
sampling process of, 8 I 7 

Dilatal!on resonance, 439 
Dipoles: 

aerodyn=c, 614, 633 
sound power output of, 34, 35 

Direct-estimal!on algorithm, MIMO, 778 
Direct field, control of, 200 
Direcl!onal sources, 72, 73, 78-79 
Direcl!vity: 

defined, 72 
determination of, 113-117 

Directivity factor, 113-116 
Directivity mdex (DI), 115-117, 123 
Direcl!v1ty pattern, 113, 114 
Direct method (sound power output), 81, 

89-91 
Displacement level, 582 
Displacement ventilation systems, 703 
Dissipation, 165-166 
Dissipal!ve silencers, 311-335 

economic considerations, 335 
effect of flow on silencer attenuation, 

329-331 
factors in acoustical performance of, 

282-283 
flow-generated noise, 331-333 
key performance parameters, 313-316 
lined ducts, 281-313 
parallel-baffle silencers, 316-325 
pod silencers, 328-329 
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Dissipative silencers (continued) 
prediction of silencer pressure drop, 

333-335 
round silencers, 325-328 

Distributed sound-masking systems, 206 
Doppler factor, 615 
Dose-response curve (DRC), 868 
Double-layer partitions, sound transnuss1on 

through, 443-449 
Double-tuned expansion chamber (DTEC), 

297-300 
Drag, 633 
DRC (dose-response curve), 868 
Driving pomt force impedance, 496-500 
Dry cooling systems, see Air-cooled 

condensers 
Dry friction damping, 588 
DSP chips, see Digital signal processor chips 
DTEC, see Double-tuned expansion chamber 
Ducts: 

flow noise m, 635-638 
HVAC, noise transmission attentuation for, 

685-699 
by cross-sectional area changes, 687, 691 
by di Visions, 687 
by elbows, 691-693 
end-reflection loss, 697-698 
by plenums, 696-697 
prefabncated sound attenuators, 693-696 
room effect, 698-699 
m straight ducts, 686-691 

lined, 280-313 
for rooftop arr conditioillilg uruts, 715-716 
sound power determination m, 112-113 
transmission loss of, 448-451 

Dynanuc absorbers, 593 
Dynanuc capability (of instruments), 105-107 
Dynanuc excitation: 

by pomt force, 393-394 
simultaneous arrborne excitation and, 

462-465 

E 
Early decay time (EDT), 183 
ECMA International, 112 
EDT (early time), 183 
Effective value, 31. See also 

Root-mean-square sound pressure 
Eigenfrequency, 400 
Elastic surface layer, rmprovement of impact 

noise 1solatlon with, 479-483 
Elastomenc 1s01ators, 576-577 
Elbows, HVAC ducts, 691-693 
Elementary radiators, sound power output of, 

35-36 
Emission, 71 

HVAC outdoor noise, 717-718 
imnuss1on vs., 73 
macbmery n01se measurement standards, 

916-918 

n01se power enuss1on level, 75n. 
strength descriptors for, 71 

Empuical models of sound m rooms, 190 
Enclosures, see Acoustical enclosures 
End-reflect1on loss, HVAC, 697-698 
Energy, dissipated, see Dampmg 
Energy-average spectral deviation factor, 

897 
Energy speed, 391, 393 
English system of uruts, 835 
Entrance loss (dissipative mufflers), 313-314 
Envrronmental corrections, 80, 98-101 
Environmental Protection Agency (EPA), 863 
Environmental sound (noise): 

measurement application standards, 
921-922 

measurement method standards, 920-921 
outdoor propagatton of, 922. See also 

Outdoor sound propagation 
Environmental vibrations standards, 922-924 
EPA (Environmental Protection Agency), 863 
Eqmpment (machiue) mounted enclosures, 

522, 535-537 
Equivalent continuous A-weighted n01se 

level, 17 
Equivalent sound absorption area, 99 
Equivalent sound power level, estimating, 

659-660 
Equivalent viscous dampmg, 589n. 

·'1Exc1tation: 
of freely bung panel, 457-459 
by incident waves vs. other means, 427 
by point force, 393-394 
of solid structures: 

extension of rec1proc1ty to, 473-476 
with sound field vs. point force, 462-465 

sources of: 
and gam fa<-1:ors, 62-63 
periodic, 63-64 
random, 64-66 

Exit loss ( dissipative mufflers), 314 
Expansion chamber mufflers, 293-300 

double-tuned, 297-299 
extended-outlet, 294-297 
general design guidelines for, 299-300 
simple, 293-294 

Extended-outlet muffler, 294-297 
Eyring approach (diffuse-field theory), 185 

F 
FAA (Federal Aviauon Administration), 

907 
Fans: 

air-cooled condensers, 667 
cooling towers, 667 
HVAC, 705-707 
industrial, 669-672 
mdustrial gas turbines, 67 4 
for mechamcal eqmpment, 718 
transformers, 677-679 

Far field, 5, 6, 76-77 
cooling towers, 667 
transformers, 678-679 

Fast-field program (FFP), 121 
Fast Fonner transform (FFT) algorithms, 50, 

52-55 
Federal Aviation Adnurustration (FAA), 907 
Federal Highway Adrrunistration (FHWA) 

132 ' 
Feedback control systems, 779-800 

alternate suboptimum control filter 
estimation, 784-800 

architecture for, 731-732, 779-781 
optimal control filter estimation, 781-784 
residual sensor channels for, 809 
system identification in, 771--777 

Feedback neutralizati'on, 77 5 
Feedforward control systems, 751-779 

adaptive control, 760-765 
arctutecture for, 731-732 
basic architecture, 751-754 
control of aliasmg effects, 765-769 
extension to MIMO systems, 777-779 
MIMO active locomotive exhaust with 

passive component, 829-840 
optimal control, filter estimation, 754-760 
reference sensor channels for, 809 
residual sensor channels for. 809 
system identification, 769-777 

Feed pumps, predictlng noise from, 
672-673 

FFP (fast-field program), 121 
FFT algorithms, see Fast Fonner transform 

algorithms 
FFT analyzer, 104 
FHWA (Federal Highway Actmirustration), 

132 
Field-mcidence mass Jaw, 435 
Field-mcidence sound transmission, 435-437 
Field-incidence transrrussion loss, 546 
Filtered-U algorithm, 775 
Filtered-x LMS algorithm, 761-765, 771, 

775, 778, 779 
Finite-element method, 156-159 
Firute impulse response (FlR) filters, 743, 

744, 746-749 
Finne sound transnussion through, 

FIR filters, see Finite impulse response filters 
5-dB rule, 859 
Fixed diffusers, 209 
Fixed -pomt DSPs, 827 
Flanking sound transnussion, 451-453, 549, 

550 
Flexible-wall effect on sound pressure, 

166-171 
coupled structural-acoustical response, 

169-170 
wall as noise source, 166-168 
wall as reactive impedance, 167, 169 

INDEX 

Floating floors: 
checking performance of, 486 
impact noise rnolation with, 482 
locally reacting, 482-382 
for mechanical rooms, 710 
resonantly reacting, 483 

Floating-point DSPs, 825, 827 
Flow(s): 

past cavities, 640-643 
in pipes, 630-631 
separated, 627 
and silencer attenuation, 329-331 

Flow-generated noise: 
gas flow noise, 611-656 

949 

aeroacoustical sources, 611-616 
aerodynamic noise of throttling valves, 

643-656 
airfoils and struts sound generation, 

638-640 
in flows past cavities, 640-643 
from fluid flow in pipes, 630-631 
gas Jet noise, 616-624 
gas turbine engme combustion noise, 

624-626 
grid or grille noise, 635-638 
spoiler noise, 631-635 
turbulent boundary layer noise, 626-630 

HVAC: 
m duct systems, 699-700 
flow-generated sound power, 694 

of silencers, 331-333 
Flow resistance, flow resistivity, 235-237 
Fluctuating drag (flow spoilers), 633 
Flu~tuating lift forces (flow spoilers), 633 
Flmds, propagation speed of sound in, 

351-352 
Foot-pound-second system of umts, 936 
Foot-slug-second system of units, 936 
Forced sound pressure response, 159-161 
Formstiff small enclosures, 527-530 
4-dB rule, 859 
Fonner spectral functions, 54-55 
Fraction of critical dampmg, 581. See also 

Damping ratio 
Free field, 4, 32, 76 

measurement in, 82 
outdoor sound propagation in, 126-128 
sound power determination m, 91-98 

Free-field approximation, for sound mrens1ty, 
79-81 

Free-field radiation, from Jet m ideal 
acoustical medium. 616 

Free standing enclosures, 522, 531-534 
Frequency response function, 62, 161 
Frequency spectral density, 638...:639 
Fresnel number, 132 
Fresnel zones, 134 
Friction force, 347 
Funushings, sound m rooms and, 184 
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G 
Grun factor estimates, 62-63 
Gas flow noise, 611-656 

aeroacoustical sources, 611-616 
aerodynamic noise of throttling valves, 

643-656 
acoustical efficiency, 647-649 • 
aerodynamic noise, 643-647 
due to high velocities in valve outlet. 652 
methods of valve nmse reduction, 

652-656 
pipe trans!Illssion loss coefficient, 

649-651 
airfoils and struts sound generation, 

638-640 
in flows past cavities, 640-643 
from fluid flow m pipes, 630-631 
gas Jet nmse, 616-624 
gas turbine engine combustion noise, 

624-626 
grid or grille noise, 635-638 
spoiler noise, 631-635 
turbulent boundary layer n01se, 626-630 

Gas Jet noise, 616-624 
flight effects, 624 
from imperfectly expanded Jets, 621-623 
Jet mixmg noise, 616-621 

Gas turbines: 
engme combustion noise, 624-626 
mdustrial, predicting noise from, 673-675 

Gauges of metal plates, 513-514 
Generalized-terrain PE, 121 
Gradient, 25, 26, 103 
Gradient descent algorithms, 749-750 
Graphical user interface (GUI), 829 
Grid noise, 635-638 
Grilles: 

HVAC, 701-703 
noise from, 635-638 

Ground cover, outdoor sound propagat:Ion 
and, 137 

Group speed (energy speed), 391, 393 
GUI (graphical user interface), 829 

H 
Half-power bandwidth, 165 
Half-power pomts, 583n. 
Hand-ann vibration syndrome (HAYS), 857, 

877 
Hand-transmitted vibration criteria, 881-882 
Hand-transmitted vibrat:Ion effects, 877 
Hanning wmdow, 55, 57 
HAYS, see Hand-arm vibration syndrome 
Head-related transfer funcdons (HRTFs), 190 
Heanng, 858-874 

damage risk cnteria, 858-861 
impulse noise, 867-869 
infrasound exposure, 869, 870 
n01se exposure cntena for audio frequency 

region, 861-867 

protection of, 871-874 
psychoacoustics, 900 
and sound pressure, 1 
standards for testmg equipment/procedures, 

918-919 
ultrasound exposure, 869-871 

Heanng conservation program standards, 919 
Hearing rmpairment (heanng loss), 18 
Hearing threshold, 18, 19, 894 
Heanng threshold levels, 18 
Heat:Ing, ventilating, and arrconditionmg 

(HVAC) systems, 685-718 
airflow velocity, 701-703 
A-weighted sound-level cnteria for, 

890-891 
diffuser selection, 703 
duct-borne noise transmission attentuation, 

685-699 
by cross-sectional area changes, 687, 691 
by diVlSlOilS, 687 
by elbows, 691-693 
end-reflection loss, 697-698 
by plenums, 696-697 
prefabricated sound attenuators, 693-696 
room effect, 698-699 
m straight ducts, 686-691 

duct sizes, 700 
for especially quiet spaces, 700-703 
fans, 705-707 

···~ - ,1 flow nmse in ducted systems, 699-700 
grille selection, 703 
mechanical plant room sound isolation and 

noise control, 709-710 
NCB cntena curves for, 901 
NC cntena curves for, 901 
noise bre-alcout/break-in, 703-705 
outdoor noise e!Illss1ons, 717-718 
RC criteria curves for, 898 
R.c~C critena curves for, 900-902 
rooftop arr conditiorung units, 715-717 
terrnmal boxes/valves, 707-709 
vibration isolation considerations, 711-715 

Heat recovery steam generators (HRSGs), 674 
Helmholtz equauon. 126 
Helmholtz resonators. 149, 384, 640, 

642-643 
Hemi-anechoic spaces/rooms, 82, 92-97, 211 
Hellllspherical array (microphones), 92-94, 

100-101 
Hellllsphencal spaces, directivity index in, 

116 
Honzontal translauonal motions. stiffness of 

isolators and, 564-565 
HRSGs (heat recovery steain generators), 674 
HRTFs (head-related transfer functions), 190 
Human-occupancy areas, noise criteria for, 

887-908 
acoustically induced vibrations and rattles, 

905, 907 
evaluation methods for, 888-906 

A-weighted sound level, 888-891 
current-day sound-level meters, 888 
NCB curves, 895 
NC curves, 889, 892-894 
RC curves, 895-899 
RNC curves, 899-906 

noise annoyance m communities, 907 
sound level defimtions, 887-888 
typical urban noise, 907 -908 

Human systems, effect of noise/vibration on, 
857-858. See also Hearing 

Human vibration response, 874-883 
exposure guidelines, 877-883 
hand-trans!Illtted vibration effects, 877 
whole-body vibrat:Ion effects, 875-877 

Huygens' model for wave fields, 133-134 
HVAC systems, see Heatmg, ventilating, and 

arrconditionmg systems 

I 
IEC, see International Electrotechmcal 

Commission 
l1R filters, see Infinite impulse response 

filters 
IL, see Insertion loss 
Image sources, method of, 188-189 
Immission, 71 

ellllilsion vs., 73 
preferred descriptor of, -71 

Impact dampers, 590 
Impact noise, 477-487 

coal-handling equipment: 
car shakers, 664 
rotary car dumpers, 664 

with elastic surface layer, 479-483 
noise isolation vs. sound transllllssion loss, 

483-486 
standard tapping mactune, 477-479 

Impedance, 38-41 
complex, 39, 588 
eqmvalent lumped, 397-398, 496 
of infimte plates and beams, 393-397 
mechanical, 40: 394-395 
moment, 501 
plane-wave, 39, 352-354 
point force, 394-396, 496-500 
separanon, 430-434 

Impulse noise. See also Impact noise 
exposure to, 860 
and hearing, 867-869 
protection against, 87 4 

Impulse response (digital systems), 742-746 
Inch-pound-second system of umts, 936 
Incident sound waves: 

excitation of structures by, 427 
sound absorption: 

normal mcidence on porous layer in 
front of ngid wall, 248-251 

oblique mcidence, 251-254 
sound transll1lss10n through mfinite plate: 

INDEX 

normal-mcidence waves, 427-430 
ob!ique-mcidence waves, 430-433 
random-mcidence (diffuse) sound, 

433-439 
lndustnal fans, predicting noise from, 

669-672 
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Industnal gas turbines, predicting noise from, 
673-675 

Industnal workshops, 197-201 
noise control for, 200-201 
n01se prediction for, 198-200 

Inert1a bases, 561-562, 712 
Inertia force, 347 
Infinite impulse response (llR) filters, 744, 

746, 750 
ln.firute ngid pIBtons, 417 
Infrasound exposure, 859, 860 

and hearing, 869, 870 
protection against, 872-873 

Inhomogeneous atmosphere, refract10n of 
sound m, 129-132 

Inner model transform, 781. See also Youla 
transform 

Insertion loss (IL), 170, 284-286 
as acoustical performance measure, 

522-523 
arr compressors, 662 
close-fittmg enclosures: 

free standing, 532-534 
machine-mounted, 535-537 

HVAC ducts, 690-693 
large enclosures: 

and flanking, 549, 550 
at high frequencies, 541-544 
inside-outside vs. outside-inside 

transrmssion, 549-550 
key parameters influencing, 544-545 
and leaks, 547, 548 
and machine position, 549 
and machine vibration pattern, 549 
and sound-absorbmg treatment, 547, 548 
and wall panel thickness, 545-547 
without mtemal sound-absorbing 

treatment, 538-540 
small enclosures: 

leaky, 530-531 
sealed, 525-530 

Instrumentation standards: 
mtensity instruments, 914 
n01se-measuring instruments, 912-913 

Insulation, thermal-acoust:Ical blanket, 672 
Intensity, see Sound mtensity 
Intermediate office speech level (IOSL), 205 
Intcrrnediate-size enclosures, 537-538 
Internal friction, 589 
Intemat1onal E]ectrotechnical Conmnss1on 

(IEC), 104, 911 
International Organizat:Ion for Standardization 

(ISO), 82, 878, 911 
Inverse square law, 4-5 



Idaho Power/1206 
Ellenbogen/494

952 INDEX 

IOSL (intermediate office speech level), 205 
ISO, see International Organizatton for 

Standardizatlon 
Isolation effectiveness, 568-569 

and isolator mass effects, 570-571 
with two-stage isolation, 573-575 

Isolation efficiency, 560 
Isolation range, 559 

J 
Jet rnixmg n01se, 616 
Joint input-output method, 776-777 

K 
Kronecker delta function, 742 
Kuttruff model, 198-199 

L 
Large enclosures: 

with mtenor sound-absorbing treatment, 
540-551 
analytical model for msertlon loss at 

high frequencies, 541-544 
effect of sound-absorbing treatment, 547, 

548 
flanking transmtSs1on through floor, 549, 

550 
mside-outside vs. outs:ide-mside 

transrmssion, 549--550 
key parameters infiuencmg msertlon loss. 

544-545 
leaks, 547, 548 
maclllne position, 549 
machine vibranon pattern, 549 
wall panel parameters. 545-547 

without intenor sound-absorbing treatment, 
538-540 

Large partitions, sound transmission of, 
425-427 

Lateral quadrupole, 349-350 
Leakage, rn filtered-x algorithm, 762 
Leakage errors, 54 
Le8ky enclosures, 522 

large, 547, 548 
small, 530-531 

Lecture rooms, 191. See also Classrooms 
Levels, 12-18 

average A-weighted sound level, 17 
average sound level, 16 
A-weighted sound (nmse) exposure level, 

18 
A-weighted sound pressure level, J.5-16 
day-rught, 17 
equivalent contmuous A-weighted, 17 
hearmg impamnent (hearmg loss), 18 
hearmg threshold levels: 

associated with age, 18 
associated with age and noise, 18 

for setnng "zero" at each frequency on a 
pure-tone audiometer, 18 

n01se-mduced permanent threshold shift, 18 
overall levels, determining, 22-24 
sound mtensirv level, 14-15 
sound power ievel, 13-14 
sound pressure level, 15, 17 

Level at mid-frequencies (LMF), 896, 897 
Linear average, 48 
Linear isolators, massless, 569-570 
Lined ducts, 280-313 
Line sources, 122 
Line spectral function, 54-55 
Line spectrum, 2 
L-Junctions, reflection loss of free bending 

waves at, 408 
Llv1F, see Level at mid-frequencies 
LMS algorithm, 750-751 

adaptive control based on, 760 
filtered-x, 761-762, 771, 775 

Logarithrmc decrement, 581, 587 
Longitudinal quadrupole, 350 
Longitudinal waves, 6 

m beams, reflection loss for, 410-411 
resonance of, 640-641 

Long-term A-weighted sound pressure level, 
139 

Loss factor: 
dampmg, 584 

,i for panels/uniform plates, 591 
m piping, 630-632 
structural damping, 561 
of three-component beam, 604-606 
of viscoelastic material, 595-596 

Loudness, perceived, 900 
Loudspeakers, 729 
Low-noise compressors, 660 

M 
Maclllne-mounted enclosures. see Eqmpmenf 

mounted enclosures 
Machmery noise: 

active machinery rnolatlon, 840-845 
emission measurement standards, 916-918 
mertia bases, 561-562 
prediction of, see Predict10n of machinery 

n01se 
Machmery vibration, acti','.e control of, 

739-740 
Mach number, 304 
Masking of sound, 205, 206 
Mass, 394, 579 
IY!ass-contro!led boundaries, 169 
Mass law, 443 
Massless linear isolators, 569-570 
Massless springs, 395 

in mass-spring-dashpot system, 557-560 
point force impedance for, 394 

Mass-spring-dashpot system, 557-560, 580 
energy dissipation in, 585 

steady-state response of, 584 
tlme vananon of, 581 

Matenal dampmg, 589 
Mean-square error (FIR filters), 748-749 
Mean-square (ms) value (vanance), 47-48 

in data analysis, 47-48 
normalized random error of, 50, 51 

• Mean-square sound pressure: 
and bandwidth convers10n, 10-11 
for complex spectra, 12 
for connguous frequency bands, 8, 9 
of contmuous-spectrum sound, 7, 11 

Measurement environments, 82 
Measurement surfaces, 92 
Mechamcal hysteresis, 589 
Mechanical impedance, 40, 394-395 
Mechanical rnduced-draft cooling towers, 

666-667 
Mechanical plant rooms, sound 1Solat1on/n01se 

control m, 709-710 
Mercury RACE++, 825, 827 
Metallic isolators, 576 
Meteo-BEM, 121 
Meteorology, outdoor sound propagation and, 

139-140 
Meter-kilogram-second (mks) system of umts, 

936 
0

Method of image sources, 188-189 
Micrometeorology, 130 
Microphones (for measurements), 102 

for berm-anechoic spaces, 92-97 
for reverberanon rooms, 87-88 

Midfrequency average, 896 
MIMO systems, see Multiple-input, 

multiple-output systems 
mks system of umts, 936 
Mobility, (admittance, 43), 396 

measurement of, 588 
receiver, 569 
m two-stage ISolation systems, 575-576 

Modal analysis techmque, 159 
Modal darnpmg, 163, 164 
Modal dampmg constant (decrement), 159 
Modal density, 400-402, 454, 507-508 
Modal energy, 453-455 
Modal parameter extraction instrumentation, 

588 
Modal testmg, 588 
Modern optlmal control theory, 781 
Mode shapes, 150, 152-155, 400, 507-508 
Modes of vibration: 

equal energy of, 455 
modal energy, 453-455 
system of modal groups, 453-454 

Monm-Obukhov boundary layer theory, 121 
Monopoles: 

aerodynamic, 611-612, 614 
sound power output of, 34, 35 

Motion sickness guidelines, 880 
Movmg-average filters, 743 

MoV1Ilg sound sources: 
outdoor, 124-126 

INDEX 

reciprocity m movmg, 476-477 
ms, see Mean-square value 
Mufflers. See also Silencers 

combination, 335-338 
expansion chamber, 293-300 
feed pumps, 674 
for mdustnal fans, 670 
perforated-element, 300-311 
steam vents, 677 
transformers, 679 

Multilayer partlhons, sound transrmssion 
through, 443-448 

Mulnple-mput, multiple-output (MIMO) 
systems, 740 

feedforward, 754 

953 

feedforward acttve locomotive exhaust with 
passive component, 829-840 
actuator number/locat10n, 832-834 
control actuator design, 834-836 
control architecture, 835-836 
hardware selection, 837-838 
performance goals, 831-832 
problem descnpnon, 829-830 
sensor number/location, 832, 834, 835 
system performance, 838-840 

LMS algorithms for, 751 
optimal design of, 777-779 
Youla feedback architecture in, 783 

Music, exposure critena for, 867 
Music waves, superpos1t1on pnnciple and, 36 

N 
National Academy of Sc1ences-Nat1onal 

Research Council, Cornrmttee on 
Hearing, Bioacousncs and Biomechanics 
(CHABA), 861-862, 867 

Natural-draft cooling towers, 666 
Natural frequencies, 150, 152-155 

of fimte structures, 400 
and horizontal stiffness of isolators, 565 
of mechanical eqmpment 1Solators, 711 
for pure vertical vibration, 563 
of ngid and nonngid masses, 563 
for rocking, 564 
m two-stage isolation systems, 572-573 

NCB curves, see Balanced notSe cntenon 
curves 

NC curves, see Noise critenon curves 
Near field, 76 
NEMA values (transformer noise level), 678, 

679 
Net oscillatory force, 349 
Neutralizers, 593 
Newton's second law of motion, 25, 26 
Nichols plot, 787-788, 794 
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NIPTS, see N01se-induced permanent 
threshold shift 

NITTS, see Noise-induced temporary 
threshold shift 

Noise annoyance (in commumties), 907 
Noise-cancellation headsets, 736-738 
Noise control, 345 

active, see Active noise and vibration 
control 

m buildings, acoustical standards for, 
926-931 

m classrooms, 196-197 
design standards for, 930-931 
for industrJal workshops, 200-201 
m mechanical plant rooms, 709-710 
m solid structures, see Solid structures, 

interaction of sound waves with 
as system problem, 81 

transformers, 679 
in very small enclosures, 145-146 

Noise criterion (NC) curves, 889, 892-894, 
901 

Noise exposure: 
A-weighted, 858 
cntena for audio frequency reg10n, 

861-867, 886-906 
duration of, 865-866 

N01se exposure level, Asweighted, 18 
Noise-mduced llearmg loss, 857, 859 
Noise-induced permanent threshold shift 

(NIPTS), 861-862, 864, 865 
Noise-mduced temporary threshold shift 

(NITIS), 866, 867 
N01se level, perceived, 4 
Noise mapping, computer software for, 139 
Noise power emission level (NPEL), 75n. 
Noise reduction (NR), 284, 286, 345, 

382-387 
active, 345 
actuators, 807 
arr compressors, 662 
coal-handling equipment: 

car shakers, 664 
crushers, 665 
rotary car dumpers, 664 
transfer towers, 665 
unloaders, 664 

cooling towers, 666, 667 
feed pumps, 673 
HVAC systems: 

critena for noise control m, 886-906 
by duct cross-sectional area changes, 

687, 691 
by duct divisions, 687 
by elbows, 691-693 
for especially quiet spaces, 700-703 
by plenums, 696-697 
for straight ducts, 686-691 

industrial fans, 669-670 
by mmimizing added mass, 383-384 

pasSive, 345-346 
at specific frequencies, 384-387 
steam turbmes, 676 
throttling valves, 652-656 
wmd turbines, 680 

Noise reduction coefficient (NRC), 207 
N01se sources, see Sound (noise) sources 
Nondirechonal sources, 72, 78 
Nondispersive waves, 391-392 
Nonperiodic steady-state signals, 44 
Nonrecursive filters, 743 
Nonrigid masses: 

natural frequencies of, 563 
transmissibility of, 565-567 

Nonstationary random data, 46-47, 49-50 
Non-volume-displacmg sound sources, 

radiation by, 361-377 
• effect of surrounding pomt force by ngid 

pipe, 375-377 
force actuig on fluid, 371-375 
response of bounded fluid to pomt force 

excitation, 375 
response of unbounded fluid to excitation 

by oscillatmg small rigid body, 363 
m response to excitation of fluid by 

oscillating small rigid sphere, 
363-371 

Normal-mcidence sound transmission, 
427-430 

<Normalized LMS algorithm, 751 
Normalized random error, 50, 65 
No1mal modes, 150 
Normal-mode expansion, 159 
Normal mode of vibratlon, see Resonance 
Normal specific acoustical tmpedance, 41 
Nosoacusts, 860 
NPEL (noise power emJss10n level), 75n. 
NR, see Noise rectuction 
NRC (noise reduction coefficient), 207 
Nyqwst frequency, 53, 54, 57 
Nyqmst plots, 583, 585, 786-788, 794, 798, 

799 
Nyquist's sampling theorem, 815 
Nyqmst stability cntenon, 785 

0 
OAPWL, see Overall sound power level 
OASPL, see Overall sound pressure level 
Oblique-mcidence sound transmJss10n, 

430-433 
Occupational Safety and Health 

Admmtstration (OSHA), 862 
Octave-band sound power level: 

air compressors, 661 
estimates of, 659 
feed pumps, 673 
steam turbines, 676 
with surgmg or large fluctuations, 903-905 

Octave-band sound pressure level, 15, 678 
Octave-band source spectra, 122-123 

Offices: 
closed, sound pressure levels in, 190-191 
cntena for noise control m, 890, 891 
open-plan, 201-208 

One-dimensional wave equation: 
backward-traveling plane wave, 32 
general solution to, 27 -28 
intensity, 31-32 
outwardly traveling plane ,wave, 28-31 
particle velocity, 31 
root-mean-square sound pressure, 31 
solutlons to, 27-34 
spherical wave, 32-34 

Open area rat.lo, 306, 307 
Open-loop system identificat10n, 770-772, 

774, 775, 827, 828 
Open-plan offices, 201-208 

bamers for, 202-203 
design parameters for, 206-208 
rating acoustical pnvacy of, 203-204 
speech and noise levels m, 205-206 
workstatlon acoustical design, 204-205 

Op11mal control theory, 781 
Oscillating ngid bodies, radiation efficiencies 

of, 418-419 
Oscillating small ngid bodies: 

fluid' excitation, 363-371 
force actmg on fluid, 371-375 
llarmomc excitation, 363-365 
predicting body length, 366-370 
predicting radiated sound power, 366, 

371 
random excitatron, 371 
sound radiation of nonsphencal bodies, 

365 
unbounded fluid, 363 

point force excitation, 375-377 
radiation by, 348-349 

Oscillating spheres, sound power output of, 
34, 35 

Oscillating three-dimensional bodies, 
radiation efficiencies of,. 418-419 

OSHA noise exposure cntena, 862 
OSHA (Occupational Safety and Health 

Admimstration), 862 
Outdoor n01se emissions, from HVAC 

systems, 717 - 718 
Outdoor sound propagation, 119-143 

accounting for meteorology, 139-140 
airborne, 121 
atmospheric absorption, 136. See also Air 

absorption 
barriers, 132-135 
computer software for noise mapping, 139 
effects of ground cover and trees, 137 
in homogeneous free space over ground. 

120-121, 126-128 
mhOmogeneity of atmosphere, 129-132 
mteraction of barriers and ground, 137-138 
moving sources, 124-126 

INDEX 

point sources at rest, 120-124 
reflectors and reverberation, 135-136 
refraction of sound, 129-132 

955 

relevance of critena for, 119-120 
standard regulations for mteractiOns, 137 
standards for, 922 
uncertainties of, 140-143 

Outwardly traveling plane wave, 28-31 
Overall A-weighted sound pressure level, 17, 

142-143 
Overall level (OA), 22-24 
Overall sound power level (OAPWL): 

air compressors, 661 
arr-cooled condensers, 667 
boilers, 662 
coal-handling eqmpment: 

car shakers, 663 
crushers, 665 
mills and pulvenzers, 665 
rotary car dumpers, 664 
transfer towers, 665 
unloaders, 664 

diesel-engme-powered equipment, 668-669 
feed pumps, 672 
for gas turbine engines, 625 
mdustnal fans, 670-672 
mdustrial gas turbines, 67 5 
steam turbines, 676 
steam vents, 676-677 

Overall sound power output (cooling towers), 
666 

Overall sound level (OASPL), 
618-621, 

Overlapped processmg, 57 

p 
Parabolic equation (PE), 121 
Parallel-baffle silencers, 311, 312, 316-325 

baffle ttuckness, 324-325 
cross-sectional area, 322 
effect of temperature on, 322-324 
predictlng acoustical performance of, 

316-322 
quantitative considerations with, 317 

Parallelepiped array (mJcrophones), 93, 95, 
100 • 

Part1cle velocity, 5-6 
measurement of, 102-103 
for outwardly traveling plane wave, 31 
for spherical waves, 33-34 

Partitions, sound transmJss1on by: 
composite partitions, 451 
double-layer partitions, 443-449 
large partitions, 425-427 
multilayer partitions, 443-447 
small partitions, 421-425 

Passive silencers, 279-338 
combmatJon mufflers, 335-338 
dissipative, 311-335 

economJc considerations, 335 
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Passive silencers (continued) 
effect of flow on silencer attenuation, 

329-331 
flow-generated noise, 331-333 
key performance parameters, 313-316 
lined ducts, 281-313 
parallel-baffle silencers, 316-325 
pod silencers, 328-329 
prediction of silencer pressure drop, 

333-335 
round silencers, 325-328 

expansion cilarnber mufflers, 293-300 
double-tuned expansion cilamber, 

297-299 
extended-outlet muffler, 294-297 
general design guidelines for, 299-300 
simple expansion chamber muffler, 

293-294 
perforated-element mufflers, 300-311 

acoustical performance, 303-310 
back pressure, 310-311 
range of variables for, 300-303 

performance metrics for, 281-286 
reactive, 286-293 

representation by,,basic silencer elements, 
287-288 

transfer matnces for, 288-293 
Pendulum isolators, 577-578 
Perceived noise level, 49 
Perforated-element mufflers, 300-311 

acoustical performance, 303-310 
back pressure, 310-311 
range of variables for, 300-303 

Perforated plates, open area of, 515 
Performance: 

ANVC systems: 
and controller architecture, 814-817 
goals for, 801-804 

and doors/wmdows/ventilatlon openmgs, 
660 

insertion loss as measure of, 522-523 
measures of, 518-519 
qualitatlve descnption of, 523-525 

Periodic excitation sources, identification of, 
63-64 

Periodic signals, 44 
mean-square value for, 48 
spectral computations for, 54 
statlstlcal sampling errors wiili, 59 

Permanent threshold shifts (PTSs), 862 
Penmssible exposure level (PEL), 862 
Phase speed, 391-393 
Pipes: 

fluid flow m, 630-631 
to isolated mechanical eqmpment, 714 
with open side branch, sound radiation m, 

355 
transmission loss of, 448-451 

Pipe transnussion loss coefficient (throttling 
valves), 649-651 

Pipe wrappmgs, 554-555 
Piston-in-cylinder isolators, 577 
Plane boundaries, sound radiation and, 

377-382 
oscillatmg moment m infimte liquid, 

381-382 
pressure-release boundaries, 379-381 
rigid boundaries, 378-379 

Plane waves, 6 
backward-traveling, 32 
outwardly traveling, 28-31 
reflection and transnnss10n at interfaces of, 

403-406 
sound pressure and ,particle velocity 

relationsilip, 38 
Plane-wave impedance, 352-354 
Plane-wave transfer matrix method, 280-281 
Plant transfer functions, 770-771 
Plateau meiliod (sound transmission), 

442-443 
Plates: 

finite, pomt-excited, 420-421 
mfimte, 395-397, 417-418 

effective lengtil connecting foree and 
moment impedance, 502 

normal-mcidence plane waves, 427-430 
oblique-incidence plane waves, 430-433 
pomt-exc1ted, 420-421 
ranctom-mcidence sound, 433-439 

-~,. ,,; mhomogeneous, 438-439 
orthotrop1c, 4 37 -4 38 
perforated, open area of, 515 
power transmissmn from beam to, 410-413 
steel, gauges and weights of, 513-514 
thin 1sotrop1c, field-incidence transmission 

for, 435-437 
transmission tilrougil, 395-397 

normal-mcidence plane waves, 427-430 
oblique-mcidence plane waves, 430-433 
random-incidence sound, 433-439 

with vibration break, power transmission 
between, 413-416 

with viscoelastic coatings, 601-602 
wiili viscoelastic interlayers, 606-607 

Plenums: 
HVAC ducts, 696-697 
for rooftop arr conditioning umts, 715 

Plug muffler, 304-311 
Pneumatic isolators, 577 
Pod silencers, 328-329 
Point force: 

active control of disturbance, 725-727 
dynamic excitation by, 393-394 
excitation by sound field vs., 462-465 

Pomt force impedance, 394-396, 496-500 
Pomt mput admittance (mobility), 396 ,, 
Point moment, dynamic excitation by, 

393-394 
Pomt moment impedance, 394-395, 501 
Point sound sources, 122-124, 361 

Poisson's ratio, 391, 493 
Pole-zero filters, 744 
Positlon-keepmg system, 739, 796 
Positive definite (quadratic function), 748 
Power, see Sound power 
Power balance: 

and response of firute structures, 399-403 
in two-structure system, 456-457 

Power balance equation, 406 
Power law dampmg, 588 
PowerPC (PPC) c1ups, 825-827 
Power spectral density (PSD) functions, 

55-58, 172-174 ' 
Power spectral density spectrum, 9 
Power transmission between structural 

elements, 406-416 
from beam to plate, 410-413 
and change in cross-sectional area, 

406-407 
plates separated by thin resilient layer, 

413-416 
reflection loss: 

of bending waves tilrough cross 
junctions/r-,junctlons, 409-410 

of free bending waves at L-junctions, 
408 

PPC chips, see PowerPC ohips 
Prediction of machinery n01se, 659-681 

air compressors, ,660-662 
arr-cooled condensers, 667-668 
boilers, 662-663 
coal-ilandling eqmpment, 663-665 
cooling towers, 666-667 
diesel-engme-powered equipment, 668-669 
feed pumps, 672-673 
industrial fans, 669-672 
mdusmal gas turbines, 673-675 
steam turbines, 675-676 
steam vents, 676-677 
transformers, 677-679 
wind turbines, 679-681 

Prefabricated sound attenuators, HVAC, 
693-696 

Presbyacus1s, 860 
Pressure, see Sound pressure 
Pressure-residual intensity index, 106 
Privacy, m open-plan offices, 201-204 
Processor-to-processor communications, 825 
Propagation of sound: 

in fluids, 351-352 
identifying propagation patns, 66-69 
outdoor, see Outdoor sound propagation 
m rooms, 182 

Provagation 
m solids, 
velocity vs., 391 

PSD functions, see Power spectral density 
functions 

PTSs (permanent threshold shifts), 862 
Pulsating small ngid bodies, radiation by, 348 

INDEX 957 

Pulsating spilere: 
maximum achievable volume velocity of, 

359-361 
sound radiation of, 355 

Pumps: 
feed, predicting noise from, 672-673 
at transformers, 677 

Pure tones, 2 
m continuous spectrum, 7, 8 
and hearing thresholds, 18 
setting pure-tone audiometers, 18 
and spectral density, 9 

Q 
Quadrupoles, aerodynanuc, 613-614 
Quality assessment mdex (QAI), 897-899 
Quantization n01se, 822-823 
Quarter-spherical spaces, directivity index in, 

116-117 

R 
Radiation efficiency, 418-420, 509-511 
Radiation fields of sources, 75-77 
Radiation impedance of sphere, 364 
Radiation of sound: 

by thin plates, 417, 420 
effect of plane boundaries on, 377 -382 

oscillating moment in infirute liquid, 
381-382 

pressure-release boundaries, 379-381 
rigid boundaries, 378-379 

global cancellation, 722 
by non-volume-displacing sound sources, 

361-377 
effect of surrounding pomt force by ngid 

pipe, 375-377 
force acting on fluid, 371-375 
response of bounded fluid to point force 

excitation, 375 
response of unbounded fluid to excitation 

by oscillating small rigid body, 363 
m response to excitation of fluid by 

oscillating small ngid sphere, 
363-371 

by small ngid bodies, 346-355 
acoustical parameters, 351-354 
lateral quadrupole, 349-350 
longitudinal quadrupole, 350 
oscillating small rigid bodies, 348-349 
by pipe with open side branch 

representing pulsating sphere, 355 
by piston m ngid tube with open side 

branch, 354-355 
pulsating small ngid bodies, 348 
radiated sound power, 351 

m solid structures, 416-421 
• tonal components in, 635 
by vibrating structures, 593-594 
by volume-displacmg sound sources, 

356-361 
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Radiators, elementary, 35-36 
Random-analysis theory, 172-174 
Random data signals, 45-47 

cross-spectral density function, 57-58 
mean values for, 47 
statistical sampling errors with, 59 
tapenng windows with, 57 

Random error, 62 
Random excitation sources, identification of, 

64-66 
Random-incidence (diffuse) sound 

transnnss10n, 433-439 
Random-incidence mass law, 435 
Random sound pressure response, 170, 

172-175 
Rattles, acoustically mduced, 905, 907 
Rayleigh, Lord, 119, 129 
Raynaud' s phenomenon, 877 
Ray theory, 121 
Ray-tracing techmques, 189-190, 198 
RC curves, 895-899 
RC filter, 48 
Reactive silencers, 286-293 

factors in acoustical performance of, 
282-283 

representation by basic silencer elements, 
287-288 

transfer matrices for, 288-293 
Receiver mobility, 569 
Reciprocity, 162, 465-477 

extens10n to sound excitation of structures, 
473-476 

for higher order excitation 
sources/responses, 512 

m movmg media, 476-477 
prediction of noise from multiple correlated 

forces, 470-471 
source strength identification by, 471-473 
theorem, 162 

Reconstruction filters, 817-819 
Recursive filters, 744 
Reference quantities, 12, 19-22 
"Reference Quantities for Acoustical Levels" 

(ANSI Sl.9-1989, Reaffirmed2001), 19, 
20 

Reference sensors (ANVC), 809, 812-813 
Reflection loss: 

for bending waves: 
in beams, 411-412 
and change m cross-sectional area, 407 
at interfaces, 404-405 
free bending waves at £-Junctions, 408 
m plates with vibration break, 415-416 
through cross Junctions and T-junctions, 

409-410 
for compress10n waves: 

and change m cross-sectional area, 407 
m plates with vibrat10n break, 414-415 

for longitudinal waves m beams, 
410-411 

Reflectlon of sound: 
at plane interfaces, 37, 403-406 
by room surfaces, 183 

Reflectors, outdoor, 135-136 
Refractlon of sound, 129-132 
Regularization (ANVC sensors), 814 
RegulatJon filter design (feedback control), 

785-792 
Remforcements, damping due to, 591-592 
Relative bandwidth, 583 
Residual sensors (ANVC), 809-812 
Resonance, 38, 150, 640-643 
Resonance frequencies, 165 

of boilers, 663 
of finite structures, 400, 401, 507 -508 
standing-wave, 570 

Resonance transnnss1on loss, 460 
Reverberant field, see Diffuse (reverberant) 

field 
Reverberation: 

in classrooms, 197 
in industrial workshops, 197-198 
outdoor sound propagation, 135-136 
for speech intelligibility, 193 
standards for, 930-931 
with steam turbines, 676 

Reverberatlon rooms, 82, 209-210 
charactenstlcs of, 85-86 
experimental setup for, 87-88 

'l qualificatlon requrrements for, 86-87 
Reverberation time, 175-176, 582 
Reynolds stresses, 119, 613 
Rigid masses, 395, 563. See also 

Three-dimensional masses 
Rigid tube with open side branch, sound 

generatlon in, 354-355 
Ring frequency, 500 
Rms sound pressure, see Root-mean-square 

sound pressure 
RNC curves, 899-906 
Road surface sound absorpt10n standards, 924 
Rockmg motions, vertical motlons coupled 

with, 563-564 
Rooftop air conditioning units, 715-717 
Rooms, sound m, 181-211 

air absorption, 183 
alternative prediction approaches, 187-188 
anechoic and hemi-anech01c chambers, 211 
auralizatlon, 190 
classrooms, 191-197 
criteria for noise control in, 886-907 
diffuse-field theory, 184-187 
domestic rooms and closed offices, 

190-191 
empirical models, 190 
and furnishings, 184 
from HVAC ducts, 698-699 
mdustrial workshops, 197-201 
method of image sources, 188-189 
open-plan offices, 201-208 

propagat10n of SOl,lnd, 182 
ray and beam tracing, 189-190 
reverberation rooms, 209-210 
sound decay, 182-183 
surface absorptlon and reflection, 183 

Room n01se evaluation: 
engineenng method, 889, 892-894 
precision method, 899-905 
survey method, 888-889 

Root-mean-square (rms) sound pressure, 2 
for contiguous frequency bands, 8, 9 
of contlnuous-spectrum sound, 7, 11 
normalized random error of, 50, 51 
for outwardly traveling plane wave, 31 

Rotary coal car dumpers, 664 
Rotating diffusers, 209-210 
Round silencers, 312, 325-328 
Runmng averages, 49-50 

-s 
SA AID converters, see 

Success1ve-approXlil!ation AID 
converters 

Sabine approach ldiffuse-field theory), 
185-186 

Sampling errors, see Statistical sampling 
errors 

Schroeder frequency, 209 
Screech tones, 621, 622 
SEA, see Statistical energy analysis 
Seals, for mechamcal rooms, 710 
Sealed enclosures: 

close-fitting, 531-537 
defined, 522 
small, 525-531 

SECM, see Simple expans10n chamber 
muffler 

Seismic restrauit of eqmpment, 713 
SEL, see Sound exposure level 
Self-noise, 639 
Sensors (ANVC), 730-732. 

performance of, 813-814 
reference, 809, 812-813 
residual, 809-812 

Separation impedance, 430-434 
Shakers (ANVC), 730 
Shear modulus (viscoelastic matenal), 391, 

595-596 
Shear parameter (3-component beam), 603 
Sheet Metal and Air Conditionmg National 

Association (SMACNA), 686 
Shock-associated n01se, 616, 621-623 
Shock response spectrum, 55 
Side-lobe leakage, 54 
Sigma-delta AID converters, 820-822 
Signal-to-noise ratlo (SNR): 

ANVC converters, 823-825 
for classrooms, 196 
for open-plan offices, 203-204 
for synchronous averaged signal, 52 
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SU, see Speech intelligibility index 
SIL, see Speech mterference level 
Silencers. See also Mufflers 

active noise control, 280 
defined, 280 
diss1pat1ve mufflers, 314, 315 
downstream of valves, 654, 655 
effect of flow on attenuation, 329-33 I 
flow-generated noise of, 331-333 
for HVAC ducts, 693-696, 705 
modeling, 283-286 
passive, see Passive silencers 
for rooftop air conditlomng units, 716 
selection factors for, 281-282 

Simple expansion chamber muffler (SECM), 
293-294, 299-300 

Simplified models (noise prediction), 
198-199 

Single-input, single-output (SISO) systems, 
733 

feedback, 779-781 
feedforward, 754 
filtered-x algorithm for, 762 
LMD algorithm for, 751 

Singular-valued decomposition (SVD), 
804-807, 810, 813 

SISO systems, see Single-mput, smgle-output 
systems 

SMACNA (Sheet Metal and Air Conditioning 
National Association), 686 

Small enclosures, sound in, 145-178. See 
also Rooms, sound in 

acoustical modal response, 149-151 
enclosure dnven at resonance, 164-166 
flexible-wall effect on sound pressure, 

166-171 
forced sound pressure response, 159-161 
natlrral frequencies and mode shapes, 150, 

152-155 
numencal methods for acoustical analysis, 

156-159 
random sound pressure response, 170, 

172-175 
sealed enclosures, 525-531 
steady-state sound pressure response, 

161-164 
transient sound pressure response, 174-178 
very small enclosures, 145-149 

Small partitions, sound transmission of, 
421-425 

Small rigid bodies: 
oscillatlng, see Oscil!atlng small ngid 

bodies 
radiat10n by, 346-355 

acoustical parameters of, 351-354 
lateral quadrupole, 349-350 
longitudinal quadrupole, 350 
pipe with open side branch representing 

pulsating sphere, 355 
piston m ngid tube with open side 

branch, 354-355 
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Small rigid bodies: (continued) 
pulsatmg bodies, 348 
radiated sound power, 351 

Smoothmg filters (ANVC) 815 
Snell's law, 405 
Sociacusis, 860 
Soft parameters, 827, 828 
Solids: 

key acoustical parameters of, 493-495 
wave motion in, 390-393 

Solid structures, mteractJon of sound waves 
with, 389-515 

impact n01se, 477-487 
unpact n01se isolation vs. sound 

transmission loss, 483-486 
unprovement of impact noise isolation 

by elastic surface layer, 479-483 
standard tappmg machine, 477-479 

mechanical impedance, 394-395 
power balance and response of fimte 

structures, 399-403 
power mput, 395-399 
power transnussrnn between structural 

elements, 406-416 
from beam to plate, 410-413 
and change m cross-sectional area, 

406-407 
plates separated by thin resilient layer, 

413-416 
reflection Toss of bending waves through 

cross JUnctions/f-Junctions, 409-410 
reflection loss of free bending waves at 

£-Junctions, 408 
reciprocity, 465-477 

in moving media, 476-477 
prediction of noise from multiple 

correlated forces, 470-471 
and sound excitation of structures, 

473-476 
source strength identification by, 

471-473 
reflection and transnussion at plane 

mterfaces, 403-406 
and simultaneous arrborne/dynanuc 

excitation, 462-465 
sound radiation, 416-421 
sound translllSsion: 

flanking, 451-453 
of parntions, 425-427 
loss ducts and pipes, 448-451 
of nonnal-mcidence waves through 

mlinite plate, 427-430 
of oblique-incidence waves through 

mfirute plate, 430-433 
of random-mcidence (diffuse) sound 

through infinite plate, 433-439 
of small partitions, 421-425 
through composite partitions, 451 
tbrough double- and multilayer 

partitions, 443-449 

through lirute-size panel, 439-443 
statistical energy analyses, 453-462 

composite structures, 456 
diffuse sound field driving freely hung 

panel, 457 -459 
equal energy of modes of vibration, 

455 
modal energy, 454-455 
noncorrelation between waves m two 

systems, 455 
power balance in two-structure system, 

456-457 
realization of equal coupling loss factor, 

456 
SEA method, 459-462 
system of modal groups, 453-454 
transmission loss through simple 

homogeneous structure, 459-462 
superposition, 465-467 
wave motion in solids, 390-393 

Sound absorption, 215-274 
by arr m rooms, 1&3 
atinospheric, 136 
design charts for fibrous sound-absorbing 

layers, 254-264 
monolayer absorbers, 255-259 
multilayer absorbers, 261 
thin porous surface layers, 261-264 
two-layer absorbers. 259-261 

for enclosures, 521 
eqmvalent sound absorption area, 99 
large flat absorbers, 246-265 

nonnal mcidence on porous layer in 
front of rigid wall, 248-251 

oblique sound incidence, 251-254 
plane sound waves at normal mcidence, 

247-248 
limp porous layer, 225-229 
multiple limp porous layers, 229 
by non-sound absorbers, 218-221 
m open-plan offices, 206-207 
by plate and foil absorbers, 271-274 
by porous bulk matenals and absorbers, 

229-246 
acoustical properties of porous matenals. 

238-239 
analytical charactenzat:Jon of porous 

granular/fibrous matenals, 238 
empirical prediction of flow resistivity, 

237 
empirical predictions from re,~e,,sion 

analyses of measured data, 
flow resistance and flow resistivity, 

235-237 
plastJc foams, 244-245 
polyester fiber materials. 241, 

243-244 
porosity, 231-233 
process of, 23 I 
and temperature, 245-246 

theoretical predictlon of flow resistivity, 
237-238 

tortuosity, 232, 234 
process of, 216 
by resonance absorbers, 264-271 

absorptlon cross section of individual 
resonators, 266-268 

acoustical 1.mpedance of resonators, 
265-266 

internal resistance of res9nators, 
268-271 

nonlinearity and grazing flow, 268 
resonance frequency, 266 
spatial lillpedance of resonator 

arrays, 
by ngid porous layer, 221-225 
by room surfaces, 183 
sound absorption coef:fic1ents, 216-218 
standards for, 928-930 
by thm-flow resistive layer m front of rigid 

wall, 221' 
waveguide absorbers, 593 
for wrappings, 521 

Sound absorption, average (SAA), 206-208 
Sound attenuation, see Noise reduction; 

Silencers 
Sound barners. see Barners 
Sound decay, 182-183, 186 
Sound energy density, 7 
Sound exposure, A-weighted, 18 
Sound exposure level (SEL), 125-126 
Sound generatlon, 345-387 

effect of nearby plane boundaries on, 
377-382 

non-volurne-displacmg sound sources, 
361-377 
effect of surrounding pomt force by rigid 

pipe,,375-377 
force acting on fluid, 371-375 
response of bounded fluid-to point force 

excitation, 375 
response of unbounded fluid to excitation 

by oscillating small ngid body, 363 
m response to excitation of fluid by 

oscillating small rigid sphere, 
363-371 • 

reducmg sound radiation, 382-387 
small ngid bodies, 346-355 

acoustical parameters of, 351-354 
lateral quadrupole, 349-350 
longitudinal quadrupole, 350 
oscillating small rigid bodies, 348-349 
by pipe with open side branch 

representmg pulsating sphere, 355 
by piston m rigid tube with open side 

branch, 354-355 
pulsating small rigid bodies, 348 
radiated sound power, 351 

volume,displacing sound sources, 
356-361 

INDEX 

Sound mtensity, 3-4 
for cylindncal sound source, 4 
defined, 3 

961 

in determimng sound power, 101-112 
free-field approximation for, 79-81 
mstrumentation for measunng, 104-105 
for outwardly traveling plane wave, 31-32 
and sound power, 22 
sound power vs., 14-15 
and sound pressure, 4 
for spherical sound source, 4 
for sphencal waves, 34 
standards for measurement 

instruments/techruques, 914 
Sound intensity analyzer, 103-104 
Sound intensity level, 14-15 

reference quantities for, 19-22 
and sound power level, 22 

Sound isolation, m mechamcal plant rooms, 
709-710 

Sound levels, see Levels 
Sound level measurement standards, 

912-914 
Sound (nmse) sources, 71-117, 887 

aeroacoust1cal, 611-616 
in classrooms, 192, 196 
cylindrical, 4 
dipole-type, 638 
directional, 72, 73 
directivity of, 113-117 
excitation sources: 

and gain factors, 62-63 
penodic, 63-64 
random, 64-66 

measurement environments for, 82 
nondirectional (monopole), 34, 72 
outdoor: 

moving sources, 124-126 
pomt sources at rest, 122-124 

point (monopole), 34, 361 
radiatlon by, 35, 361-377 
radiation field of, 75-77 
sound intensity: 

free-field approximation for, 14, 35, 
79-81 

and sound power, 14, 77-79 
sound power levels, 14, 73-74 

determmation of, 82-85 
m diffuse field, 81, 85-9 I 
m ducts, 112-113 
environmental corrections in 

determirung, 98-10 l 
m free field, 14, 91-98 
and sound intensity, 14, 77-79 
sound intensity in detemunmg, 14, 

101-112 
spherical, 4, 5, 35 
volume-displacmg: 

radiation by, 35, 356-361 
in workshops, 199 
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Sound power, 4, 5 
of baffled pistons, 36 
defined, 4, 14 
m diffuse field, 81, 85-91 
of dipoles, 34, 35 
in ducts, 112-113 
m free field, measurement of, 91-98 

anechoic spaces, 97-98 
heI!ll-anechoic spaces, 92-97 
measurement surlaces, 92 

of monopoles, 34 
of oscillating spheres, 34, 35 
radiated, 351 
and sound mtensity, 4, 22, 77-79 

Sound power input: 
in solid structures, 395-399 
to structures, 503-506 

Sound power level, 13-14, 73-74 
defined, 72 
and environmental corrections, 98-101 
enVtronmental noise: 

measurement application standards, 
921-922 

measurement method standards, 
920-921 

expression of, 75 
HVAC duct-borne n01se, 685-686 
with rmpact noise, 479 
ISO standards for determining, 82-85 
reference quantities for, 19-22 
and sound intensity level, 22 

Sound power measurement standards, 
914-916 

Sound power output: 
air-cooled condensers, 667 
cooling towers, 666 
small boilers, 662 

Sound pressure, 1 
in determinanon of sound power, 4, 91-98 
flexible-wall effect on, 166-171 
forced sound pressure response, 159-161 
and particle velocity, 5-6 
m plane waves, 32, 38 
random sound pressure response, 170, 

172-175 
and sound mtensity, 4 
sound power vs., 4, 14-15 
space-averaged squared, 7 
for sphencal waves, 32-33 
steady-state sound pressure response, 

161-164 
transient sound pressure response, 

174-178 
Sound pressure 15, 17 

A-weighted, 
calculation of, 18, 72, 73 
defined, 18, 71 
expression of, 75 
long-term A-weighted, 16, 139 
overall A-weighted, 142-143 

reference pressure for, 19 
reference quantines for, 19-22 

Sound propagation: 
in mdustnal workshops, 197, 198 
between office workstatlons, 202. 

204-205 
underwater, 121 

Sound radiallon, see Radiation of sound 
Sound spectra, 7 -12 

complex, 12 
conllnuous, 7-11 

Sound tranSI!llSSton, see Transllllssion 
Sound waves, 1-7 

compressional, 6 
mterference of, 36-37 
mverse square law for, 4-5 
longitudinal, 6 
and noise, 1 
and pamcle velocity, 5-6 
period of, 2 
plane, 6, 28-31 
reflection, 36-38, 404-405 
resonant, 38 
root-mean-square amplin1de of, 2 
sound e11ergy density, 7 
and sound spectra, 2-3. See also Sound 

spectra 
speed of, 6 
spherical, 32-34 

"•~" <'l standing, 37-38 
transverse, 6 
traveling, 37 
wave equation, 25-34 
wavelength, 7 

Source dimens10nality, 805 
Space-averaged sound energy density, 7 
Space-averaged squared sound pressure, 7 
Spacers, 600n. 
Spatial decay rate, 582 
Specific acousncal impedance, 40 
Spectral density function, 50 
Spectral funcl10ns: 

data analysis, 52-59 
auto (power) spectral density funcnons, 

55-58 
coherence functions, 58-59 
FFT algorithm, 52-54 
line and Fourier spectral functions, 

54-55 
statistical sampling errors, 59 

tune domam procedures for, 60 
Spectral method (underwater sound), 121. 
Spectral (spectrum) density, 9 
Speech commumcanon metncs standards, 

920 
Speech intelligibility, in classrooms, 192-193 
Speech mtelligibility index (SII), 204, 

206-208 
Speech mterference level (SIL), 888, 889, 

892, 893 

_j·_ 

Speech pnvacy, 203-204 
and ambient noise levels, 206 
and voice levels, 205 

Speech waves, superposition pnnciple and, 36 
Speed of sound, 6 

group (energy) speed, 391, 393 
phase speed, 391-393 
propaganon speed vs. velocity, 391 
in solids, 492 

Spherical sound 4, 5, 116 
Sphencal waves, 
Spinal inJury, vibranon-related, 857 
Spoiler noise, 631-635 
Spnng isolators, 712-713 
Squared correlation coefficiyUt function, 61 
Square law damping, 588 
Standards, 911-931 

for architectural n01se control in buildings, 
926-931 
acoustics, reverberanon, and noise 

control design, 930-931 
sound absorption, 928-930 
sound transmission, 926-928 

for cnteria for noise in. rooms, 886-906 
for envrronmental correction, 98-101 
finding/selecting, 911-912 
hand-transmitted vibration critena, 

881-882 
for HVAC silencers, 694 
for inlpact noise 1Solat1on, 486 
for unpact of noise in workplace, 918-924 

environmental noise measurement 
applications, 921-922 

environmental noise SPL measurement 
methods, 920-921 

environmental sound propagation 
outdoors, 922 

environmental vibrations, 922-924 
heanng conservation programs, 919 
hearing test eqU1pment/procedures, 

918-919 
speech commumcation metrics, 920 

for mdustrial workshop umse, 201 
for mtensity measurement, 108, 109-112 
for mtensity measurement mstrumentallon, 

104,108 , 
for machinery noise eI!llssion 

measurements, 916-918 
for noise control by enclosures and cabms, 

517-521 
noise-mduced heanng inlpamnent, 

864-865 
occupanonal noise exposure, 864-865 
for outdoor sound, 131, 132, 134-135, 140 
for qualificatlon of reverberation rooms, 

86-90 
for sound level measurements, 912-914 

mtens1ty mstruments and measunng 
techmques, 914 

noise-measunng instrumentation, 
912-914 

INDEX 

SPL measurement techniques, 
913-914 

for sound power, 82-85 
in anechoic 97-98 
in ducts, 
m hemi-anech01c space, 92-96 
m reverberation rooms, 209-210 

963 

for sound power measurements, 914-916 
for speech mtelligibilicy, 193 
structure-borne whole-body vibration, 

878-881 
for vehicle extenor/interior noise, 924-926 

exterior nmse measurement techmques, 
925-926 

mterior noise measurement techmques, 
924 

road surface sound absorption, 924 
for wind turbmes, 681 

Standard tappmg machine, 477-479 
Standard tl:lreshold shift (STS), 862 
Standing-wave resonance frequencies, 570 
Standing waves, 37-38 
Stationary random data; 45-46 
Statlonary signals, ms value of, 47-48 
Statistical energy analysis (SEA), 453-462 

composite structures, 456 
diffuse sound field driving freely hung 

panel, 457-459 
equal energy of modes of vibration, 455 
modal energy, 454-455 
noncorrelation between waves in two 

systems, 455 
power balance m two-structure system, 

456-457 
pnnc1ple of, 455 
realization of equal coupling loss factor, 

456 
system of modal groups, 453-454 
transffilssion loss through simple 

homogeneous structure, 459-462 
Statistical sampling errors: 

with correlation funcllons, 61 
with mean and ms value calculation, 50-51 
with spectra calculation, 59 

Steady state, diffuse-field theory prediction 
of, 186 

Steady-state drag, 633 
Steady-state particle velocity, 38 
Steady-state response: 

dampmg, 587 
forced vibrations, 582-584 

Steady-state signals: 
ms value of, 4 7 -48 
nonpenodic, 44 

Steady-state sound pressure, 38 
Steady-state sound pressure level, 15, 187 
Steady-state sound pressure response, 

161-164, 167 
Steam turbines, predicting noise from, 

675-676 
Steam vents, predicting noise from, 676-677 
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Steel plates, gauges and weights of, 
513-514 

Stiffness-controlled boundaries, I 69 
Stochastic transients, 46-47 
Strouhal number, 619, 620, 640, 641 
Structural-acous11cal analogy, 156, 158 
Structural-acousllcal coupling, 169-170 
Structural acoustics, 389 
Structural damping, 561, 579-607 

analy11cal models of, 588 
due to boundanes and reinforcements, 

591-592 
due to energy transport, 592-594 
effects of, 579-580 
energy dissipation and convers10n, 

589-590 
measurement of, 586-588 
measures of, 580-586 

complex stiffness, 584-586 
decay of unforced vibrations with 

viscous damping, 580-582 
mterrelation of, 586 
steady forced vibrations, 582-584 

models of, 588-589 
retarding force m, 588 
viscoelastic, 594-607 

materials and material combinations, 
594-595 

mechanical properties of viscoelastic 
matenals, 595-599 

plates with viscoelastic coallngs, 
601-602 

plates with viscoelastic interlayers, 
606-607 

structures with viscoelastic layers, 599 
three-component beams with viscoelastic 

mterlayers, 602-606 
two-component beams, 599-600 

Structural dynamics, 389 
Structure-borne sound, 611 
Structure-borne whole-body vibration criteria, 

878-881 
Struts, sound generallon by, 638-639 
Success1ve-approximallon (SA) AID 

converters, 820-822, 825 
Superposition, 465-467 

with multlple correlated force mput, 470 
in source strength identification, 471-473 

Supersonic Jets, 621 
Surging in HVAC noise, 903-905 
SVD, see Singular-valued decomposition 
Synchronous averaging, 51-52 
Systems of units, 20, 935 
System identification, 769-777, 827 

closed-loop, 771, 772, 774-776, 827, 
828 

m feedback control systems,. 771-777 
open-loop, 771, 772, 774, 775, 827, 

828 
System response properties, identification of, 

62--63 

T 
Tapering functions and wmdows, 54-57 
Tapped delay line filters, 743 
Tappmg machine, see Standard tappmg 

maclllne 
Temperature, refraction of outdoor sound and, 

129-130 
Temperature-frequency equivalence 

(viscoelastic materials), 597 
Temporary threshold shifts ('ITSs), 862, 869, 

870 
Terminal boxes/valves, HVAC, 707-709 
Thermal-acoustical blanket msulation. 672 
3-dB rule, 859 
Three-dimensional masses, vibranon isolation 

for, 563-567 
Three-dimensional silencer analysis. 280 
Three-duct muffler, 304-311 -
Throttling valves, aerodynamic noise of, 

643-656 
acoustlcal efficiency, 647-649 
aerodynamic noise, 643-647 
due to hlgh velocities in valve outlet, 652 
methods of valve noise reduction, 652-656 
pipe transmiss10n loss coefficient, 649-651 

Time constant, 48 
Time history signals, 43-44 
Tnne-varying signals, 44-45 
Time-varying transfer functions (ANVC 

systems), 771 
Tnne-weighted average (TWA), 862 
T-junctions, reflection loss of bending waves 

through, 409-410 
TL, see Transmission loss 
TNM (Traffic Noise Model), 132 
Tonal disturbance control, 754-760 
Tonal n01se: 

boilers, 663 
mdustrial fans, 669-671 
steam turbmes, 676 
transformers, 677, 679 
from turbofan engmes, 737-738 

Tonal oscillations, 635 
Tones: 

m connnuous spectrum, 7, 8 
pure, 2 
in sound spectra, 2-3 

Traffic n01se, 124-126, 132 
Traffic Noise Model (TNM), 132 
Trailing-edge noise, 640 
Transfer function, 62 
Transfer matrices (silencers), 280-281, 

288-293 
cross-secnonal discontmmlles, 289-291 
pipe with uniform cross section, 289 
resonators, 291-293 

Transformers: 
actlve noise control for, 723, 725 
predicting noise from, 677-679 

Transient signals, 45, 55 

Transient sound pressure response, 174-178 
Transmissibility, 557-560 

and damping, 561 
and mertla base, 561-562 
and isolation effectlveness, 569 
and isolator mass effects, 570 
and machine speed, 562 
of nonrigid masses. 565-567 
with two-stage isolation, 572-574 

TransmisSlon, sound tranSffilSS!On, 71 
flanking, 451-453 
of large partltlons. 425-427 
of small partitlons. 421-424 
loss of ducts and pipes, 448-451 
at plane mterfaces, 403-406 
of small partit10ns, 421-425 
standards for, 926-928 
structural, 592-593 
through compoSlte partitions, 451 
through double- and multilayer parutions, 

443-449 
through finite-size panel, 439-443 
through infimte plate: 

normal-mcideuce plane sound waves, 
427-430 

oblique-incidence plane sound waves, 
430-433 

random-incidence (diffuse) sound, 
433-439 

Transmiss10n coefficient, 425 
Transmission loss (TL), 284, 286 

breakin. 450-451 
breakout, 448-450 
classical defimt1on of, 439 
for double partitions, 447-449 
for ducts. 448-451 
field-mcidence, 435-436 
of finite panels, 439-443 
flanking, 439-443 
impact noise isolation vs., 483-486 
for inhomogeneous plates, 438-439 
and mass law bamer, 443 
for multilayered partitions, 443-447 
normal-incidence. 427-430 
oblique-incidence, 430-433 
for orthotropic plates, 437 
for pipes, 448-451 
pipe transmission loss coefficient, 649-651 
random-mcidence, 434-435 
resonance, 460 
for smgle partltlons, 442-443 
through partitlons, 425-427 
through simple homogeneous structure, 

459-462 
Transversal filters. 743 
Transverse waves, 6 
Traveling waves, 37 
Travel-limited isolators, 713 
Trees, outdoor sound propagation and, 

137-139 

INDEX 965 

Trigger signal (synchronous averagmg), 52 
TIS, see Temporary threshold shifts 
Tunect dampers, 593 
Turbines: 

industrial gas turbmes, 673-675 
steam turbines, 675-676 
wind turbmes, 679-681 

Turbofan engme noise control, 737-738 
Turbulent boundary layer noise, 626-630 
Two-stage vibratlon isolation, 572-576 
Two-structure system: 

noncorrelation between waves in, 455 
power balance m, 456-457 

u 
Ultrasonic waves, 1 
Ultrasound exposure, 859, 860, 869-871, 

873-874 
Uncertainty, m outdoor sound propagatlon, 

140-143 
Uncterexpanded Jets, 621 
Underwater sound propagation, 121 
Uniform pressure mode, 154, 162 
Umt-area acoustical impedance, 41 
U.S. armed forces hearing conservation 

cntenon, 863, 867, 868, 874 
Urut-sample sequence, 742 
Unweighted (linear) averages, 48. 49 
Urban noISe, 907-908 

V 
Vacuum bubbles, 385-387 
Vacuum pumps, 660 
Variation, coefficient of, 50 
VDV (vibratl.on dose value), 879 
Vehicle exterior/intenor noise standards, 

924-926 
Velocity, propagation speed vs., 391 
Vents, steam, predicting noise from, 676-677 
Vertical motions, rocking motions coupled 

with, 563-564 
Vibratlon break, 413 
Vibrauon data, 4 3 
Vibratlon dose value (VDV), 879 
Vibration-induced white finger (VWF), 877 
Vibration isolation, 557 -578 

active, see Active noise and vibration 
control 

active machinery isolation, 840-845 
for building mechanical systems, 711-715 
classical model, 557-563 

dampmg effect, 561 
inertia base effects, 561-562 
isolation efficiency, 560 
limitations of, 562-563 
machine speed effect, 562 
mass-sprmg-dashpot system, 557-560 
transmissibility, 557-560 

high-frequency considerations in, 567 -572 
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Vibration isolation (continued} 

practical isolators, 576-578 

for rooftop arr conditionmg units, 716 

for three-dimensional masses, 563-567 

two-stage, 572-576 
uses of, 557 

Vibration sources: 
acousnc, 905, 907 
loading of, 567-568 

Vibration total value (VTV}, 879 

Viscoelastic damping, 594-607 
beains: 

three-component, with viscoelastic 

interlayers, 602-606 
two-component, 599-600 

materials and material combinations, 
594-595 

mechanical properties of vtscoelastic 

matenals, 595-599 
plates: 

with viscoelastic coatings, 601-602 

with viscoelastic inter!ayers, 606-607 

structures with viscoelastic layers, 599 

Viscous damping, 561, 589n. 

Viscous dampmg coefficient, 580 

Viscous damping ratio, 583 

Volume-displacmg sound sources, radiation 

by, 356-361 

Volume velocity, 146-147, 359-361 

Voyager ligtitwe1ght arrcraft, 866 

VTV (vibration total value), 879 

VWF (vibration-induced white finger), 877 

w 
Walls: 

flexible-wall effect on sound pressure, 

166-171 
for mechanical rooms, 710 

Wall pressure wavenumber-frequency 

spectrum, 627, 629-630 
Wave equation, 25-34, 149 

contimuty equation in, 27 

equation of motion in, 25-26 

gas law m, 26-27 
one-dimensional: 

backward-traveling plane wave, 32 

general solution to, 27-28 
mtens1ty, 31-32 

outwardly traveling plane wave, 28-31 

partlcle velocity, 31 

root-mean-square sound pressure, 31 
solutions to, 27-34 
sphencal wave, 32-34 

in rectangular coordinates, 27 

Waveguide absorber, 593 
Wavelength, 7 
Wave motlon (in solids), 390-393 

Wavenumber, 29 
Weighted averages, 48-49 

WHO, see World Health Organization 

Whole-body vibration effects, 875-877 
Wiener filter, 7 49 

Wiener-Khinchine relatlonshlp, 50 

Wind turbines, predicting noise from, 
679-681 

Workplace noise standards, 918-924 

Workshops, see Industrial workshops 

Workstations, sound propagation betwe~n, 

202, 204-205 

World Health Organization (WHO), 871, 907 

Wrappmgs, 552-555 
,i acoustical enclosures vs., 521 

close-fitting enclosures vs., 552 
defined, 517 

y 
Youla transfonn, 781-784 

Young·s modulus, 391, 493, 595 

z 
"Zone of silence," 345, 846, 847 

Zoom transfomis, 57 
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Self-reported and measured stress related responses associated
with exposure to wind turbine noise
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The current study was the first to assess stress reactions associated with wind turbine noise (WTN)

exposure using self-reported and objective measures. Randomly selected participants, aged 18–79 yr

(606 males; 632 females), living between 0.25 and 11.22 km from wind turbines, were exposed to out-

door calculated WTN levels up to 46 dBA (response rate 78.9%). Multiple regression modeling left

the great majority (77%–89%) of the variance in perceived stress scale (PSS) scores, hair cortisol

concentrations, resting blood pressure, and heart rate unaccounted for, and WTN exposure had no appa-

rent influence on any of these endpoints. PSS scores were positively, but weakly, related to cortisol

concentrations and resting heart rate (Pearson r¼ 0.13 and r¼ 0.08, respectively). Across WTN

categories, modeled mean PSS scores ranged from 13.15 to 13.84 (p¼ 0.8614). Modeled geometric

means for hair cortisol concentrations, resting mean systolic, diastolic blood pressure, and heart rate were

150.54–191.12 ng/g (p¼ 0.5416), 113.38–116.82 mmHg (p¼ 0.4990), 67.98–70.34 mmHg (p¼ 0.5006),

and 68.24–70.71 bpm (p¼ 0.5223), respectively. Irrespective of WTN levels, diastolic blood pressure

appeared to be slightly (2.90 mmHg 95% CI: 0.75,5.05) higher among participants highly annoyed by

blinking lights on turbines (p¼ 0.0081). Collectively, the findings do not support an association between

exposure to WTN up to 46 dBA and elevated self-reported and objectively defined measures of stress.
VC 2016 Crown in Right of Canada. All article content, except where otherwise noted, is licensed under
a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
[http://dx.doi.org/10.1121/1.4942402]

[JFL] Pages: 1467–1479

I. INTRODUCTION

Noise exposure has the potential to act as a stressor and

can directly or indirectly impact one’s health [World Health

Organization (WHO), 1999, 2011; Guski, 2001; Vallet,

2001]. Susceptibility or resistance to indirect stressor-

induced health effects depends on a complex interaction

between a stressor and coping strategies developed through

previous experience, psychological, biological, and social

factors, in addition to competing stressors and personality

type (Job, 1988, 1996; Institute of Medicine, 2001; Stansfeld

and Marmot, 2002). At the dwelling, wind turbine noisea)Electronic mail: david.michaud@canada.ca
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(WTN) levels are well below levels expected to cause direct

health effects (McCunney et al., 2014). Potential effects are

more likely to be mediated through a complex interaction as

described above, wherein the perception of wind turbines

becomes the acting stressor. Other factors such as noise sen-

sitivity and the magnitude of annoyance or perceived stress

engendered by a noise exposure could very likely contribute

to the overall response. A theoretical representation for such

an indirect pathway is presented in the Appendix.

Social surveys, which have been relied on to measure

annoyance, perceptions of stress, and/or health effects, pro-

vide only partial support for potential WTN-mediated health

effects because they are based on unverified self-reporting.

An additional level of insight is provided from the current

study, which includes objective measures of stress to charac-

terize the associations between WTN exposure and stress.

Stress-induced cortisol changes have traditionally been

measured using blood and saliva samples, which can be difficult

to interpret (Legler et al., 1982; Hennig et al., 2000; Edwards

et al., 2001; Broderick et al., 2004). Many of the limits associ-

ated with short-term sampling can be eliminated by using a mea-

sure of cortisol that is integrated over time (Russell et al., 2012;

Stalder and Kirschbaum, 2012). Cortisol integrates and remains

in hair over time as it grows further from the scalp. As human

scalp hair have a predictable average growth rate of �1 cm/

month (Wennig, 2000), cortisol in hair can be measured and

used to retrospectively characterize cortisol levels over several

months. For this reason, hair cortisol analysis has become an

increasingly utilized methodology for examining chronic stress

and its effects on human health (Van Uum et al., 2008; Pereg

et al., 2011; Gerber et al., 2013; Grunau et al., 2013;

Hinkelmann et al., 2013; Manenschijn et al., 2013; Pereg et al.,
2013; Stalder et al., 2013; Walton et al., 2013; Veldhorst et al.,
2014; Wells et al., 2014; Wester et al., 2014) making hair corti-

sol analysis a particularly useful methodology in evaluating the

impact that long-term exposure to WTN may have on the human

stress response. Hair cortisol analysis, when considered together

with validated questionnaires such as the perceived stress scale

(PSS) (Cohen et al., 1983; Al kalaldeh and Shosha, 2012), as

well as blood pressure measures, provides a more comprehen-

sive assessment of WTN exposure and stress reactions.

The purpose of the current study was to investigate the

possibility that living in the vicinity of wind turbines

increases stress. To this end, multiple measures of stress

reported by and objectively measured in participants

exposed to WTN were assessed. In addition, multiple regres-

sion analysis was used to identify the variables that best pre-

dicted the modeled stress-related endpoints.

II. METHODS

A. Sample design

1. Target population, sample size, and sampling frame
strategy

Michaud et al. (2013) and Michaud et al. (2016a) have

described the study design, target population, final sample size,

allocation of participants, as well as the sampling strategy.

Briefly, the study locations were drawn from areas in

southwestern Ontario (ON) and Prince Edward Island (PEI)

where there were a sufficient number of dwellings within the vi-

cinity of wind turbine installations. There were 2004 potential

dwellings identified from the ON and PEI sampling regions,

which included 315 and 84 wind turbines, respectively. All tur-

bines had three pitch controlled rotor blades (�80 m diameter)

upwind of the tower. The wind turbine electrical power outputs

ranged between 660 kW and 3 MW [average 2.0, standard devi-

ation (SD) 0.4 MW]. Turbine hub heights were predomi-

nantly 80 m. All identified dwellings within �600 m from a

wind turbine and a random selection of dwellings between

600 m and 11.22 km were selected from which one person per

household between the ages of 18 and 79 years was randomly

chosen to participate.

This study was approved by the Health Canada and

Public Health Agency of Canada Review Ethics Board

(Protocol Nos. 2012-0065 and 2012-0072).

B. Wind turbine sound pressure levels

Keith et al. (2016a) have provided a detailed description

of the approach applied to sound pressure level modeling.

Briefly, sound pressure levels were estimated at each dwell-

ing using both ISO 9613-1 (ISO, 1993) and ISO 9613-2

(ISO, 1996) as incorporated in the commercial software

CadnaA version 4.4 (DatakustikVR , 2014). The calculations

included all wind turbines within a radius of 10 km, and

were based on manufacturers’ octave band sound power

spectra at 10 m height, 8 m/s wind speed for favourable prop-

agation conditions. The few dwellings beyond this distance

were assigned the same calculated WTN value as dwellings

at 10 km. The manufacturers’ data were verified for consis-

tency using on-site measurements of wind turbine sound

power (Keith et al., 2016b). Unless otherwise indicated, all

references to decibels (dB) are A-weighted values.

In the current study, low-frequency noise was estimated by

calculating C-weighted sound pressure levels. The correlation

between C-weighted and A-weighted levels ranged from r 0.81

to 0.97 (Keith et al., 2016b) and, therefore, no additional benefit

would be gained by assessing outcomes in relation to dBC.

C. Data collection

1. Questionnaire content and administration

A detailed description of the questionnaire content has

been presented by Michaud et al. (2013), Michaud et al.
(2016a), and Feder et al. (2015). Briefly, the questionnaire

instrument includes modules on basic demographic variables,

annoyance, health effects, quality of life, sleep quality, per-

ceived stress, lifestyle behaviours, and prevalent chronic dis-

eases, including diagnosed high blood pressure. Long-term

high annoyance toward several wind turbine features was

assessed with separate questions that targeted specific wind

turbine features (i.e., noise, blinking lights, vibrations, visual,

and shadow flicker). As per ISO (2003), high annoyance was

defined by combining the top two response categories of the

following five-point adjectival scale: not at all, slightly, moder-
ately, very, and extremely. The time reference period for

annoyance was intended to capture the participants’ integrated
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annoyance toward wind turbine features over the previous

year while at home (see Michaud et al., 2016b, for more

details). Self-reported stress was assessed using the PSS

(Cohen et al., 1983), which is a widely used questionnaire

with established, acceptable psychometric properties,

designed to measure an individual’s perception of stress. The

questionnaire evaluates the degree to which respondents

believe their life is unpredictable, uncontrollable, and over-

loaded during the previous month. In addition, the scale

includes a number of direct questions about current levels of

experienced stress. According to Cohen et al. (1983), this

instrument was designed for use in community samples that

have at least a junior high school education, and contains

questions that are of a general nature and free of content spe-

cific to any subpopulation. Body mass index (BMI) was calcu-

lated based on self-reported height and weight, whereby

weight in kilograms was divided by height in meters squared.

Consistent with many epidemiological studies that aim

to reduce possible survey bias, an attempt was made to mask

the primary subject of interest in this study, which was to

investigate the community response to wind turbines. To this

end, the study was introduced to participants as the

Community Noise and Health Study and the questionnaire

included several items unrelated to wind turbines. A total of

16 trained interviewers collected data through in-person

interviews between May, 2013, and September, 2013, in

southwestern ON and PEI. Once a roster of adults living in

the dwelling was compiled, a computerized method of ran-

dom selection was used with no substitution permitted.

D. Blood pressure and heart rate evaluation

Measures of blood pressure and heart rate followed the

standardized procedures used by the Canadian Health

Measures Survey (Bryan et al., 2010) with the following two

exceptions: (1) the interviewer remained in the room, seated

behind the respondent during testing as it was neither practi-

cal nor appropriate for the interviewer to leave the room dur-

ing in-home testing; and (2) there was no imposed 5 min rest

period prior to testing. This was considered to be unneces-

sary because the participant had already been seated for the

previous 40–45 min while completing the questionnaire.

Systolic and diastolic blood pressure and resting heart

rate were measured electronically in a quiet room with a

firm chair and table using an automated oscillometric device

(BpTRUTMBPM-100, Medical Devices Ltd., Coquitlam,

British Columbia). A series of six consecutive measurements

were taken at one minute intervals. Interviewers ensured

proper functioning of the BpTRUTM and the respondent did

not talk or move during the test. The last five measurements

of the series were used to determine the average resting heart

rate and blood pressure.

E. Hair cortisol analysis

1. Hair sample collection

Hair samples were obtained from the vertex posterior of

the head using scissors and cutting as close to the scalp as pos-

sible. The diameter of the grouping of hair strands removed

was 5–10 mm. The hair sample was then taped to a section of

bar-coded paper that identified the scalp end of the hair. The

sample was stored in an envelope at room temperature for

later analysis. The average time lapse between storage and

analysis was �60 days, which would not degrade cortisol con-

centrations (Webb et al., 2010).

2. Hair treatment and enzyme-linked immunosorbent
assay (ELISA)

In subjects from whom a length of 3 cm or more of hair

was collected, the 3 cm portion most proximal to the scalp was

analyzed. Hair sample collection and cortisol analysis were con-

ducted in accordance with a previously established protocol

described by Pereg et al. (2013). A hair mass of 10–15 mg was

required for each analysis. Each hair sample was washed twice

in isopropanol for 3 min to remove contaminants coating the

hair. Following washing, hair samples were allowed to dry for a

minimum of 5 h in a fume hood. A methanol extraction was

then used to remove the cortisol from the hair. Hair samples

were immersed in 1 ml of methanol, minced finely with surgical

scissors and then incubated for 16 h at 50 �C while shaking at

100 rpm. The methanol solution was then removed and evapo-

rated under nitrogen gas. The remaining residue was reconsti-

tuted with 250 ll of phosphate buffered saline and analyzed

using a salivary cortisol immunoassay (Alpco Diagnostics,

Salem, NH). The value determined was subsequently corrected

to the hair mass used to yield a hair cortisol concentration in

nanograms of cortisol per gram (ng/g) of hair. The lower quan-

tification limit was 25 ng/g for hair mass of 10 mg and

16.67 ng/g for hair mass of 15 mg. The upper limit of detection

was 20 000 ng/g and 13 333 ng/g, respectively. The assay detec-

tion limit was 0.063 ng/g and 0.042 ng/g for 10 mg and 15 mg

hair mass samples, respectively. The intra- and inter-assay var-

iations were 5.87% and 7.05%, respectively.

F. Statistical methods

The main objective of the analysis was to assess the

exposure-response relationship between WTN levels and

hair cortisol concentrations, scores on the PSS, blood pres-

sure/heart rate, and to evaluate the sample characteristics

that may influence these relationships. All of these health

outcomes were measured on a continuous scale. The analysis

for continuous outcomes closely follows the description out-

lined in Michaud et al. (2013), which gives a summary of

the planned study design and objectives, as well as proposed

data analysis. A-weighted WTN categories were defined

based on final data collection and are as follows: {<25 dB;

[25–30) dB; [30–35) dB; [35–40) dB; [40–46] dB}.

Identification of variables that best explain the variability in

self-reported and objectively measured stress-related end-

points was done using multiple linear regression. As a first

step to develop the best predictive model for each outcome,

univariate regression models only adjusting for WTN expo-

sure groups and province were fitted. Explanatory variables

significant at the 20% level for univariate analysis were con-

sidered in the multiple linear regression models. It should be

emphasized that variables considered in the univariate analy-

sis have been previously demonstrated to be related to the
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modeled endpoint and/or considered by the authors to con-

ceptually have a potential association with the modeled end-

point. Province was initially assessed as an effect modifier.

Since the interaction was never statistically significant, prov-

ince was treated as a confounder in all of the regression

models.

Multiple linear regression models describing the relation-

ship between a stress endpoint (PSS, hair cortisol concentra-

tions, blood pressure, and resting heart rate measurements)

and predictors were developed using stepwise regression with

a 20% significance entry criterion for predictors and a 10%

significance criterion to remain in the model. The stepwise

regression was carried out in three different ways wherein the

base model included exposure to (1) WTN category and prov-

ince; (2) WTN category, province, and an adjustment for indi-

viduals who reported receiving personal benefit from wind

turbines in the area; and (3) WTN category and province,

stratified for those who received no personal benefit. When

developing the model for PSS, hair cortisol was not used as

an explanatory variable as this would reduce the sample size

substantially from 1231 observations to 675. When develop-

ing the model for hair cortisol, PSS was used as a potential ex-

planatory variable in the model. Since time of day was shown

to significantly influence heart rate, it was included in the mul-

tiple regression model to adjust for it.

Hair cortisol, blood pressure, and resting heart rate end-

points were log-normally distributed (by the Anderson-

Darling test for normality), therefore, the geometric mean

and corresponding 95% confidence interval (CI) were

reported for these endpoints. When the assumptions for the

various models for these endpoints were still not satisfied for

the logged data, non-parametric approaches were used, in

which case the geometric mean and CI were still reported,

but the test results were based on non-parametric methods.

Statistical analysis was performed using SAS (Statistical

Analysis System) version 9.2 (2014). A 5% statistical signifi-

cance level was implemented throughout unless otherwise

stated. In addition, Tukey corrections were made to account

for all pairwise comparisons to ensure that the overall Type I

(false positive) error rate was <0.05.

III. RESULTS

A. Wind turbine sound pressure levels at dwellings

Modeled sound pressure levels and the measurements

used to support the calculations are presented in detail

by Keith et al. (2016a,b). Calculated immission levels

as determined by the ISO 9613-1 (ISO, 1993) and ISO 9613-2

(ISO, 1996) reached levels as high as 46 dB under conditions

of 8 m/s wind speeds at 10 m heights for favourable propaga-

tion conditions. Calculations are representative of typical

worst case long-term (1 yr) average WTN levels.

B. Response rates and sample characteristics

A detailed breakdown of the response rates, along with

sample characteristics variables by WTN category is presented

by Michaud et al. (2016a). Of the 2004 potential dwellings,

1570 were valid and 1238 agreed to participate in the study.

This yielded a final response rate of 78.9%. For blood pressure

measurements, a total of 1077 respondents participated provid-

ing a response rate of 87.0%. A total of 195 respondents were

not able to participate in the hair cortisol portion of the physical

measures, therefore, a potential 1043 respondents remained. A

subsample of 917 of these 1043 respondents consented to the

hair sampling for cortisol analysis (response rate, 87.9%).

Factors that could potentially exert an influence on stress

responses, including self-reported prevalence of diagnosed

chronic diseases and health conditions, quality of life, satis-

faction with health, noise sensitivity, and self-reported high

sleep disturbance (in general) were all found to be equally dis-

tributed across WTN categories (Michaud et al., 2016a).

C. Hair cortisol, perceived stress, blood pressure, and
heart rate

Table I presents the summary statistics for hair cortisol,

PSS, blood pressure, and resting heart rate endpoints along

with Cronbach’s alpha (a) for the PSS. Cronbach’s a is a mea-

sure of the internal consistency or reliability of test scores.

Cronbach’s a was substantially over the recommended accept-

able range of 70% for PSS (Cronbach’s a 0.86).

Of the 917 participants who consented to take part in the

hair cortisol sampling, 214 samples were found to be of insuf-

ficient mass (i.e., <10 mg). Of the remaining 703 samples, 9

exceeded the ELISA upper limit of quantification for which

no value was given, and the computed results from 19 obser-

vations were found to be above the assay detection limit but

below the lower limit of quantification. These were removed

because 14 of the 19 participants in this subgroup reported

using a chemical hair treatment within the previous 3 months,

indicating that the results were not reliable. A total of 675

observations remained for hair cortisol analysis. The majority

of the hair samples collected were from females (n 431,

63.9%), and individuals aged between 45 and 64 years

TABLE I. Descriptive statistics for stress-related outcomes.

n GM (95% CI)a (Min, Max) Cronbach’s a

Hair cortisol (ng/g) 675 146.09 (135.46,157.56) (18.12,7139.34)

Perceived stress scale 1231 11.87 (11.49,12.24)b (0,37) 0.86

Systolic blood pressure (mmHg) 1077 119.23 (118.27,120.19) (83,186)

Diastolic blood pressure (mmHg) 1077 75.15 (74.55,75.75) (50,114)

Heart rate (bpm) 1077 72.50 (71.79,73.21) (41,125)

aGM is the geometric mean and corresponding 95% confidence interval (CI) unless otherwise indicated.
bArithmetic mean and corresponding 95% CI.
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(n 311, 46.1%). The age group least represented were indi-

viduals in the �25 yr age group (n 35, 5.2%). Hair cortisol

levels ranged from 18.12 to 7139.34 ng/g with a geometric

mean of 146.09 ng/g and 95% CI: (135.46,157.56).

Blood pressure measurements were fairly equally dis-

tributed between men and women (males 527, 48.9%),

although the majority of the measures were from individuals

aged between 45 and 64 years (n 467, 43.4%). Similar to

hair sampling, those least represented were individuals in the

�25 yr age-group (n 62, 5.8%). The time of day that blood

pressure and heart rate measures were taken had no impact

on blood pressure, but did significantly influence resting

heart rate (p 0.0008). Average resting heart rate was lower

during the morning hours (06:00–11:59 h; 69.19, 95%CI:

67.50,70.92) compared to afternoon (12:00–17:59 h; 72.66,

95% CI: 71.47,73.87) and evening (18:00–22:00 h; 72.65,

95% CI: 71.01,74.32) (data not shown).

1. Association between self-reported and measured
blood pressure

The consistency between self-reported diagnosed high

blood pressure and measured blood pressure was assessed by

the two-sample t-test. In the self-reported high blood pressure

group, the geometric mean for systolic blood pressure was

127.51 (95% CI: 125.78,129.27) compared to 115.83 (95%

CI: 114.77,116.90) for those who did not report high blood

pressure (p< 0.0001). Similarly, the corresponding geometric

means for diastolic blood pressure were 76.62 (95% CI:

75.51,77.75) and 74.54 (95% CI: 73.83,75.25) (p 0.0019).

D. Effects of personal and situational variables on hair
cortisol concentrations, blood pressure, resting heart
rate, and scores on the PSS

An exploratory univariate analysis of self-reported per-

sonal and situational variables in relation to hair cortisol con-

centrations, measured blood pressure, resting heart rate, and

scores on the PSS only adjusting for WTN levels and prov-

ince is presented in the supplementary material attached to

the online version of this article.1 The list of variables con-

sidered was extensive and includes, but is not limited to,

demographics, illnesses/chronic diseases, quality of life,

sleep disturbance, caffeine consumption, and variables

related to the perception of wind turbines.

E. Association between PSS scores, hair cortisol
concentrations, blood pressure and resting heart rate

The consistency between self-reported stress and an

objective measure of stress was assessed by examining the

association between PSS scores and hair cortisol concentra-

tions. Hair cortisol was positively correlated with the PSS

scores (Pearson r 0.13, p 0.0007) regardless of WTN ex-

posure. When examining each of the WTN categories, a pos-

itive correlation between PSS and hair cortisol is significant

only in the following WTN categories: [25–30) dB (r 0.35,

p 0.0137) and [40–46] dB (r 0.20, p 0.0270).

Nevertheless, in fitting a regression line relating hair cortisol

to PSS and accounting for WTN exposure and province, the

slope is positive and significant [slope 0.02, standard error

(SE) 0.01, p 0.0008]. This indicates that higher levels of

PSS are correlated with higher levels of hair cortisol.

The association between measured blood pressure and

resting heart rate with hair cortisol and PSS was also investi-

gated. Hair cortisol levels were not correlated with blood

pressure values (regardless of WTN exposure levels;

r< 0.04, p> 0.30, in all cases). Furthermore, it was observed

that none of the blood pressure measures were associated

with hair cortisol levels even after adjusting for WTN expo-

sure levels in the regression models. PSS was positively

associated only with resting heart rate (r 0.08, p 0.0076),

but not with blood pressure. After accounting for WTN in a

regression model the association remained (i.e., increased

PSS scores were related to increased resting heart rate).

F. Multiple regression modeling for PSS scores, hair
cortisol concentrations, blood pressure, and resting
heart rate

The final models for the three approaches to stepwise

regression listed in the statistical methods section produced

nearly identical results. Therefore, only the regression model

whereby the variables WTN, province, and personal benefit

were forced into the model is presented. Table II provides a

summary of the variables retained in the final multiple linear

regression models for the self-reported and objectively meas-

ured stress-related outcomes.

1. PSS scores and hair cortisol concentrations

Tables III(a) and III(b) present the detailed results for

the multiple linear regression models for PSS and hair corti-

sol, respectively. Exposure to WTN was not found to be sig-

nificantly associated with these endpoints. Some of the

variables that increased PSS scores at the 5% level of signifi-

cance included age (i.e., being <65 years of age), income

(i.e., making <$60000 per year), smoking status (i.e., being

a smoker), and the presence of self-reported health condi-

tions including migraines/headaches, dizziness, chronic pain,

and a diagnosed sleep disorder. PSS scores were not related

to receiving personal benefit from having wind turbines in

the area (p 0.1579). The final multiple linear regression

model explained 21% of the variability in PSS scores.

Being male, having high school or trade/certificate/college

education, being obese, and having tinnitus significantly

increased the hair cortisol concentrations at the 10% level.

Cortisol was reduced among those who cosmetically treated

their hair and among those who washed their hair more than

eight times per week compared to those who washed it less than

once per week. Hair cortisol concentrations were not associated

with receiving personal benefit (p 0.1084). Finally, as PSS

scores increased so did hair cortisol concentrations (p 0.0037).

The final multiple linear regression model accounted for 14% of

the variability observed in hair cortisol concentrations.

2. Blood pressure and resting heart rate

Tables IV(a)–IV(c) present the multiple linear regres-

sion models for systolic and diastolic blood pressure, as well

as resting heart rate. In all three models exposure to WTN
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was not found to be a significant factor in explaining the var-

iability in these measures. Overall, the ON sample had

higher systolic and diastolic blood pressures and heart rate

(regardless of WTN exposure).

a. Resting systolic and diastolic blood pressure. Increased

systolic blood pressure was associated with being male, 45 years

of age or more, and having a BMI �25. The participants who

self-identified as having high blood pressure or a history of high

blood pressure in the family did, in fact, have significantly higher

measured systolic blood pressure. In the multiple linear regres-

sion model, diastolic blood pressure was not only affected by the

same factors as systolic blood pressure, but was also elevated

among smokers, those who consumed caffeinated beverages

within 2 h of measurements being taken and 2.90 mmHg (95%

CI: 0.75,5.05) higher among those who were annoyed by the

blinking lights atop wind turbines. The multiple linear regression

models for systolic and diastolic blood pressures explained,

respectively,�23% and 19% of the variability in the outcomes.

b. Resting heart rate. Being a current smoker, being

obese, and having diabetes were significantly associated

with increased resting heart rate. Those who self-identified

as having heart disease (p< 0.0001) and those who received

personal benefit (p 0.0254) had significantly lower heart

rates. Similarly, time of day was found to have a significant

effect on resting heart rate, with lower values in the morning

compared to the afternoon or evening. The multiple linear

regression model for resting heart rate explained �11% of

the variability in the endpoint.

IV. DISCUSSION

Taken together, the study results do not support an asso-

ciation between WTN exposure and increased stress either

TABLE II. A summary of significant variables retained in multiple linear regression models for self-reported and measured stress endpoints. The specific

direction of change, level of statistical significance, and pairwise comparisons between variable groups are provided in Tables III(a), III(b), and IV(a)–IV(c).

Perceived stress scalea Hair cortisola Systolic blood pressurea Diastolic blood pressurea Heart ratea

Base model

WTN levels

Province þþ þþ þþ

Demographic variables

Sex þþ þþ þþ
BMI group þþ þþ þþ þþ
Age group þþ þþ þþ
Income þþ
Smoking status þþ þ þþ
Caffeine consumption þ þþ þþ
Education þ þ

Situational variables

Audible road traffic þþ
Audible rail noise þþ þþ þ
Time of day þþ

Wind turbine related variables

Personal benefits þþ
Annoyance with blinking lights þþ

Personal and health related variables

Cosmetic hair treatment þþ
Hair washing frequency þ
Health compared to one year ago þþ
Migraines þþ
Dizziness þþ
Tinnitus þ þ
Chronic pain þþ
Asthma þ
High blood pressure þþ
History of high blood pressure in family þþ þþ
Chronic bronchitis/emphysema/COPDb þþ
Diabetes þ þþ þþ
Heart disease þþ þþ
Diagnosed sleep disorder þþ
Perceived stress scale N/A þþ

aþ, þþ denote statistically significant, p< 0.10, p< 0.05, respectively.
bCOPD, chronic obstructive pulmonary disease.
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TABLE III. (a) Multiple linear regression model for perceived stress. (b) Multiple linear regression model for hair cortisol concentrations.

Perceived stress scale (R2¼ 0.21, n¼ 987)

(a) Variable Groups in variable LSM (95% CI)a PWCb p-valuec

WTN levels (dB) <25 13.67 (11.88,15.46) 0.8614

[25–30) 13.84 (11.92,15.75)

[30–35) 13.18 (11.69,14.67)

[35–40) 13.15 (11.75,14.55)

[40–46] 13.48 (12.03,14.92)

Province PEI 13.14 (11.57,14.71) 0.2254

ON 13.79 (12.58,14.99)

Age group �24 14.22 (12.08,16.36) A <0.0001

[25–45) 14.67 (13.26,16.07) A

[45–65) 13.48 (12.21,14.75) A

�65 11.49 (10.05,12.93) B

Education �High school 14.00 (12.69,15.32) 0.0794

Trade/certificate/college 14.06 (12.69,15.43)

University 12.33 (10.52,14.13)

Income <60 K 14.08 (12.70,15.45) A 0.0493

[60–100) K 13.55 (12.11, 15.00) AB

�100 K 12.76 (11.30,14.21) B

Smoking status Current 14.16 (12.69,15.62) A 0.0328

Former 13.42 (11.98,14.86) AB

Never 12.81 (11.48,14.15) B

Audible road traffic Yes 13.96 (12.71,15.22) A 0.0455

No 12.96 (11.45,14.47) B

Audible rail noise Yes 12.90 (11.36,14.43) A 0.0296

No 14.03 (12.80,15.26) B

Personal benefit Yes 12.96 (11.21,14.71) 0.1579

No 13.97 (12.83,15.10)

Health compared to one year ago Worse 14.93 (13.45,16.42) A <0.0001

Better 11.99 (10.68,13.30) B

Migraines Yes 14.13 (12.69,15.57) A 0.0097

No 12.79 (11.45,14.14) B

Dizziness Yes 14.47 (13.02,15.92) A 0.0001

No 12.46 (11.12,13.79) B

Chronic pain Yes 14.34 (12.91,15.77) A 0.0003

No 12.59 (11.26,13.92) B

Diagnosed sleep disorder Yes 14.41 (12.77,16.04) A 0.0050

No 12.52 (11.27,13.77) B

Hair cortisol (ng/g) (R2¼ 0.14, n¼ 528)

(b) Variable Groups in variable LSGM (95% CI)d PWCb p-valuec

WTN levels (dB) <25 150.54 (96.94,233.77) 0.5416

[25–30) 182.20 (118.52,280.10)

[30–35) 191.12 (135.63,269.33)

[35–40) 181.63 (132.24,249.48)

[40–46] 160.25 (115.70,221.96)

Province PEI 163.11 (111.09,239.48) 0.4189

ON 182.36 (136.61,243.44)

Sex Male 191.88 (136.66,269.40) A 0.0442

Female 155.02 (112.87,212.90) B

Education �High school 197.89 (144.59,270.83) 0.0681

Trade/certificate/college 191.39 (139.55,262.48)

University 135.45 (89.41,205.19)

BMI group <25 underweight-normal 157.56 (112.79,220.09) A 0.0045

[25–30) overweight 155.65 (111.10,218.06) A

�30 obese 209.19 (151.00,289.80) B

Cosmetic hair treatment Yes 144.32 (103.03,202.15) A 0.0005

No 206.10 (150.13,282.95) B

Hair washing frequency <1 per week 387.22 (173.34,864.98) 0.0551

[1–3] times per wk 138.79 (107.35,179.44)
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reported by, or objectively measured among participants

exposed to WTN levels up to 46 dB. In the final multiple lin-

ear regression models, the level of WTN was not found to be

related to any of the stress-related endpoints. Furthermore, the

finding that the WTN annoyance variable was absent in any

of these models is notable because potential health effects

associated with WTN would presumably be indirect and

mediated, at least in part, through noise annoyance (Niemann

et al., 2006; Bakker et al., 2012). The audibility of wind tur-

bines, and reported annoyance with WTN, were only related

to some of the stress outcomes when the analysis did not

adjust for other contributing variables (e.g., age, BMI, smok-

ing status, sex, and education) (supplementary material1).

After adjusting for other variables, the only wind turbine-

related variable that was found to have an influence on any of

the stress endpoints was high annoyance with the blinking air-

craft warning lights atop wind turbines. Irrespective of WTN

levels, annoyance with blinking lights appeared to be statisti-

cally associated with a slight elevation in diastolic blood pres-

sure. Although this finding could be a statistical anomaly, the

association may be related to the apparent impact that annoy-

ance with the blinking lights was found to have on sleep.

Indeed, reported and measured sleep quality has been associ-

ated with elevated blood pressure (Fiorentini et al., 2007;

Knutson et al., 2009) and in the current study sample high

annoyance with the blinking lights on wind turbines was

found to be related to objectively measured sleep disturbance

(Michaud et al., 2016c). Until this finding is replicated in

future research, the increase in diastolic blood pressure should

be interpreted cautiously.

Michaud et al. (2016a) reported that the prevalence of

hypertension and the use of blood pressure medication in the

Community Noise and Health Study were unrelated to WTN

levels. The later finding indicates that the absent association

between blood pressure and WTN exposure reported in the cur-

rent analysis was not related to a disproportionate use of blood

pressure medication among the most exposed participants.

Multiple regression modeling left the great majority

(77%–89%) of the variance in hair cortisol, systolic blood

pressure, diastolic blood pressure, heart rate, and perceived

stress unaccounted for. These study results may be comple-

mented or strengthened by additional research that considers

factors known to influence the response to community noise in

general beyond exposure to wind turbines themselves (see Fig.

1 in the Appendix). Some of these factors include perceived

control over the exposure, which could relate to the level of

consultation between a developer and the community; main-

taining the belief that action could have been taken to reduce

WTN exposure, but was not; attitude toward wind turbines as

an alternate source of renewable energy; and personality type

(Borsky, 1979; Stansfeld and Matheson, 2003). Exposure to

multiple stressors or other sources of annoyance, such as trans-

portation noise, may influence the response to WTN exposure.

Transportation noise levels at participants’ dwellings were

not quantified, which may be a limitation considering the evi-

dence linking exposure to transportation noise with stress-

related health effects. However, it is important to keep in mind

that this evidence pertains to sound pressure levels that are typ-

ically associated with higher levels of annoyance than reported

in the current study (Babisch, 1998; Miedema and Vos, 1998;

Babisch et al., 2001; Haralabidis et al., 2008). The percentage

highly annoyed by aircraft, rail, and road traffic noise across

all WTN categories never exceeded 5%. In our view, it is

therefore unlikely that exposure to transportation noise had

any significant influence on the reported stress reactions.

Another limitation in the current study is the difficulty

in providing a precise timeframe for WTN exposure for each

participant. Even a wind farm’s operational date may not

represent the true time of WTN exposure onset as wind

farms are often installed over time so that exposure to WTN

may vary from person to person. Future research could

include specific questions to more precisely identify the indi-

vidual’s history of exposure. The proxy for exposure history

included in the current study was derived from asking partic-

ipants how long they have been hearing noise coming from

wind turbines. Michaud et al. (2016b) reported that the odds

of reporting to be highly annoyed by WTN were almost four

times higher among participants who heard the wind turbines

for one year or more, compared to those who heard it for less

than one year. However, in the final multiple regression

TABLE III. (Continued)

Hair cortisol (ng/g) (R2¼ 0.14, n¼ 528)

(b) Variable Groups in variable LSGM (95% CI)d PWCb p-valuec

[4–7] times per wk 141.66 (112.33,178.65)

�8 times per wk 116.21 (72.84,185.41)

Personal benefit Yes 194.65 (130.59,290.14) 0.1084

No 152.81 (115.44,202.27)

Tinnitus Yes 188.21 (133.20,265.93) 0.0843

No 158.04 (116.23,214.89)

Perceived stress scalee 0.02 (0.01) 0.0037

aLSM, least squares mean, and 95% confidence interval (CI) as determined by the multiple linear regression model.
bPWC, pairwise comparisons. Where overall p-value< 0.05, pairwise comparisons were conducted. After adjusting for multiple comparisons, groups with the

same letter are statistically similar, whereas groups with different letters are statistically different.
cp-value for the variable in the model after adjusting for all other variables in the multiple linear regression model.
dLSGM, least square geometric mean and 95% CI.
eParameter estimate (b) or slope and standard error (SE) based on the multiple linear regression model.
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TABLE IV. (a) Multiple linear regression models for resting systolic blood pressure. (b) Multiple linear regression models for resting diastolic blood pressure.

(c) Multiple linear regression models for resting heart rate.

Systolic blood pressure (mmHg) (R2¼ 0.23, n¼ 810)

(a) Variable Groups in variable LSGM (95% CI)a PWCb p-valuec

WTN levels (dB) <25 113.38 (109.17,117.76) 0.4990

[25–30) 116.82 (112.36,121.45)

[30–35) 116.53 (113.13,120.03)

[35–40) 115.30 (112.17,118.52)

[40–46] 116.25 (112.83,119.77)

Province PEI 114.23 (110.68,117.89) A 0.0338

ON 117.09 (114.22,120.04) B

Sex Male 117.43 (114.34,120.60) A 0.0003

Female 113.90 (110.76,117.12) B

Age group �24 109.01 (103.84,114.43) A <0.0001

[25–45) 112.55 (109.30,115.89) A

[45–65) 118.96 (116.05,121.95) B

�65 122.58 (119.34,125.90) C

BMI group <25 underweight–normal 111.69 (108.51,114.96) A <0.0001

[25–30) overweight 116.01 (112.66,119.45) B

�30 obese 119.39 (116.16,122.70) C

Caffeine consumption Yes 116.51 (113.28,119.84) 0.0937

No 114.79 (111.77,117.90)

Audible rail noise Yes 114.36 (110.89,117.94) A 0.0345

No 116.95 (114.08,119.90) B

Personal benefit Yes 115.53 (111.36,119.85) 0.8924

No 115.77 (113.30,118.30)

Tinnitus Yes 116.65 (113.21,120.19) 0.0756

No 114.66 (111.80,117.59)

High blood pressure Yes 117.89 (114.45,121.42) A 0.0004

No 113.46 (110.49,116.50) B

History of high blood pressure in family Yes 116.78 (113.66,119.98) A 0.0262

No 114.53 (111.40,117.74) B

Diabetes Yes 114.04 (110.17,118.05) 0.0567

No 117.28 (114.50,120.12)

Diastolic blood pressure (mmHg) (R2¼ 0.19, n¼ 815)

(b) Variable Groups in variable LSGM (95% CI)a PWCb p-valuec

WTN levels (dB) <25 67.98 (64.90,71.21) 0.5006

[25–30) 70.20 (67.01,73.55)

[30–35) 69.92 (67.26,72.70)

[35–40) 69.66 (67.11,72.30)

[40–46] 70.34 (67.71,73.06)

Province PEI 68.23 (65.50,71.08) A 0.0011

ON 71.03 (68.66,73.48) B

Sex Male 71.37 (68.82,74.01) A <0.0001

Female 67.91 (65.44,70.46) B

Age group �24 67.22 (63.50,71.15) A 0.0002

[25–45) 69.95 (67.33,72.66) A

[45–65) 72.07 (69.68,74.55) B

�65 69.32 (66.89,71.84) A

Smoking status Current 70.80 (68.12,73.59) 0.0586

Former 68.85 (66.28,71.51)

Never 69.22 (66.71,71.81)

BMI group <25 underweight–normal 67.00 (64.50,69.60) A <0.0001

[25–30) overweight 69.96 (67.34,72.69) B

�30 obese 71.97 (69.39,74.65) C

Caffeine consumption Yes 70.59 (68.00,73.28) A 0.0035

No 68.65 (66.21,71.18) B

Annoyed with blinking lights Yes 70.95 (67.95,74.09) A 0.0081

No 68.31 (66.12,70.56) B

Audible rail noise Yes 68.87 (66.20,71.64) 0.0539
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models, self-reported history of hearing WTN was not

related to any of the stress outcomes assessed in this study.

V. CONCLUDING REMARKS

The results provide no evidence that self-reported or

objectively measured stress reactions are significantly influ-

enced by exposure to increasing levels of WTN up to 46 dB.

There is an added level of confidence in the findings as this

is the first study to date to investigate the potential stress

impacts associated with WTN exposure using a combination

of self-reported and objectively measured endpoints.

Specifically, cortisol concentrations in hair, blood pressure,

resting heart rate, and perceived stress using the PSS were

measured in relation to WTN exposure. Although the posi-

tive correlation found between PSS scores and hair corti-

sol concentrations was statistically weak, the fact that

they move in the same direction provides confidence

regarding the validity of the study results and selected

endpoints. The weak correlation could be owing to the

fact that each endpoint has a different time reference pe-

riod associated with its outcome. Hair cortisol concentra-

tions and perceived stress scores reflect the previous 90

and 30 days, respectively.

TABLE IV. (Continued)

Diastolic blood pressure (mmHg) (R2¼ 0.19, n¼ 815)

(b) Variable Groups in variable LSGM (95% CI)a PWCb p-valuec

No 70.37 (67.96,72.87)

Personal benefit Yes 69.38 (66.30,72.61) 0.6844

No 69.85 (67.69,72.08)

History of high blood pressure in family Yes 70.55 (68.02,73.17) A 0.0023

No 68.69 (66.21,71.26) B

Chronic bronchitis/ emphysema/ COPD Yes 67.86 (64.80,71.06) A 0.0059

No 71.42 (69.12,73.79) B

Diabetes Yes 67.98 (65.16,70.92) A 0.0020

No 71.29 (68.87,73.80) B

Heart disease Yes 67.79 (64.91,70.80) A 0.0019

No 71.49 (69.05,74.02) B

Heart rate (bpm) (R2¼ 0.11, n¼ 990)

(c) Variable Groups in variable LSGM (95% CI)a PWCb p-valuec

WTN levels (dB) <25 68.24 (64.98,71.66) 0.5223

[25–30) 70.59 (67.38,73.95)

[30–35) 69.72 (67.17,72.37)

[35–40) 69.56 (67.21,71.99)

[40–46] 70.71 (68.20,73.32)

Province PEI 68.64 (66.07,71.31) A 0.0161

ON 70.89 (68.65,73.21) B

Smoking status Current 72.21 (69.54,74.99) A <0.0001

Former 67.62 (65.30,70.03) B

Never 69.52 (67.15,71.97) C

BMI group <25 underweight-normal 68.90 (66.41,71.47) A 0.0475

[25–30) overweight 69.42 (66.98,71.95) AB

�30 obese 70.97 (68.59,73.44) B

Caffeine consumption Yes 70.91 (68.45,73.45) A 0.0036

No 68.63 (66.34,70.99) B

Time of blood pressure measurement Morning 67.43 (64.90,70.06) A 0.0004

Afternoon 71.09 (68.73,73.53) B

Evening 70.82 (68.26,73.47) B

Personal benefit Yes 68.37 (65.44,71.44) A 0.0254

No 71.17 (69.14,73.27) B

Asthma Yes 70.98 (67.92,74.18) 0.0592

No 68.56 (66.59,70.59)

Diabetes Yes 71.49 (68.53,74.57) A 0.0062

No 68.07 (65.98,70.23) B

Heart disease Yes 66.10 (63.29,69.03) A <0.0001

No 73.62 (71.40,75.91) B

aLSGM least square geometric mean and 95% CI.
bPWC, pairwise comparisons. Where overall p-value< 0.05, PWC were conducted. After adjusting for multiple comparisons, groups with the same letter are

statistically similar, whereas groups with different letters are statistically different.
cp-value for the variable in the model after adjusting for all other variables in the multiple linear regression model.
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The association between perceived stress and hair cortisol 
concentrations was similarly found between reported high 
blood pressure and measured blood pressure. Specifically, par
ticipants that indicated they had been diagnosed with high 
blood pressure from a health care professional had higher rest
ing systolic and diastolic blood pressure. 

The observation that the WTN annoyance var iable was 
not retained in the final multiple linear regressions should 
not be interpreted to mean that this variable has no influence 
on the modeled endpoints. Rather, in the presence of the 
other variables in the model, WTN annoyance was not found 
to contribute further to the overall variance in the measured 
endpoint(s). In theory, one could arrive at different conclu
sions if the variables considered in the modeling are not uni
versaJly incorporated across different study designs. 
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APPENDIX 

Figure 1 presents a theoretical model of the complex 
processes that may be involved in the development of indi
rect stress-related health effects from exposure to wind tur
bines. The model assumes the origin of an indirect pathway 
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FIG. I. (Color online) A theoretical model demonstrating the complex processes that may be involved in the potential progression towards indirect health 
effects from community noise exposure. 
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beginning with exposure, which can lead to an individual-

ized perception of risk, which itself may be based on infor-

mation about and attitude toward wind turbines. Perceived

risk, and/or other factors that increase annoyance, may then

lead to the development of stress-related health effects. Solid

arrows represent the proposed direction of interaction.

Broken lines represent some of the factors that would be

expected to exert an influence at each level in the pathway,

or the progression from one level to the next. The proposed

model is not limited to WTN and could be applicable for

other environmental exposures that are associated with

annoyance.

1See supplementary material at http://dx.doi.org/10.1121/1.4942402 for the

univariate analysis results.
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Health Canada, in collaboration with Statistics Canada, and other external experts, conducted the

Community Noise and Health Study to better understand the impacts of wind turbine noise (WTN) on

health and well-being. A cross-sectional epidemiological study was carried out between May and

September 2013 in southwestern Ontario and Prince Edward Island on 1238 randomly selected participants

(606 males, 632 females) aged 18–79 years, living between 0.25 and 11.22 km from operational wind tur-

bines. Calculated outdoor WTN levels at the dwelling reached 46 dBA. Response rate was 78.9% and did

not significantly differ across sample strata. Self-reported health effects (e.g., migraines, tinnitus, dizziness,

etc.), sleep disturbance, sleep disorders, quality of life, and perceived stress were not related to WTN levels.

Visual and auditory perception of wind turbines as reported by respondents increased significantly with

increasing WTN levels as did high annoyance toward several wind turbine features, including the follow-

ing: noise, blinking lights, shadow flicker, visual impacts, and vibrations. Concern for physical safety and

closing bedroom windows to reduce WTN during sleep also increased with increasing WTN levels. Other

sample characteristics are discussed in relation to WTN levels. Beyond annoyance, results do not support

an association between exposure to WTN up to 46 dBA and the evaluated health-related endpoints.
VC 2016 Crown in Right of Canada. All article content, except where otherwise noted, is licensed under
a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
[http://dx.doi.org/10.1121/1.4942391]

[SF] Pages: 1443–1454

I. INTRODUCTION

Jurisdiction for the regulation of noise is shared across

many levels of government in Canada. As the federal depart-

ment of health, Health Canada’s mandate with respect to

wind power includes providing science-based advice, upon

request, to federal departments, provinces, territories and

other stakeholders regarding the potential impacts of wind

turbine noise (WTN) on community health and well-being.

Provinces and territories, through the legislation they have

enacted, make decisions in relation to areas including instal-

lation, placement, sound levels, and mitigation measures for

wind turbines. In July 2012, Health Canada announced itsa)Electronic mail: david.michaud@canada.ca
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intention to undertake a large scale epidemiological study in

collaboration with Statistics Canada entitled Community

Noise and Health Study (CNHS). Statistics Canada is the

federal government department responsible for producing

statistics relevant to Canadians.

In comparison to the scientific literature that exists for

other sources of environmental noise, there are few original

peer-reviewed field studies that have investigated the commu-

nity response to modern wind turbines. The studies that have

been conducted to date differ substantially in terms of their

design and evaluated endpoints (Krogh et al., 2011; Mroczek

et al., 2012; Mroczek et al., 2015; Nissenbaum et al., 2012;

Pawlaczyk-Łuszczy�nska et al., 2014; Pedersen and Persson

Waye, 2004, 2007; Pedersen et al., 2009; Shepherd et al.,
2011; Tachibana et al., 2012; Tachibana et al., 2014; Kuwano

et al., 2014). Common features among these studies include

reliance upon self-reported endpoints, modeled WTN expo-

sure and/or proximity to wind turbines as the explanatory vari-

able for the observed community response.

There are numerous health symptoms attributed to

WTN exposure including, but not limited to, cardiovascular

effects, vertigo, tinnitus, anxiety, depression, migraines,

sleep disturbance, and annoyance. Health effects and expo-

sure to WTN have been subjected to several reviews and the

general consensus to emerge to date is that the most robust

evidence is for an association between exposure to WTN

and community annoyance with inconsistent support

observed for subjective sleep disturbance (Bakker et al.,
2012; Council of Canadian Academies, 2015; Knopper

et al., 2014; MassDEP MDPH, 2012; McCunney et al.,
2014; Merlin et al., 2014; Pedersen, 2011).

The current analysis provides an account of the sample

demographics, response rates, and observed prevalence rates

for the various self-reported measures as a function of the

outdoor WTN levels calculated in the CNHS.

II. METHOD

A. Sample design

Factors considered in the determination of the study sam-

ple size, including statistical power, have been described by

Michaud et al. (2013), Michaud et al. (2016b), and Feder et al.
(2015). The target population consisted of adults, aged 18 to

79 years, living in communities within approximately 10 km

of a wind turbine in southwestern Ontario (ON) and Prince

Edward Island (PEI). Selected areas in both provinces were

characterized by flat lands with rural/semi-rural type environ-

ments. Prior to field work, a list of addresses (i.e., potential

dwellings) was developed by Statistics Canada. The list con-

sists mostly of dwellings, but it can include industrial facilities,

churches, demolished/vacant dwellings, etc. (i.e., non-dwell-

ings), that would be classified as out-of-scope for the purposes

of the CNHS. The ON and PEI sampling areas included 315

and 84 wind turbines, respectively. Wind turbine electrical

power output ranged between 660 kW to 3 MW (average

2.0 6 0.4 MW). All turbines were modern design with 3 pitch

controlled rotor blades (�80 m diameter) upwind of the tower,

and predominantly 80 m hub heights. This study was approved

by the Health Canada and Public Health Agency of Canada

Research Ethics Board (Protocols #2012–0065 and

#2012–0072).

B. Wind turbine sound pressure levels at dwellings

A detailed description of the approach applied to sound

pressure level modeling [including background nighttime

sound pressure (BNTS) levels] is presented separately (Keith

et al., 2016b). Briefly, sound pressure levels were estimated at

each dwelling using both ISO (1993) and ISO (1996) as incor-

porated in the commercial software CadnaA version 4.4

(Datakustik, 2014). The calculations were based on manufac-

turers’ octave band sound power spectra at 10 m height, 8 m/s

wind speed for favorable propagation conditions (Keith et al.,
2016a). As described in detail by Keith et al. (2016b), BNTS

levels were calculated following provincial noise regulations

for Alberta, Canada (Alberta Utilities Commission, 2013).

With this approach BNTS levels can range between 35 dBA

to 51 dBA. The possibility that BNTS levels due to highway

road traffic noise exposure may exceed the level estimated by

Alberta regulations was considered. Where the upper limits of

this approach were exceeded (i.e., 51 dB), nighttime levels

were derived using the US Traffic Noise Model (United

States Department of Transportation, 1998) module in the

CadnaA software.

Low frequency noise was estimated in the CNHS by cal-

culating outdoor C-weighted sound pressure levels at all

dwellings. There was no additional gain by analysing the

data using C-weighted levels because the statistical correla-

tion between C-weighted and A-weighted levels was very

high (i.e., r 0.81–0.97) (Keith et al., 2016a).

C. Data collection

1. Questionnaire content and collection

The final questionnaire, available on the Statistics Canada

website (Statistics Canada, 2014) and in the supplementary

materials,1 consisted of basic socio-demographics, modules on

community noise and annoyance, health effects, lifestyle

behaviors and prevalent chronic illnesses. In addition to these

modules, validated psychometric scales were incorporated,

without modification, to assess perceived stress (Cohen et al.,
1983), quality of life (WHOQOL Group, 1998; Skevington

et al., 2004) and sleep disturbance (Buysse et al., 1989).

Questionnaire data were collected through in-person home

interviews by 16 Statistics Canada trained interviewers

between May and September 2013. The study was introduced

as the “Community Noise and Health Study” as a means of

masking the true intent of the study, which was to investigate

the association between health and WTN exposure. All identi-

fied dwellings within �600 m from a wind turbine were

selected. Between 600 m and 11.22 km, dwellings were ran-

domly selected. Once a roster of adults (between the ages of 18

and 79 years) living in the dwelling was compiled, one individ-

ual from each household was randomly invited to participate.

No substitutions were permitted under any circumstances.

Participants were not compensated for their participation.
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2. Long-term high annoyance

To evaluate the prevalence of annoyance, participants

were initially asked to spontaneously identify sources of noise

they hear originating from outdoors while they are either

inside or outside their home. The interviewer grouped the

responses as road traffic, aircraft, railway/trains, wind turbine,

and “other.” Follow-up questions were designed to confirm

the initial response where the participant may not have spon-

taneously identified wind turbines, rail, road and aircraft as

one of the audible sources. For each audible noise source par-

ticipants were asked to respond to the following question

from ISO/TS (2003a): “Thinking about the last year or so,
when you are at home, how much does noise from [SOURCE]
bother, disturb or annoy you?” Response categories included

the following: “not at all,” “slightly,” “moderately,” “very,”

or “extremely.” Participants who reported they did not hear a

particular source of noise, were classified into a “do not hear”

group and retained in analysis (to ensure that the correct sam-

ple size was accounted for in the modeling). The analysis of

annoyance was performed after collapsing the response cate-

gories into two groups (i.e., “highly annoyed” and “not highly
annoyed”). As per ISO/TS (2003a), participants reporting to

be either “very” or “extremely” annoyed were treated as

“highly annoyed” in the analysis. The “not highly annoyed”

group was composed of participants from the remaining

response categories in addition to those who did not hear

wind turbines. Similarly, an analysis of the percentage highly

subjectively sleep disturbed, highly noise sensitive, and highly

concerned about physical safety from having wind turbines in

the area was carried out applying the same classification

approach used for annoyance.

The use of filter questions and an assessment of annoy-

ance using only an adjectival scale are approaches not rec-

ommended by ISO/TS (2003a). The procedures followed in

the current study were chosen to minimize the possibility of

participant confusion (i.e., by asking how annoyed they are

toward the noise from a source that may not be audible).

Although there is value in confirming the response on the ad-

jectival scale with a numerical scale, this approach would

have added length to the questionnaire, or led to the removal

of other questions. Collectively, the deviations from ISO/TS

(2003a) conformed to the recommendations by Statistics

Canada and to the approach adopted in a large-scale study

conducted by Pedersen et al. (2009).

D. Statistical methodology

The analysis for categorical outcomes closely follows

the description outlined in Michaud et al. (2013), which pro-

vides a summary of the pre-data collection study design and

objectives, as well as the proposed data analysis. Final wind

turbine distance and WTN categories were defined as fol-

lows: distance categories in km {�0.550; (0.550–1]; (1–2];

(2–5]; and >5}, WTN exposure categories in dBA {<25;

[25–30); [30–35); [35–40); and [40–46]}. The top category

included 46 dB as only six cases were observed at �45 dBA.

All models were adjusted for provincial differences.

Province was initially assessed as an effect modifier. When

the interaction between WTN and province was significant,

separate models were reported for each province. This

included reporting separate chi-square tests of independence

or logistic regression models for each province. When the

interaction was not statistically significant, province was

treated as a confounder in the model. This included using the

Cochran-Mantel-Haenszel (CMH) chi-square tests for con-

tingency tables (which adjusts for confounders), as well as

adjusting the logistic regression models for the confounder

of province.

The questionnaire assessed participant’s long-term

(�1 year) annoyance to WTN in general (i.e., location not

specified), and specifically with respect to location (out-

doors, indoors), time of day (morning, afternoon, evening,

nighttime) and season (spring, summer, fall, winter). In addi-

tion, participants’ long-term annoyance in general, to road,

aircraft and rail noise was assessed. These evaluations of

annoyance are considered to be clustered because they are

derived from the same individuals (i.e., they are repeated

measures). Therefore, in order to compare the prevalence of

annoyance as a function of location, time of day, season, or

noise source, generalized estimating equations for repeated

measures were used to account for the clustered responses

(Liang and Zeger, 1986; Stokes et al., 2000).

Statistical analysis was performed using SAS version

9.2 (SAS Institute Inc., 2014). A 5% statistical significance

level is implemented throughout unless otherwise stated. In

addition, Bonferroni corrections are made to account for all

pairwise comparisons to ensure that the overall type I (false

positive) error rate is less than 0.05. In cases where cell fre-

quencies were small (i.e., <5) in the contingency tables or

logistic regression models, exact tests were used as described

in Agresti (2002) and Stokes et al. (2000).

III. RESULTS

A. Wind turbine sound pressure levels at dwellings

Modeled sound pressure levels, and the field measure-

ments used to support the models are presented in detail by

Keith et al. (2016a,b). Calculated outdoor sound pressure lev-

els at the dwellings reached levels as high as 46 dB. Unless

otherwise stated, all decibel references are A-weighted.

Calculations are likely to yield typical worst case long-term (1

years) average WTN levels (Keith et al., 2016b).

B. Response rate

Of the 2004 addresses (i.e., potential dwellings) on the

sample roster, 434 dwellings were coded as out-of-scope by

Statistics Canada during data collection (Table I). This was

consistent with previous surveys conducted in rural areas in

Canada (Statistics Canada, 2008). In the current study,

26.7% and 20.4% of addresses were deemed out-of-scope in

PEI and ON, respectively. No significant difference in the

distribution of out-of-scope locations by distance to the near-

est wind turbine was observed in PEI (v2 3.19,

p 0.5263). In ON, a higher proportion of out-of-scope

addresses was observed in the closest distance group

(�0.55 km) compared to other distance groups (p< 0.05, in

all cases). After adjusting for province, there was a
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significant association between distance groups and the

proportion of locations assigned a Code A (p 0.0068)

(Table I). A post-collection screening of interviewer notes

by Statistics Canada has confirmed that of the total number

of Code A locations, the vast majority (i.e., 83%) were loca-

tions listed in error. In rural areas, there is more uncertainty

in developing the address list frame and this can contribute

to a higher prevalence of addresses listed in error within

0.55 km of a wind turbine where the population density is

lower compared to areas at greater setbacks.2

The remaining 1570 addresses were considered to be

valid dwellings, from which 1238 residents agreed to partici-

pate in the study (606 males, 632 females). This resulted in a

final response rate of 78.9%, which was not statistically dif-

ferent between ON and PEI or by proximity to wind turbines

(Table II).

C. Sample characteristics

Table III outlines demographic information for study

populations in each 5 dB WTN category. The prevalence of

employment was the only variable that appeared to consis-

tently increase within increasing WTN levels. Household

income and education were unrelated to WTN levels. There

was no obvious pattern to the changes observed in the other

variables that were found to be statistically related to WTN

level categories (i.e., age, type of dwelling, property owner-

ship and facade type).

D. Perception of community noise and related
variables as a function of WTN level

The prevalence of reporting to be very or extremely

(i.e., highly) noise sensitive was statistically similar across

all WTN categories (p 0.8175). As expected and as shown

in Fig. 1, visibility and audibility of wind turbines increased

with increasing WTN levels.

The overall audibility of other noise sources is shown in

Table IV. Not shown in Table IV is how often the noise

source was spontaneously reported as opposed to being iden-

tified following a prompt by the interviewer (see Sec. II).

TABLE I. Locations coded out-of-scope.

Distance to nearest wind turbine (km)

Overall CMH p-valuea�0.55 (0.55–1] (1–2] (2–5] >5

Range of WTN (dB) 37.4–46.1 31.8–43.6 26.3–40.4 14.6–30.9 0–18.2

Total potential dwellings 143 887 781 95 98 2004

ON 76 718 669 60 80 1603

PEI 67 169 112 35 18 401

Total number of potential dwellings out-of-scope n(%)b 48 (33.6) 158 (17.8) 189 (24.2) 19 (20.0) 20 (20.4) 434 (21.7) 0.9755

ON 29 (38.2) 109 (15.2) 166 (24.8) 9 (15.0) 14 (17.5) 327 (20.4) <0.0001c

PEI 19 (28.4) 49 (29.0) 23 (20.5) 10 (28.6) 6 (33.3) 107 (26.7) 0.5263c

Code A 28 (19.6) 23 (2.6) 18 (2.3) 5 (5.3) 8 (8.2) 82 (4.1) 0.0068

Code B 12 (8.4) 54 (6.1) 55 (7.0) 5 (5.3) 6 (6.1) 132 (6.6) 0.8299

Code C 2 (1.4) 36 (4.1) 61 (7.8) 7 (7.4) 1 (1.0) 107 (5.3)

Code D 4 (2.8) 35 (3.9) 50 (6.4) 2 (2.1) 5 (5.1) 96 (4.8)

Code E 0 (0.0) 7 (0.8) 4 (0.5) 0 (0.0) 0 (0.0) 11 (0.6)

Code F 2(1.4) 3(0.3) 1(0.1) 0(0.0) 0(0.0) 6(0.3)

aThe Cochran Mantel-Haenszel chi-square test is used to adjust for province, p-values <0.05 are considered to be statistically significant.
bTotal number of potential dwellings out of scope (given as a percentage of total potential dwellings) is broken down by province, as well it is equal to the sum of

Code A-F. The percentages of dwellings that are coded as out-of-scope are based on the total number of potential dwellings in the area. Code A—address was a

business/duplicate/other (17%), address listed in error (83%). Code B—an inhabitable dwelling unoccupied at the time of the survey, newly constructed dwelling

not yet inhabited, a vacant trailer in a commercial trailer park. Code C—summer cottage, ski chalet, or hunting camps. Code D—all participants in the dwelling

were >79 years of age. Code E—under construction, institution, or unavailable to participate. Code F—demolished for unknown reasons.
cChi-square test of independence.

TABLE II. Sample response rate.

Distance to nearest wind turbine (km)

Overall p-value�0.55 (0.55–1] (1–2] (2–5] >5

Final number of potential participantsa 95 729 592 76 78 1570

ON 47 609 503 51 66 1276

PEI 48 120 89 25 12 294

Participants n (%) 71 (74.7) 583 (80.0) 463 (78.2) 58 (76.3) 63 (80.8) 1238 (78.9) 0.9971b

ON 34 (72.3) 488 (80.1) 396 (78.7) 42 (82.4) 51 (77.3) 1011 (79.2) 0.7009c

PEI 37 (77.1) 95 (79.2) 67 (75.3) 16 (64.0) 12 (100.0) 227 (77.2) 0.1666c

aPotential participants from locations established to be valid dwellings (equal to the difference between “Total potential dwellings” and “total number of

potential dwellings out-of-scope”; see Table I) used in the derivation of participation rates.
bThe CMH chi-square test is used to adjust for province, p-values <0.05 are considered to be statistically significant.
cChi-square test of independence.
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TABLE III. Sample characteristics. 

WTN(dB) 

Variable <25 (25-30) (30-35) (35-40) (40-46] Overall CMH p-value• 

n 84b 95b 304b 52Jb 234b ]238b 

Range of closest turbine (km) 2.32- 11.22 1.29-4.47 0.73- 2.69 o.~1.s6 0.25- 1.05 
Range of BNTS (dB) 35- 51 35- 51 35- 56 35- 57 35-Q) 

BNTS (dB) mean (SD) 43.88(3.43) 44.68 (2.91) 45.21 (3.60) 43.29 (4.11) 41.43 (4.21) 

ON 44.98 (2.88) 44.86 (2.78) 45.54 (3.3 I) 44.06 (3.86) 42.70 (4.25) <0.0001° 
PEI 41.13 (3.18) 43.00 (3.67) 43.81 (4.38) 38.44 (1.59) 38.05 (1.00) <0.0001° 

Sex n (% male) 37 (44.0) 48 (50.5) ISO (49.3) 251 (48.2) 120 (51.3) 606 (49.0) 0.4554 
Age mean (SE) 49.75 (1.78) 56.38 (1.37) 52.25 (0.93) 51.26 (0.68) 50.28 (1.03) 51.61 (0.44) 0.0243d 

Marital status n (%) 0.2844 
Married/Common-law 54 (64.3) 69 (73.4) 199 (65.7) 367 (70.6) 159 (67.9) 848 (68.7) 
Widowed/Separated/Divorced 16 (19.0) 18 (19.1) 61 (20.1) 85 (16.3) 35 (15.0) 215 (17.4) 

Single, never been married 14 (16.7) 7 (7.4) 43 (14.2) 68 (13.1) 40 (17.1) 172 (13.9) 
Employed n (%) 43 (51.8) 47 (49.5) 161 (53.0) 323 (62.0) 148 (63.2) 722 (58.4) 0.0012 
Level of education n (%) 0.7221 

::,High school 45 (53.6) 52 (54.7) 167 (55.J) 280 (53.7) 134 (57.3) 678 (54.8) 
Trade/Certificate/College 34 (40.5) 37 (38.9) I 10 (36.3) 203 (39.0) 85 (36.3) 469 (37.9) 
University 5 (6.0) 6 (6.3) 26 (8.6) 38 (7.3) IS (6.4) 90 (7.3) 

Income (x$1000) n (%) 0.8031 

<60 39 (51.3) 40 (54.8) 138 (52.5) 214 (49.1) 100 (49.3) 531 (50.5) 

60-100 18 (23.7) 17 (23.3) 72 (27.4) 134 (30.7) 59(29.1) 300 (28.5) 

?:100 19 (25.0) 16 (21.9) 53 (20.2) 88 (20.2) 44 (21.7) 220 (20.9) 
Detached dwelling n (%)0 59 (70.2) 84 (88.4) 267 (87.8) 506 (97.1) 216 (92.3) 1132 (91.4) 

ON" 46 (76.7) 77 (89.5) 228 (93.J) 437 (97.1) 154 (90.6) 942 (93.2) <0.0001 ' 
PEI° 13 (54.2) 7 (77.8) 39 (66.1) 69 (97.2) 62 (96.9) 190 (83.7) <0.0001 ' 

Property ownership n (%) 60 (71.4) 85 (89.5) 250(82.2) 466 (89.4) 215 (91.9) 1076 (86.9) 
ON 45 (75.0) 78 (90.7) 215 (87.8) 399 (88.7) 157 (92.4) 894 (88.4) 0.0085' 
PEI JS (62.5) 7 (77.8) 35 (59.3) 67 (94.4) 58 (90.6) 182 (80.2) <0.0001 ' 

Facade type n (%) 0.0137 
Fully bricked 20 (23.8) 30 (31.6) 85 (28.0) 138 (26.5) 67 (28.6) 340 (27.5) 

Partially bricked 24 (28.6) 29 (30.5) 62 (20.4) 88 (16.9) 15 (6.4) 218 (17.6) 
No brick/other 40 (47.6) 36 (37.9) 157 (51.6) 295 (56.6) 152 (65.0) 680 (54.9) 

"The Cochran Mantel-Haenszel chi-square test is used to adjust for province unless otherwise indicated, p -values <0.05 are considered to be statistically 
significant. 
~otals may differ due to missing data. 
0 Analysis of variance (ANOVA) model. 
dNon-parametric two-way ANOV A model adjusted for province. 
0 Non-detached dwellings included semi/duplex/apartment. 
'Chi-square test of independence. 
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FIG. I. Proportion of participants as a function of calculated outdoor A
weighted WTN levels. The figure plots the proportion of participants that 
reported wind turbines were visible from anywhere on their property or au
dible from inside or outside their homes from the total number of partici
pants with valid responses living in each WTN level category. 

J. Acoust. Soc. Am. 139 (3), March 2016 

Among the participants who reported hearing each specific 
noise source, the prevalence of spontaneously reporting road 
traffic, wind turbines, rail and aircraft was 84%, Tl%, 66%, 
and 30%, respectively. A total of 102 participants (8.2%) 
indicated that there were no audible noise sources around 
their home. These participants lived in areas where the aver
age WTN levels were 32.4dB [standard deviation 
(SD) 8.3] and the mean distance to the nearest turbine was 
1.7 km (SD 2.0) (data not shown). 

Table IV also provides the observed prevalence rates for 
high (i.e., very or extreme) annoyance toward wind turbine 
features. The results suggest that there was a tendency for 
the prevalence of annoyance to increase with increasing 
WTN levels, with the rise in annoyance becoming evident 
when WTN levels exceeded 35 dB. The pattern was slightly 
different for visual annoyance among participants drawn 
from the ON sample, where there was a noticeable rise in 
annoyance among participants living in areas where WTN 
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TABLE IV. Perception of community noise and related variables.

Variable

Wind Turbine Noise (dB)

Overall CMH p-valuea<25 [25–30) [30–35) [35–40) [40–46]

n 84b 95b 304b 521b 234b 1238b

Sensitivity to noisec 14 (16.7) 14 (14.7) 35 (11.6) 77 (14.8) 35 (15.1) 175 (14.2) 0.8175

Audible perception of transportation noise sources n (%)

Road traffic 62 (73.8) 60 (63.2) 259 (85.2) 443 (85.0) 192 (82.1) 1016 (82.1) 0.0013

Aircraft 43 (51.2) 33 (34.7) 146 (48.0) 263 (50.5) 124 (53.0) 609 (49.2)

Aircraft (ON) 32 (53.3) 31 (36.0) 120 (49.0) 220 (48.9) 82 (48.2) 485 (48.0) 0.2114d

Aircraft (PEI) 11 (45.8) 2 (22.2) 26 (44.1) 43 (60.6) 42 (65.6) 124 (54.6) 0.0214d

Rail e 30 (50.0) 27 (31.4) 73 (29.8) 90 (20.0) 7 (4.1) 227 (22.5) <0.0001d

Perception of wind turbines n (%)

See wind turbines 15 (17.9) 70 (74.5) 269 (89.1) 505 (96.9) 227 (97.0) 1086 (87.9) <0.0001

Hear wind turbines 1 (1.2) 11 (11.6) 67 (22.0) 319 (61.2) 189 (80.8) 587 (47.4) <0.0001

Number of years hearing the WT n (%) <0.0001

Do not hear 83 (98.8) 84 (88.4) 237 (78.0) 202 (39.0) 45 (19.3) 651 (52.8)

<1 year 1 (1.2) 2 (2.1) 15 (4.9) 31 (6.0) 12 (5.2) 61 (4.9)

�1 year 0 (0.0) 9 (9.5) 52 (17.1) 285 (55.0) 176 (75.5) 522 (42.3)

Notice vibrations/rattles indoors during WTN operations 0 (0.0) 3 (3.2) 8 (2.6) 28 (5.4) 19 (8.2) 58 (4.7) 0.0004

Highly concerned about physical safety 1 (1.2) 3 (3.2) 5 (1.6) 46 (8.9) 22 (9.6) 77 (6.3) <0.0001

Formal complaintf 2 (2.4) 2 (2.1) 3 (1.0) 22 (4.2) 6 (2.6) 35 (2.8) 0.2578

Reporting a high (very or extreme) level of annoyance to wind turbine features, n (%)

Noise 0 (0.0) 2 (2.1) 3 (1.0) 52 (10.0) 32 (13.7) 89 (7.2) <0.0001

Visual 2 (2.4) 15 (16.0) 17 (5.6) 81 (15.5) 44 (18.9) 159 (12.9)

Visual (ON) 2 (3.3) 15 (17.6) 17 (7.0) 76 (16.9) 36 (21.2) 146 (14.5) <0.0001d

Visual (PEI) 0 (0.0) 0 (0.0) 0 (0.0) 5 (7.0) 8 (12.7) 13 (5.8) 0.0268d

Blinking lights 2 (2.4) 8 (8.5) 17 (5.6) 61 (11.7) 34 (14.6) 122 (9.9) <0.0001

Shadow flicker 0 (0.0) 3 (3.2) 6 (2.0) 51 (9.8) 36 (15.5) 96 (7.8) <0.0001

Vibrations/rattles 0 (0.0) 1 (1.1) 2 (0.7) 9 (1.7) 7 (3.0) 19 (1.5) 0.0198

Reporting a high (very or extreme) level of WTN annoyance by time of day, n (%)

Morning 0 (0.0) 0 (0.0) 1 (0.3) 28 (5.4) 10 (4.3) 39 (3.2)

Afternoon 0 (0.0) 0 (0.0) 1 (0.3) 26 (5.0) 14 (6.1) 41 (3.3)

Evening 0 (0.0) 1 (1.1) 2 (0.7) 48 (9.2) 26 (11.3) 77 (6.3)

Nighttime 0 (0.0) 1 (1.1) 2 (0.7) 48 (9.2) 26 (11.3) 77 (6.3)

Reporting a high (very or extreme) level of WTN annoyance by season, n (%)

Spring 0 (0.0) 1 (1.1) 1 (0.3) 45 (8.6) 22 (9.6) 69 (5.6)

Fall 0 (0.0) 1 (1.1) 2 (0.7) 42 (8.1) 22 (9.6) 67 (5.5)

Summer 0 (0.0) 2 (2.1) 4 (1.3) 50 (9.6) 31 (13.7) 87 (7.1)

Winter 0 (0.0) 1 (1.1) 1 (0.3) 38 (7.3) 21 (9.2) 61 (5.0)

Closing bedroom window to block outside noise during sleep n (%)

26 (31.3) 30 (31.6) 87 (28.7) 178 (34.3) 68 (29.2) 389 (31.6) 0.8106

Source identified as cause for closing windowg n (%)

Road traffic 15 (18.1) 13 (13.7) 47 (15.5) 77 (14.8) 24 (10.3) 176 (14.3) 0.1161

Rail 6 (10.2) 1 (1.2) 7 (2.9) 10 (2.2) 0 (0.0) 24 (2.4) 0.0013

Wind turbines 0 (0.0) 2 (2.1) 6 (2.0) 79 (15.2) 50 (21.6) 137 (11.1) <0.0001

Other 12 (14.5) 20 (21.1) 54 (17.8) 65 (12.5) 14 (6.0) 165 (13.4) 0.0002

Perceived benefit from having wind turbines in the area n (%)

Personal 3 (3.9) 2 (2.2) 11 (4.0) 47 (9.2) 47 (20.3) 110 (9.3)

ON 0 (0.0) 1 (1.2) 6 (2.7) 44 (10.0) 36 (21.4) 87 (9.0) <0.0001d

PEI 3 (15.8) 1 (11.1) 5 (9.8) 3 (4.3) 11 (17.2) 23 (10.8) 0.1700d

Community 20 (29.0) 14 (20.9) 62 (36.0) 136 (35.1) 79 (40.7) 311 (35.0) 0.0135

aThe Cochran Mantel-Haenszel chi-square test is used to adjust for provinces unless otherwise indicated, p-values <0.05 are considered to be statistically

significant.
bColumns may not add to total due to missing data.
cSensitivity to noise reflects the prevalence of participants that reported to be either very or extremely (i.e., highly) noise sensitive in general.
dChi-square test of independence.
eNobody reported hearing rail noise in PEI as there is no rail activity in PEI, therefore the percent is given as a percentage of ON participants

only.
fRefers to anyone in the participant’s household ever lodging a formal complaint (including signing a petition) regarding noise from wind turbines.
gReasons for closing bedroom windows due to aircraft noise was suppressed due to low cell counts (i.e., n <5 overall).
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levels were between [25 and 30) dB. The prevalence of 
household complaints concerning wind turbines, which 
could include signing a petition regarding noise from wind 
turbines, was 2.8% overall and unrelated to WTN levels 
(p 0.2578). However, complaints were found to be greater 
among the PEI sample (13/224 5.8%), compared to ON 
(22/1010 2.2%) (p 0.0050). 

Other notable observations from Table IV include the 
finding that the number of participants who self-reported to 
personally benefit in any way (e.g., rent, payments or indi
rect benefits such as community improvements) from having 
turbines in their area, was not equally distributed among 
provinces. In ON, reporting such benefits was significantly 
related to WTN categories (p <0.0001) and there was a 
gradual increase from the lowest WTN category ( <25 dB: 
0.0%) to the loudest WTN category ([40-46] dB: 21.4%), 
whereas in PEI benefits were statistically evenly distributed 
across the sample (p 0.1700). 

Closing bedroom windows to block outside noise during 
sleep was equally prevalent across alJ WTN categories 
(p 0.8106); however, identifying WTs as the reason for 
closing the window was found to be related to WTN levels 
(p < 0.0001). In the two loudest categories, [35-40) dB and 
[40-46] dB, 15.2% and 21.6% of participants identified 
WTN as the reason for closing bedroom windows, respec
tively, compared to ::;2.1 % in the other WTN categories 
(Table IV). 

Figure 2 plots the fitted percentage highly annoyed by 
WTN category overall and for ON and PEI separately. WTN 
annoyance was observed to significantly increase when 
WTN levels exceeded 2:'.35 dB compared with lower expo
sure categories (p < 0.009, in all cases). Overall, observed 
prevalences of noise annoyance increased from less than 
2.1 % in the three lowest WTN level categories to 10% in 
areas where WTN levels were between [35 and 40) dB and 

<25 

■ overall D PEI DON 

(25-30) (30-35) 

dBA 

(35-40) (40-46] 

FIG. 2. Prevalence of high annoyance with wind turbine noise overall and 
by province as a function of calculated outdoor wind turbine noise levels. 
This illustrates the percentage of participants that reported to be either very 
or extremely (i.e., highly) bothered, disturbed or annoyed by WTN while at 
home over the last year. At home refers to either inside or outside the dwell
ing. Results are shown for participants from southwestern ON, PEI, and as 
an overall average. Fitted data are plotted along with their 95% confidence 
intervals. Results are shown as a function of calculated outdoor A-weighted 
WTN levels at the dwelling (dBA). WTN annoyance was observed to signif
icantly increase when WTN levels exceeded ;::35 dB compared with lower 
exposure categories (p < 0.009, in all cases). Additionally, annoyance was 
observed to be significantly higher in the southwestern ON sample com
pared to the PEI sample (p = 0.0015), regardless ofWTN level. 
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13.7% between [40 and 46] dB. AdditionaUy, annoyance 
was observed to be significantly higher in the ON sample 
compared to the PEI sample. Across aJJ WTN categories, the 
odds of being highly annoyed by WTN were 3.29 times 
greater in ON compared to PEI [95% confidence interval 
(CI), l .47- 8.68, p 0.0015]; however, the difference was 
most pronounced above 35 dB. 

In addition to asking participants how annoyed they 
were toward WTN in general (i.e., without reference to their 
particular location), other questions were designed to assess 
annoyance as a function of location (i.e., indoors, outdoors). 
As shown in Fig. 3, the prevalence of high annoyance was 
significantly higher outdoors. 

The prevalence of annoyance by time of day and season 
is provided in Table IV. For WTN levels below 30dB, the 
prevalence of high annoyance was very low ( <1.2%) and 
similar for all times of day. Starting at 30dB, the percentage 
highly annoyed during the evening and nighttime were sig
nificantly higher than the morning and afternoon; however 
this difference was most pronounced at WTN levels 2:'.35 dB. 
For WTN levels below 30 dB, the prevalence of high annoy
ance was very low (<2.2%) and similar for aJJ seasons. At 
WTN levels 2:'.35 dB, the prevalence of high annoyance dur
ing the summer was higher compared to all other seasons. 

Noise annoyance toward road, aircraft and rail noise 
was also assessed in the questionnaire. It was of interest to 
determine how annoyance to these sources compared to 
WTN annoyance. In areas where WTN levels were <35 dB 
the greatest source of noise annoyance was road traffic. In 
WTN categories 2:'.35 dB, annoyance toward WTN exceeded 
all other sources (p <0.0003, in all cases) (see Fig. 4). 

E. Self-reported health conditions and use 
of medication 

Table V shows that subjectively reported sleep disturb
ance from any source while sleeping at home over the last 
year, in addition to a multitude of health effects, were found 
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FIG. 3. Prevalence of high annoyance with wind turbine noise by location 
as a function of calculated outdoor wind turbine noise levels. Participants 
were asked to think about the last year or so and indicate how bothered, dis
turbed or annoyed they were by WTN while at home. The percentage of par
ticipants reporting to be either very or extremely (i.e., highly) bothered, 
disturbed or annoyed is shown as a function of calculated outdoor A
weighted WTN levels at the dwelling (dBA). Figure 3 presents the fitted 
results by location (i.e., indoors and outdoors) along with their 95% confi
dence intervals. + Indoor significantly different from outdoor (p < 0.001 ). 
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FIG. 4. Prevalence of high annoyance toward different noise sources as a 
function of calculated outdoor wind turbine noise levels. Illustrates the per
centage of participants that reported to be either very or extremely (i.e., 
highly) bothered, disturbed or annoyed by road traffic, aircraft, rail and wind 
turbine noise (W1N) while at home over the last year. At home refers to ei
ther inside or outside the dwelling. Results represent fitted data along with 
their 95% confidence intervals and are shown as a function of calculated 
outdoor A-weighted WTN levels at the dwelling (dBA). +WTN significantly 
different from road traffic and rail noise (p <0.001); ~ significantly 
different from road traffic (p < 0.001); +++w1N significantly different from 
aircraft noise (p < 0.001), +++~ significantly different from road traf
fic, rail, and aircraft noise (p < 0.0003). 

to be unrelated to WTN levels. Similarly, medication use for 
high blood pressure, anxiety or depression was also found to 
be unrelated to WTN levels. Although sleep medication use 
was significantly related to WTN levels (p 0.0083), the 
prevalence was higher among the two lowest WTN catego
ries { <25 dB and [25- 30) dB} (see Table V). 

IV. DISCUSSION 

The prevalence of self-reporting to be either "very" or 
"extremely" (i.e., highly) annoyed with several wind turbine 
features increased significantly with increasing A-weighted 
WTN levels. When classified by the prevalence of reported 
annoyance overall, and in areas where WTN levels exceeded 
35 dB , annoyance was highest for visual aspects of wind tur
bines, followed by blinking lights, shadow flicker, noise and 
vibrations. Consistent with Pedersen et al. (2009), the 
increase in WTN annoyance was clearly evident when mov
ing from [30-35) dB to [35-40) dB , where the prevalence of 
WTN annoyance increased from 1 % to 10%. This continued 
to increase to 13.7% for areas where WTN levels were 
[40-46] dB. The prevalence of WTN annoyance was higher 
outdoors, during the summer, and during evening and night
time hours. Pedersen et al. (2009) also found that annoyance 
with WTN was greater outdoors compared to indoors. 

Despite a sin1ilar pattern of response between the ON 
and PEI san1ples, the self-reported WTN annoyance was 
3.29 times greater in ON, a difference that was most pro
nounced at the two highest WTN categories. This difference 
is in contrast to the prevalence of household complaints 
related to wind turbines. Even though the overall prevalence 
of such complaints was low (i.e., 2.8%), complaints were 
more likely in PEI (5.8%) compared to ON (2.2%). The rea
sons for this difference despite greater reported annoyance in 
ON are unclear. Research has shown that there are several 
contingencies that must be met before someone that is highly 
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annoyed will complain (Michaud et al., 2008). Such contin
gencies include knowing who to complain to, how to file a 
complaint and holding the belief that the complaint will 
result in positive change. The fact that the prevalence of 
complaints regarding wind turbines was unrelated to WTN 
levels is another indication that complaints do not always 
correlate well with changes in noise exposure (Fidell et al., 
1991). The motives underlying household complaints were 
not assessed in the present study, but the disparity found 
with annoyance could also be related to the wording used in 
the questionnaire. The prevalence of complaints was the one 
question where the respondent answered on behalf of the 
entire household. 

More participants reported that they were highly 
annoyed by the visual aspects of wind turbines than by any 
other feature, even at higher WTN levels. Similar to WTN 
annoyance, the overall prevalence of annoyance with the vis
ual impact of wind turbines was more than twice as high in 
the ON sample, and more prevalent across the exposure cate
gories when compared to PEI. In the PEI sample, no partici
pants reported visual annoyance in areas where WTN levels 
were below 35 dB. This is in contrast to a clear intensifica
tion in visual annoyance among the ON sample in areas 
where WTN levels were [25- 30) dB. Exploring the variables 
that may underscore provincial differences was not within 
the scope of the current study. The questionnaire was not 
designed to probe underlying factors that may explain 
observed provincial differences; however, reported personal 
benefit from having wind turbines in the area was found to 
be different between the ON and PEI samples (Table IV). 

Shepherd et al. (2011) assessed annoyance in response 
to WTN, but not in a manner that would permit comparisons 
with the Swedish (Pedersen and Persson Waye, 2004, 2007), 
Dutch (Janssen et al., 2011 ; Pedersen et al., 2009) or the cur
rent study. Shepherd et al. (2011) reported that 59% of par
ticipants living within 2km of a wind turbine installation 
spontaneously identified wind turbines as an annoying noise 
source, with a mean annoyance rating of 4.59 (SD, 0.65) 
when the 5 category adjectival scale was analyzed as a nu
merical scale from O to 5. No exposure-response relationship 
could be assessed because the authors did not provide an 
analysis based on precise distance or as a function of WTN 
levels, which they reported to be between 20 and 50 dB 
among participants living within 2km of a wind turbine. 
This encompasses the entire WTN level range in the CNHS. 
As such, the only tentative comparison that can be made 
between the current study and the Shepherd et al. (201 l) 
study would be that the observed prevalence of highly 
annoyed (i.e., "very" or "extremely") within 2km of the 
nearest wind turbine was 7.0%. These data are not shown 
because the focus of the current study was on WTN levels 
and an analysis based solely on distance to the nearest tur
bine does not adequately account for WTN levels at any 
given dwelling. WTN is a more sensitive measure of expo
sure level because, in addition to the distance to the turbine, 
it accounts for topography, presence of large bodies of water, 
wind turbine characteristics, the layout of the wind farm and 
the number of wind turbines at any given distance. 
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It was important to assess the extent to which the sample

was homogenously distributed, with respect to demographics

and community noise exposure. The reason for this is that the

validity of the exposure-response relationship is strengthened

when the primary distinction across the sample is the expo-

sure of interest; in this case, WTN levels. Demographically,

some minor differences were found with respect to age,

employment, type of dwelling and dwelling ownership; how-

ever, with the possible exception of employment, these factors

showed no obvious pattern with WTN levels and none were

strong enough to exert an influence on the overall results. At

the design stage, there was some concern that selecting partic-

ipants up to 10 km might result in an unequal exposure to

community noise sources other than WTN. This may have an

influence on the underlying response to WTN. Limited data

availability did not permit the modeling of sound pressure lev-

els from other noise sources as originally intended, however it

was possible to model BNTS levels. Although Fields (1993)

concluded that background sound levels generally do not

influence community annoyance, his review did not include

wind turbines as a noise source and in the current study

BNTS levels were calculated to be lower in areas where

WTN levels were higher. Lower BNTS could contribute to a

greater expectation of peace and quiet. Therefore, a limitation

in the CNHS may be that the expectation of peace and quiet

was not explicitly evaluated. This factor may influence the

association between long-term sound levels and annoyance by

an equivalent of up to 10 dB (ANSI, 1996; ISO, 2003b). The

influence this factor may have had on the exposure-response

relationship found specifically between WTN levels and the

prevalence of reporting high annoyance with WTN in the

CHNS is discussed in Michaud et al. (2016a).

In the absence of modeling, the audibility of road traffic,

aircraft and rail noise provided a crude indication of expo-

sure to these sources. In general, road traffic noise exposure

was heard by the vast majority of the sample (82.1%).

TABLE V. Sample profile of health conditions.

Wind turbine noise (dB)

Variable n (%) <25 [25–30) [30–35) [35–40) [40–46] Overall CMHa p-value

n 84b 95b 304b 521b 234b 1238b

Health worse vs last year c 17 (20.2) 12 (12.6) 46 (15.1) 90 (17.3) 51 (21.8) 216 (17.5) 0.1724

Migraines 18 (21.4) 24 (25.3) 56 (18.4) 134 (25.8) 57 (24.4) 289 (23.4) 0.2308

Dizziness 19 (22.6) 16 (16.8) 65 (21.4) 114 (21.9) 59 (25.2) 273 (22.1) 0.2575

Tinnitus 21 (25.0) 18 (18.9) 71 (23.4) 129 (24.8) 54 (23.2) 293 (23.7) 0.7352

Chronic pain 20 (23.8) 23 (24.2) 75 (24.8) 118 (22.6) 57 (24.5) 293 (23.7) 0.8999

Asthma 8 (9.5) 12 (12.6) 22 (7.2) 43 (8.3) 16 (6.8) 101 (8.2) 0.2436

Arthritis 23 (27.4) 38 (40.0) 98 (32.2) 175 (33.7) 68 (29.1) 402 (32.5) 0.6397

High blood pressure (BP) 24 (28.6) 36 (37.9) 81 (26.8) 166 (32.0) 65 (27.8) 372 (30.2) 0.7385

Medication for high BP 26 (31.3) 34 (35.8) 84 (27.6) 163 (31.3) 63 (27.0) 370 (29.9) 0.4250

Family history of high BP 44 (52.4) 49 (53.8) 132 (45.5) 254 (50.6) 121 (53.8) 600 (50.3) 0.6015

Chronic bronchitis/emphysema/COPD 3 (3.6) 10 (10.8) 17 (5.6) 27 (5.2) 14 (6.0) 71 (5.7) 0.7676

Diabetes 7 (8.3) 8 (8.4) 33 (10.9) 46 (8.8) 19 (8.2) 113 (9.1) 0.6890

Heart disease 8 (9.5) 7 (7.4) 31 (10.2) 32 (6.1) 17 (7.3) 95 (7.7) 0.2110

Highly sleep disturbedd 13 (15.7) 11 (11.6) 41 (13.5) 75 (14.5) 24 (10.3) 164 (13.3) 0.4300

Diagnosed sleep disorder 13 (15.5) 10 (10.5) 27 (8.9) 44 (8.4) 25 (10.7) 119 (9.6) 0.3102

Sleep medication 16 (19.0) 18 (18.9) 39 (12.8) 46 (8.8) 29 (12.4) 148 (12.0) 0.0083

Restless leg syndrome 7 (8.3) 16 (16.8) 37 (12.2) 81 (15.5) 33 (14.1) 174 (14.1)

Restless leg syndrome (ON) 4 (6.7) 15 (17.4) 27 (11.0) 78 (17.3) 28 (16.5) 152 (15.0) 0.0629e

Restless leg syndrome (PEI) 3 (12.5) 1 (11.1) 10 (16.9) 3 (4.2) 5 (7.8) 22 (9.7) 0.1628e

Medication anxiety or depression 11 (13.1) 14 (14.7) 35 (11.5) 59 (11.3) 23 (9.8) 142 (11.5) 0.2470

QoL past monthf

Poor 9 (10.8) 3 (3.2) 21 (6.9) 29 (5.6) 20 (8.6) 82 (6.6) 0.9814

Good 74 (89.2) 92 (96.8) 283 (93.1) 492 (94.4) 213 (91.4) 1154 (93.4)

Satisfaction with healthf

Dissatisfied 13 (15.5) 13 (13.7) 49 (16.1) 66 (12.7) 36 (15.4) 177 (14.3) 0.7262

Satisfied 71 (84.5) 82 (86.3) 255 (83.9) 455 (87.3) 198 (84.6) 1061 (85.7)

aThe Cochran Mantel-Haenszel chi-square test is used to adjust for provinces unless otherwise indicated, p-values <0.05 are considered to be statistically

significant.
bColumns may not add to total due to missing data.
cWorse consists of the two ratings: “Somewhat worse now” and “Much worse now.”
dHigh sleep disturbance consists of the two ratings: “very” and “extremely” sleep disturbed.
eChi-square test of independence.
fQuality of Life (QoL) and Satisfaction with Health were assessed with the two stand-alone questions on the WHOQOL-BREF. Reporting “poor” overall QoL

reflects a response of “poor” or “very poor,” and “good” reflects a response of “neither poor nor good,” “good,” or “very good.” Reporting “dissatisfied” over-

all Satisfaction with Health reflects a response of “very dissatisfied” or “dissatisfied,” and “satisfied” reflects a response of “neither satisfied nor dissatisfied,”

“satisfied,” or “very satisfied.” A detailed presentation of the results related to QoL is presented by Feder et al. (2015).
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Aircraft noise was uniformly audible in ON by about half

the sample; in PEI however, hearing aircraft was more com-

mon in the higher WTN exposure categories (i.e., above

35 dB) where between 61% and 66% of the respondents indi-

cated that they could hear aircraft. Future research may ben-

efit from assessing the extent to which audible aircraft noise

may have influenced the annoyance with WTN in PEI. Only

when WTN levels were [40–46] dB was the audibility of

wind turbines comparable to road traffic (i.e., both sources

were audible by approximately 81% of participants). For

these community noise sources, participants were asked how

bothered, disturbed, or annoyed they were while at home

over the last year or so. The findings are of interest in light

of the source comparisons made by Pedersen et al. (2009)

and Janssen et al. (2011), which placed WTN annoyance

above all transportation noise sources when comparing them

at equal sound levels. In the current study, the overall annoy-

ance toward WTN (7.2%) was found to be higher in compar-

ison to road (3.8%), aircraft (0.4%), and rail in ON (1.9%).

Source comparisons need to be made with caution because

the observed source differences in annoyance may result

from an actual difference in sound pressure levels at the

dwellings in this study. Modeling the sound levels from

transportation noise sources in the current study would allow

a more direct comparison between these sources and WTN

annoyance at equivalent sound exposures. Another approach

is to assess the relative community tolerance level of WTN

with that reported for road and aircraft noise studies. This

analysis indicates that there is a lower community tolerance

level for WTN when compared to both road and aircraft

noise at equivalent sound levels (Michaud et al., 2016a).

The list of symptoms that are claimed to be caused by

exposure to WTN is considerable (Chapman, 2013), but

there is a lack of robust evidence from epidemiological stud-

ies to support these associations (Council of Canadian

Academies, 2015; Knopper et al., 2014; MassDEP MDPH,

2012; McCunney et al., 2014; Merlin et al., 2014). The

results from the current study did not show any statistically

significant increase in the self-reported prevalence of chronic

pain, asthma, arthritis, high blood pressure, bronchitis, em-

physema, chronic obstructive pulmonary disease (COPD),

diabetes, heart disease, migraines/headaches, dizziness, or

tinnitus in relation to WTN exposure up to 46 dB. In other

words, individuals with these conditions were equally dis-

tributed among WTN exposure categories. Similarly, the

prevalence of reporting to be highly sleep disturbed (for any

reason) and being diagnosed with a sleep disorder were unre-

lated to WTN exposure. These self-reported findings are

consistent with the conclusions reached following an analy-

sis of objectively measured sleep among a subsample of the

current study participants (Michaud et al., 2016b).

Medication use (for anxiety, depression, or high blood pres-

sure) was unrelated to WTN levels. It is notable that the

observed prevalence for many of the aforementioned health

effects are remarkably consistent with large-scale national

population-based studies (Innes et al., 2011; Kroenke and

Price, 1993; Morin et al., 2011; O’Brien et al., 1994;

Shargorodsky et al., 2010).

V. CONCLUDING REMARKS

Study findings indicate that annoyance toward all fea-

tures related to wind turbines, including noise, vibrations,

shadow flicker, aircraft warning lights and the visual impact,

increased as WTN levels increased. The observed increase

in annoyance tended to occur when WTN levels exceeded

35 dB and were undiminished between 40 and 46 dB.

Beyond annoyance, the current study does not support an

association between exposures to WTN up to 46 dB and the

evaluated health-related endpoints. In some cases, there

were clear differences between the southwestern ON and

PEI participants; however, exploring the basis behind these

differences fell outside the study scope and objectives. The

CNHS supported the development of a model for community

annoyance toward WTN, which identifies some of the fac-

tors that may influence this response (Michaud et al.,
2016a). At the very least, the observed differences reported

between ON and PEI in the current study demonstrates that

even at comparable WTN levels, the community response to

wind turbines is not necessarily uniform across Canada.

Future studies designed to intentionally explore the factors

that underscore such differences may be beneficial.
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Effects of Wind Turbine Noise on Self-Reported and Objective Measures of 
Sleep
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Study Objectives: To investigate the association between self-reported and objective measures of sleep and wind turbine noise (WTN) exposure.
Methods: The Community Noise and Health Study, a cross-sectional epidemiological study, included an in-house computer-assisted interview and sleep 
pattern monitoring over a 7 d period. Outdoor WTN levels were calculated following international standards for conditions that typically approximate the 
highest long-term average levels at each dwelling. Study data were collected between May and September 2013 from adults, aged 18–79 y (606 males, 632 
females) randomly selected from each household and living between 0.25 and 11.22 kilometers from operational wind turbines in two Canadian provinces. 
Self-reported sleep quality over the past 30 d was assessed using the Pittsburgh Sleep Quality Index. Additional questions assessed the prevalence of 
diagnosed sleep disorders and the magnitude of sleep disturbance over the previous year. Objective measures for sleep latency, sleep efficiency, total sleep 
time, rate of awakening bouts, and wake duration after sleep onset were recorded using the wrist worn Actiwatch2® from a subsample of 654 participants 
(289 males, 365 females) for a total of 3,772 sleep nights.
Results: Participant response rate for the interview was 78.9%. Outdoor WTN levels reached 46 dB(A) with an arithmetic mean of 35.6 and a standard 
deviation of 7.4. Self-reported and objectively measured sleep outcomes consistently revealed no apparent pattern or statistically significant relationship to 
WTN levels. However, sleep was significantly influenced by other factors, including, but not limited to, the use of sleep medication, other health conditions 
(including sleep disorders), caffeine consumption, and annoyance with blinking lights on wind turbines.
Conclusions: Study results do not support an association between exposure to outdoor WTN up to 46 dB(A) and an increase in the prevalence of disturbed 
sleep. Conclusions are based on WTN levels averaged over 1 y and, in some cases, may be strengthened with an analysis that examines sleep quality in 
relation to WTN levels calculated during the precise sleep period time.
Keywords: actigraphy, annoyance, multiple regression models, PSQI, sleep, wind turbine noise
Citation: Michaud DS, Feder K, Keith SE, Voicescu SA, Marro L, Than J, Guay M, Denning A, Murray BJ, Weiss SK, Villeneuve PJ, van den Berg F, Bower T. 
Effects of wind turbine noise on self-reported and objective measures of sleep. SLEEP 2016;39(1):97–109.

INTRODUCTION
Sleep loss has been implicated in a variety of negative health 
outcomes1 including cardiovascular abnormalities,2 immuno-
logical problems,3 psychological health concerns,4 and neu-
robehavioral impairment that can lead to accidents.5 Sleep 
loss may be related to total sleep time restriction and/or re-
duced sleep quality in the sleep time obtained. Sleep disorders 
such as insomnia and obstructive sleep apnea are associated 
with an increased incidence of hypertension, heart failure, 
and stroke.6,7

Sleep can clearly be disrupted with noise.8 It has long been 
recognized that electroencephalography (EEG) arousals can 
be induced with external environmental stimuli, but are modu-
lated by sleep state.9 The World Health Organization (WHO) 
Guidelines for Community Noise recommend that, for con-
tinuous noise, an indoor sound level of 30 dB(A) should not 
be exceeded during the sleep period time to avoid sleep distur-
bance.10 More recently, the WHO’s Night Noise Guidelines for 

pii: sp-00087-15 ht tp://dx.doi.org/10.5665/sleep.5326

Significance
This study provides the most comprehensive assessment to date of the potential association between exposure to wind turbine noise (WTN) and sleep. 
As the only study to include both subjective and objective measures of sleep, the results provide a level of insight that was previously unavailable. The 
absence of an effect of WTN on sleep is based on an analysis of self-reported and objectively measured outcomes in relation to long term outdoor 
average sound levels. Knowledge in this area may be strengthened by future research to consider the potential transient changes in WTN levels 
throughout the night, which may influence subtle measures of sleep not assessed in the current study.

Europe 11 suggest an annual average outdoor level of 40dB(A) 
to reduce negative health outcomes from sleep disturbance 
even among the most vulnerable groups.

Sleep can be measured by subjective and objective means12 
although due to the fundamental nature of unconsciousness 
in this state, people are unable to introspect on their sleep 
state. As such, an individual may surmise the quality of his 
or her sleep, with descriptions of what his or her presumed 
sleep was like, periods of awakening, and consequences of 
the state. However, sleep state misperception is a common 
clinical phenomenon, whereby patients with some degree of 
insomnia may report much worse quality of sleep than what 
actually occurred.13 Subjective interpretation of sleep state is 
thus subject to biased reporting from the individual and there-
fore subjective and objective measures of sleep are frequently 
discordant. Therefore, objective physiological measures of 
sleep can provide a more accurate reflection of what actually 
happened during an individual’s sleep and form the basis of an 
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unprejudiced understanding of the actual biological effect of 
factors such as noise on sleep.

Although the current study is the first to include objective 
measures in the assessment of sleep quality in the context of 
wind turbine noise (WTN) exposure, the psychological experi-
ence of the individual must be considered, though this factor 
may be more prone to subjective interpretation. Numerous sub-
jective scales of sleep have been devised. The Pittsburgh Sleep 
Quality Index (PSQI)14 is a measure of the subjective experi-
ence of sleep that has had detailed psychometric assessment,15 
validation in numerous populations,16–18 and is one of the most 
common subjective methodologies used in sleep research.

The PSQI has been administered in a study to compare sub-
jective sleep quality among 79 subjects living near two different 
wind farms wherein it was reported that sleep quality was worse 
among the group living closer to the wind turbines.19 Pedersen20 
found that self-reported sleep disturbance for any reason from 
any source was inconsistently related to the level of WTN. 
Bakker et al.21 showed that self-reported sleep disturbance was 
correlated to WTN level, but when noise annoyance from wind 
turbines was brought into a multiple regression, sleep distur-
bance appeared to be highly correlated to the annoyance, but 
not to WTN level and only annoyance was statistically corre-
lated to WTN level. This is consistent with the study by van den 
Berg et al.22 wherein noise annoyance was reported as a better 
predictor of self-reported sleep disturbance than noise level for 
transportation, industrial, and neighbor noise.

Several studies have provided objectively measured assess-
ments of transportation noise-induced sleep disturbance.23–26 
Although it is clear that noise is among the many factors that 
contribute to sleep disturbance 23,24,27,28 there has been no study 
to date that has provided an assessment of sleep disturbance in 
the context of WTN exposures using objective measures such 
as actigraphy.

The current study was designed to objectively measure 
sleep in relation to WTN exposure using actigraphy, which has 
emerged as a widely accepted tool for tracking sleep and wake 
behavior.29,30 The objective measures of sleep, when consid-
ered together with self-report, provide a more comprehensive 
evaluation of the potential effect that WTN may have on sleep.

This study was approved by the Health Canada and Public 
Health Agency of Canada Review Ethics Board (Protocol 
#2012-0065 and #2012-0072).

METHOD

Sample Design

Target population, sample size, and sampling frame strategy
Several factors influenced the determination of the final 
sample size, including having adequate statistical power to 
assess the study objectives, and adequate time allocation for 
collection of data, influenced by the length of the personal in-
dwelling interview and the time needed to collect the physical 
measures. Overall statistical power for the study was based on 
the study’s primary objective to assess WTN-associated ef-
fects on sleep quality. Based on an initial sample size of 2,000 
potential dwellings, it was estimated that there would be 1,120 

completed survey responses. For 1,120 survey responses there 
should be sufficient statistical power to detect at least a 7% 
difference in the prevalence of sleep disturbances with 80% 
power and a 5% false positive rate (Type I error). There was 
uncertainty in the power assessment because the current Com-
munity Noise and Health Study, was the first to implement 
objectively measured endpoints to study the possible effects 
of WTN on sleep. How these power calculations applied to 
actigraphy-measured sleep was also unknown. In the absence 
of comparative studies, a conservative baseline prevalence for 
reported sleep disturbance of 10% was used.31,32 Sample size 
calculation also incorporated the following assumptions: (1) 
approximately 20% to 25% of the targeted dwellings would 
not be valid dwellings (i.e., demolished, unoccupied seasonal, 
vacant for unknown reasons, under construction, institutions, 
etc.); and (2) of the remaining dwellings, there would be a 70% 
participation rate. These assumptions were validated (see re-
sponse rates and sample characteristics related to sleep).

Study locations were drawn from areas in southwestern 
Ontario (ON) and Prince Edward Island (PEI) where there 
were a sufficient number of dwellings within the vicinity of 
wind turbine installations. The ON and PEI sampling regions 
included 315 and 84 wind turbines, respectively. The wind tur-
bine electrical power outputs ranged between 660 kW to 3 MW 
(average 2.0 ± 0.4 MW). All turbines were modern monopole  
tower design with three pitch-controlled rotor blades (~80 m 
diameter) upwind of the tower and most had 80 m hub heights. 
All identified dwellings within approximately 600 m from a 
wind turbine and a random selection of dwellings between 
600 m and 11.22 km were selected from which one person per 
household between the ages of 18 and 79 y was randomly se-
lected to participate. The final sample size in ON and PEI was 
1,011 and 227, respectively. Participants were not compensated 
in any way for their participation.

Wind turbine sound pressure levels at dwellings
Outdoor sound pressure levels were estimated at each dwelling 
using both ISO 9613-133 and ISO 9613-234 as incorporated in 
the commercial software CadnaA version 4.4.35 The resulting 
calculations represent long-term (1 y) A-weighted equivalent 
continuous outdoor sound pressure levels (LAeq). Therefore, 
calculated sound pressure levels can only approximate with a 
certain degree of uncertainty the sound pressure level at the 
dwelling during the reference time periods that are captured by 
each measure of sleep. The time reference period ranges from 
1–7 d (actigraphy), to 30 d for the PSQI and the previous year 
for the assessment of the percentage highly sleep disturbed. 
Van den Berg36 has shown that, in the Dutch temperate cli-
mate, the long-term average WTN level for outdoor conditions 
is 1.7 ± 1.5 dB(A) below the sound pressure level at 8 m/sec 
wind speed. Accordingly, a best estimate for the average night-
time WTN level is approximately 2 dB(A) below the calculated 
levels reported in this study.

Calculations included all wind turbines within a radius of 
10 km, and were based on manufacturers’ octave band sound 
power spectra at a standardized wind speed of 8 m/sec and 
favorable sound propagation conditions. Favorable conditions 
assume the dwelling is located downwind of the noise source, a 

Idaho Power/1209 
Ellenbogen/2



SLEEP, Vol. 39, No. 1, 2016 99 Wind Turbine Noise Effects on Sleep—Michaud et al.

stable atmosphere, and a moderate ground-based temperature 
inversion. Although variations in wind speeds and temperature 
as a function of height could not be considered in the model cal-
culations due to a lack of relevant data, 8 m/sec was considered 
a reasonable estimate of the highest noise exposure conditions. 
The manufacturers’ data were verified for consistency using 
on-site measurements of wind turbine sound power. The stan-
dard deviation in sound levels was estimated to be 4 dB(A) up 
to 1 km, and at 10 km the uncertainty was estimated to be be-
tween 10 dB(A) and 26 dB(A). Although calculations based on 
predictions of WTN levels reduces the risk of misclassification 
compared to direct measurements, the risk remains to some 
extent. The calculated levels in the current study represent rea-
sonable worst-case estimates expected to yield outdoor WTN 
levels that typically approximate the highest long-term average 
levels at each dwelling and thereby optimize the chances of 
detecting WTN-induced sleep disturbance. The few dwellings 
beyond 10 km were assigned the same calculated WTN value 
as dwellings at 10 km. Unless otherwise stated, all decibel ref-
erences are A-weighted. A-weighting filters out low frequen-
cies in a sound that the human auditory system is less sensitive 
to at low sound pressure levels.

In the current study, low-frequency noise was estimated by 
calculating C-weighted sound pressure levels. No additional 
benefit was observed in assessing low frequency noise be-
cause C- and A-weighted levels were so highly correlated. De-
pending on how dB(C) was calculated and what range of data 
was assessed, the correlation between dB(C) and dB(A) ranged 
from r = 0.84 to r = 0.97.37

Background nighttime sound levels at dwellings
As a result of certain meteorological phenomena (atmospheric 
stability and wind gradient) coupled with a tendency for 
background sound levels to drop throughout the day in rural/
semi-rural environments, WTN can be more perceptible at the 
dwelling during nighttime.38–41 In Canada, it is possible to esti-
mate background nighttime sound pressure levels according to 
the provincial noise regulations for Alberta, Canada,42 which 
estimates ambient noise levels in rural and suburban environ-
ments. Estimates are based on dwelling density per quarter 
section, which represents an area with a 451 m radius and dis-
tance to heavily travelled roads or rail lines. When modeled in 
accordance with these regulations, estimated levels can range 
from 35 dB(A) to 51 dB(A). The possibility that exposure 
to high levels of road traffic noise may create a background 
sound pressure level higher than that estimated using the Al-
berta regulations was considered. In ON, road noise for the six-
lane concrete Highway 401 was calculated using the United 
States Federal Highway Administration (FHWA) Traffic Noise 
Model43 module in the CadnaA software.35 This value was used 
when it exceeded the Alberta noise estimate, making it pos-
sible to have levels above 51 dB(A).

Data Collection

Questionnaire administration and refusal conversion strategies 
The questionnaire instrument included modules on basic de-
mographics, noise annoyance, health effects, quality of life, 

sleep quality, sleep disorders, perceived stress, lifestyle be-
haviors, and prevalence of chronic disease. To avoid bias, the 
true intent of the study, which was to assess the community 
response to wind turbines, was masked. Throughout the data 
collection, the study’s official title was: Community Noise and 
Health Study. This approach is commonly used to avoid a dis-
proportionate contribution from any group that may have dis-
tinct views toward wind turbines. Data collection took place 
through in-person interviews between May and September 
2013 in southwestern ON and PEI. After a roster of all adults 
aged 18 to 79 y living in the dwelling was compiled, a com-
puterized method was used to randomly select one adult from 
each household. No substitution was permitted; therefore, if 
the targeted individual was not at home or unavailable, alter-
nate arrangements were made to invite them to participate at 
a later time.

All 16 interviewers were instructed to make every reason-
able attempt to obtain interviews, which included visiting the 
dwelling at various times of the day on multiple occasions and 
making contact by telephone when necessary. If the individual 
refused to participate, they were then contacted a second time 
by either the senior interviewer or another interviewer. If, after 
a second contact, respondents refused to participate, the case 
was coded as a final refusal.

Self-reported sleep assessment
Long-term self-reported sleep disturbance included an as-
sessment of the magnitude of sleep disturbance experienced 
at home (of any type for any reason) over the past year. Par-
ticipants were requested to describe their level of sleep distur-
bance at home over the past year using one of the following 
categories: “not at all,” “slightly,” “moderately,” “very” or “ex-
tremely,” where the top two categories were collapsed and con-
sidered to reflect “highly sleep disturbed.” For the purposes 
of this analysis the bottom three categories reflect “low sleep 
disturbance.” These categories and the classification of “highly 
sleep disturbed” is consistent with the approach adopted for 
annoyance44 and facilitates comparisons to self-reported sleep 
disturbance functions developed for transportation noise 
sources.45 Data were collected on prevalence of diagnosed 
sleep disorders. In addition, participants completed the PSQI, 
which provided an assessment of sleep quality over the pre-
vious 30 d. The seven components of the PSQI are scored on a 
scale from 0 (better) to 3 (worse); therefore the global PSQI is 
a score ranging between 0–21, where a value of greater than 5 
is thought to represent poor sleep quality.14,16–18

Objectively measured sleep
An Actiwatch2® (Philips Healthcare, Andover, MA, USA) 
sleep watch was given to all consenting and eligible participants 
aged 18 to 79 y who were expected to sleep at their current ad-
dress for a minimum of 3 of the 7 nights following the interview. 
There were 450 devices at hand that were cycled throughout the 
study. In order to receive the device, respondents also needed 
to have full mobility in the arm on which the watch was to be 
worn. Respondents were asked to wear the device on their wrist 
during all hours of the day and night for the 7 d following their 
interview. The Actiwatch2® provides key information on sleep 
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patterns (based on movement), including timing and duration of 
sleep as well as awakenings, and has been compared with poly-
somnography in some patient samples,46 but does not replace 
polysomnography due to imperfect sensitivity and specificity 
for detecting wake periods. However, this tool can provide rea-
sonable estimates for assessing subjects objectively for more 
prolonged periods of time than conventional assessment tools, 
with minimal participant burden.47 The devices were configured 
to continuously record a data point every 60 sec for the entire 7 
d period. Data analysis was conducted using Actiware® Version 
5.148 with the software set to default settings (i.e., sensitivity set-
ting of medium and a minimum minor rest interval size of 40 
min). With these settings an epoch of 40 counts (i.e., accelerom-
eter activity above threshold) or less is considered sleep and ep-
ochs above 40 counts are considered wake. However, any given 
epoch is scored using a 5-epoch weighting scheme. This pro-
cedure weighs the 2 epochs adjacent to the epoch in question. 
The 5-epoch weighting is achieved by multiplying the number 
of counts in each respective epoch by the following: 1/25, 1/5, 
1, 1/5, 1/25, whereby an average above 40 indicates “awake” for 
the central epoch. The sleep start parameter was automatically 
calculated by the Actiware® software determined by the first 
10 min period in which no more than one 60 sec epoch was 
scored as mobile. An epoch is scored as mobile if the number 
of activity counts recorded in the epoch is greater than or equal 
to the epoch length in 15 sec intervals (i.e., in a 60 sec epoch an 
activity value of 4 or higher). Endpoints of interest from wrist 
actigraphy included sleep efficiency (total sleep time divided 
by measured time in bed), sleep latency (how long it took to 
fall asleep), wake after sleep onset (WASO) (the total duration 
of awakenings), total sleep time, and the number of awakening 
bouts (WABT) (during a sleep period). The WABT data was 
analysed as the rate of awakening bouts per 60 min in bed.

To help interpret the measured data, respondents were asked 
to complete a basic sleep log each night of the study. The log 
contained information about whether the respondent slept at 
home or not, presence of windows in the room where they slept, 
and whether or not the windows were open. After the 7 d col-
lection period, respondents were asked to return the completed 
sleep log with the actigraph in a prepaid package.

Statistical Methodology
The analysis follows the description in Michaud et al.,49 which 
provides a summary of the study design and objectives, as 
well as a proposed data analysis. Briefly, the Cochran Mantel-
Haenszel chi-square test was used to detect associations be-
tween self-reported magnitude or contributing sources of sleep 
disturbance and WTN exposure groups while controlling for 
province. Because a cut-off value of 5 for the global PSQI 
score provided a sensitive and specific measure distinguishing 
good and poor sleep, the PSQI score was dichotomized with 
the objective to model the proportion of individuals with poor 
sleep quality (i.e., PSQI > 5).14 As a first step to develop the 
best model to predict the dichotomized PSQI score, univariate 
logistic regression models only adjusting for WTN exposure 
groups and province were carried out. It should be emphasized 
that variables considered in the univariate analysis have been 
previously demonstrated to be related to the modeled endpoint 

and/or considered by the authors to conceptually have a po-
tential association with the modeled endpoint. The analysis 
of each variable only adjusts for WTN category and province; 
therefore, interpretation of any individual relationship must be 
made with caution.

The primary objective in the current analysis was to use 
multiple regression models to identify the best predictors for 
(1) reporting a PSQI score greater than 5; and (2) the actigraphy 
endpoints. All explanatory variables that were statistically sig-
nificant at the 20% level in the univariate analysis for each re-
spective endpoint were considered in the multiple regression 
models. To develop the best model to predict each endpoint of 
interest, the stepwise method, which guards against issues of 
multicollinearity, was used for multiple regression models.

The stepwise regression was carried out in three different 
ways wherein the base model included: (1) WTN exposure 
category and province; (2) WTN exposure category, province, 
and an adjustment for individuals who reported receiving per-
sonal benefit from having wind turbines in the area; and (3) 
WTN category and province, stratified for those who received 
no personal benefit.

For the analysis of PSQI, multiple logistic regression models 
were developed using the stepwise method with a 20% sig-
nificance entry criterion and a 10% significance criterion to 
remain in the model. The WTN groups were treated as a con-
tinuous variable, giving an odds ratio (OR) for each unit in-
crease in WTN level, where a unit reflects a 5 dB(A) WTN 
category. The Nagelkerke pseudo R2 is reported for logistic 
regression models.

Repeated-measures data from all wrist actigraphy measure-
ments were modeled using the generalized estimating equa-
tions (GEE) method, as available in SAS (Statistical Analysis 
System) version 9.2 PROC GENMOD.50–52 Univariate GEE 
regression models only adjusting for WTN exposure groups, 
province, day of the week, and the interaction between WTN 
groups and day of the week were carried out. The interaction 
between WTN and province was significant for the total sleep 
time outcome in the univariate models, but was no longer sig-
nificant in the multiple GEE regression model. Therefore, the 
base model for the multiple GEE regression models included 
only WTN category, province, and day of the week. The same 
stepwise methodology that was applied to build the PSQI 
models was used to develop multiple GEE regression models 
for each actigraphy endpoint. The within-subjects correlations 
were examined with different working correlation matrix struc-
tures (unstructured, compound symmetry, and autoregressive 
of first order). An unstructured variance-covariance structure 
between sleep nights was applied to all endpoints with the ex-
ception of sleep latency, where compound symmetry was used. 
The advantage of the GEE method is that it uses all available 
data to estimate individual subject variability (i.e., if 1 or more 
nights of data is missing for an individual, the individual is still 
included in the analysis).

The wrist actigraphy endpoints of sleep efficiency and rate of 
awakening bouts do not follow a normal distribution, because 
one is a proportion ranging between 0 and 1 (sleep efficiency) 
and the other is a count (awakening bouts). Therefore, to ana-
lyze awakening bouts a Poisson distribution was assumed. The 
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number of awakening bouts was analyzed with respect to the 
total time spent in bed and is reported as a rate of awakening 
bouts per 60 min in bed. Sleep efficiency, sleep latency, and 
WASO were transformed in order to normalize the data and sta-
bilize the variance.53–55 In the GEE models, statistical tests were 
based on transformed data in order to satisfy the normality and 
constant variance assumptions. Because back-transformation 
was not possible for some endpoints, the arithmetic mean (least 
squares mean [LSM]) is presented for all endpoints.

All regression models for PSQI and actigraphy endpoints 
were adjusted for provincial differences. Province was initially 
assessed as an effect modifier. Because the interaction was 
not statistically significant for any of the multiple regression 
models, province was treated as a confounder in the models 
with associated adjustments, as required. Statistical analysis 
was performed using SAS version 9.2. A 5% statistical sig-
nificance level was implemented throughout unless otherwise 
stated and Tukey corrections were applied to account for all 
pairwise comparisons to ensure that the overall Type I (false 
positive) error rate was less than 0.05.

Actigraphy Data Screening
The sleep actigraphy file consisted of 4,742 nights of actigraphy 
measured sleep (i.e., sleep nights) data from 781 participants. 
The following adjustments to the file were made to account for 
data that could not be processed: removal of sleep nights with 
no data (n = 15), data where the dates from the sleep watch and 
sleep log diary did not match (n = 61), recordings beyond 7 d 
(representing data collected off wrist or during return shipment) 
(n = 56), nights with shift work (n = 630), and data related to 
sleep nights away from home (n = 132). Removal of these data 
supported the objective to relate sleep behavior to noise expo-
sure from wind turbines at the participants’ dwelling. Sleep 
starting after 05:00 with awakening on the same day before 
18:00 was considered day sleep and removed from the analysis 
(n = 70). One participant was removed where there appeared to 
be a watch malfunction (i.e., indicated nearly constant sleep). 
The final sample size consisted of 3,772 sleep nights and 654 
participants. Any sleep that started after midnight, but before 

05:00 was re-coded and considered as sleep for the previous 
night to avoid having two sleep observations for the same night. 
For the remaining data, all available data was used whether the 
person wore the watch for 1 d or for the maximum 7 d.

RESULTS

Wind Turbine Sound Pressure Levels at Dwellings
Calculated outdoor sound pressure levels at the dwellings de-
termined by ISO 9613-133 and ISO 9613-234 reached levels as 
high as 46 dB(A). Results are considered to have an uncertainty 
of ± 4 dB(A) within distances that would have the strongest 
effect on sleep (i.e., ~600 m). Figure 1 illustrates the distribu-
tion of participants as a function of WTN levels and identifies 
the number of participants who reported wind turbines were 
visible from anywhere on their property (panel A) and audible 
(panel B) while they were either outside or inside their dwelling.

Background Nighttime Sound Pressure Levels
Modeled background nighttime sound (BNTS) levels ranged 
between 35 and 61 dB(A) in the sample. Average BNTS was 
highest in the WTN group 30–35 dB(A) and lowest in areas 
where modeled WTN levels were between 40–46 dB(A).37 In 
the univariate analysis of global PSQI, the proportion of people 
with poor sleep (i.e., global scores above 5) was statistically 
similar among the BNTS levels (P = 0.9727). For actigraphy, 
BNTS levels were only statistically significant for the endpoint 
WASO (P = 0.0059), where it was found that individuals in 
areas with louder BNTS levels tended to have longer durations 
of awakenings. WASO increased from 50.7 min (95% confi-
dence interval [CI]: 46.9, 54.4) in areas with < 40 dB(A) BNTS 
to 67.2 min (95% CI: 57.0, 77.5) in areas with ≥ 55 dB(A) BNTS 
levels (see supplemental material).

Response Rates and Sample Characteristics Related to Sleep
A detailed breakdown of the response rates, along with per-
sonal and situational variables by WTN category, is presented 
by Michaud.37 Of the 2,004 potential dwellings, 1,570 were 
valid and 1,238 agreed to participate in the survey (606 males, 

Figure 1—Histogram showing the distribution of participants as a function of calculated outdoor A-weighted wind turbine noise levels. (A) The number of 
participants who self-reported on the questionnaire that wind turbines were visible from anywhere on their property. (B) The number of participants who 
self-reported that wind turbines were audible from inside or outside their home.
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632 females), resulting in a final overall response rate of 78.9%. 
Of the 1,238 participants, 1,208 completed the PSQI in its en-
tirety (97.6%) and 781 participated in the sleep actigraphy por-
tion of the study (63%). Sleep actigraphy participation rates 
were in line with projections based on an unpublished pilot 
study designed to assess different sleep watch devices and par-
ticipant compliance. Participation rate was equally distributed 
across WTN categories.

The prevalence of reporting a diagnosed sleep disorder was 
unrelated to WTN levels (P = 0.3102).27 In addition, the use 
of sleep medication at least once a week was significantly re-
lated to WTN levels (P = 0.0083). The prevalence was higher 
among the two lowest WTN categories (< 25 dB(A) and 
25–30 dB(A)).37 Factors that may affect sleep quality, such 
as self-reported prevalence of health conditions, chronic ill-
nesses, quality of life, and noise sensitivity were all found to 
be equally distributed across WTN categories.37,56 In response 
to the general question on magnitude of sleep disturbance for 
any reason over the past year while at home, a total of 757 
participants (61.3%) reported at least a “slight” magnitude of 

sleep disturbance (includes ratings of “slightly,” “moderately,” 
“very” and “extremely”), with a total of 164 (13.3%) classified 
as “highly” sleep disturbed (i.e., either very or extremely). The 
levels of WTN were not found to have a statistically significant 
effect on the prevalence of sleep disturbance whether the anal-
ysis was restricted to only participants highly sleep disturbed 
(P = 0.4300), or if it included all participants with even a slight 
disturbance (P = 0.7535) (Table 1). When assessing the sources 
reported to contribute to sleep disturbance among all partici-
pants with even slight disturbance, reporting wind turbines 
was significantly associated with WTN categories (P < 0.0001). 
The prevalence was ≥ 15.1% among the participants living in 
areas where WTN levels were ≥ 35 dB(A) compared to ≤ 3.9% 
in areas where WTN levels were below 35 dB(A). However, 
wind turbines were not the only, nor the most prevalent, con-
tributing source at these sound levels (see Table 1).

PSQI Scores
For the 1,208 participants who completed the PSQI in its en-
tirety, the average PSQI score across the entire sample was 

Table 1—Self-reported magnitude and contributing sources of sleep disturbance.

Variable
Wind Turbine Noise, dB(A)

Overall
CMH

P value a< 25 25–30 30–35 35–40 40–46
n 83 95 304 519 234 1,235
Self-reported sleep disturbance n (%)

Not at all 29 (34.9) 44 (46.3) 112 (36.8) 208 (40.1) 85 (36.3) 478 (38.7)
At least slightly b 54 (65.1) 51 (53.7) 192 (63.2) 311 (59.9) 149 (63.7) 757 (61.3) 0.7535
Highly c 13 (15.7) 11 (11.6) 41 (13.5) 75 (14.5) 24 (10.3) 164 (13.3) 0.4300

Source of sleep disturbance (among participants at least slightly sleep disturbed) n (%)
n d 53 51 186 298 138 726
Wind turbine 0 (0.0) 2 (3.9) 4 (2.2) 45 (15.1) 31 (22.5) 82 (11.3) < 0.0001
Children 9 (17.0) 12 (23.5) 21 (11.3) 36 (12.1) 20 (14.5) 98 (13.5) 0.2965
Pets 7 (13.2) 12 (23.5) 9 (4.8) 45 (15.1) 22 (15.9) 95 (13.1) 0.3582
Neighbors 6 (11.3) 5 (9.8) 9 (4.8) 13 (4.4) 5 (3.6) 38 (5.2) 0.0169
Other 41 (77.4) 35 (68.6) 162 (87.1) 232 (77.9) 87 (63.0) 557 (76.7) 0.0128
Stress/anxiety 6 (11.3) 2 (3.9) 21 (11.3) 33 (11.1) 11 (8.0) 73 (10.1) 0.8938
Physical pain 11 (20.8) 9 (17.6) 50 (26.9) 48 (16.1) 18 (13.0) 136 (18.7) 0.0289
Snoring 5 (9.4) 6 (11.8) 17 (9.1) 20 (6.7) 12 (8.7) 60 (8.3) 0.4126

Participants were asked to report their magnitude of sleep disturbance over the last year while at home by selecting one of the following five categories: not 
at all, slightly, moderately, very, or extremely. Participants that indicated at least a slight magnitude of sleep disturbance were asked to identify all sources 
perceived to be contributing to sleep disturbance. aThe Cochran Mantel-Haenszel chi-square test was used to adjust for provinces. bAt least slightly sleep 
disturbed includes participants indicating the slightly, moderately, very or extremely categories. cHighly sleep disturbed includes participants who reported 
the very or extremely categories. The prevalence of reported sleep disturbance was unrelated to wind turbine noise levels. dOf the 757 participants who 
reported at least a slight amount of sleep disturbance, 31 did not know what contributed to their sleep disturbance. Of the remaining 726, at least one source 
was identified. Columns may not add to sample size totals as some participants did not answer questions and/or identified more than one source as the 
cause of their sleep disturbance.

Table 2—Summary of Pittsburgh Sleep Quality Index scores.

Wind Turbine Noise, dB(A)
Overall < 25 25–30 30–35 35–40 40–46

Mean (95% CI) 6.22 (5.32, 7.11) 5.91 (5.05, 6.77) 6.00 (5.51, 6.50) 5.74 (5.33, 6.16) 6.09 (5.55, 6.64) 5.94 (5.72, 6.17)
n (%) score > 5 a 40 (49.4) 45 (48.9) 138 (46.5) 227 (44.4) 106 (46.7) 556 (46.0)

aPittsburgh Sleep Quality Index score above 5 is considered to represent poor sleep. CI, confidence interval.
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5.94 with 95% confidence interval (CI) (5.72, 6.17). The Cron-
bach alpha for the global PSQI was 0.76 (i.e., greater than the 
minimum value of 0.70 in order to validate the score). Table 2 
presents the summary statistics for PSQI as both a continuous 
scale and a binary scale (the proportion of respondents with 
poor sleep; i.e., PSQI above 5) by WTN exposure catego-
ries. Analysis of variance was used to compare the average 
PSQI score across WTN exposure groups (after adjusting for 
provinces). There was no statistical difference observed in 
the mean PSQI scores between groups (P = 0.7497) as well 
as no significant difference between provinces (P = 0.7871) 
(data not shown). Similarly, when modeling the proportion of 
respondents with poor sleep (PSQI > 5) in the logistic regres-
sion model, no statistical differences between WTN exposure 
groups (P = 0.4740) or provinces (P = 0.6997) were observed 
(see supplemental material).

Effects of Personal and Situational Variables on PSQI Scores 
and Actigraphy
A univariate analysis of the personal and situational variables 
in relation to the PSQI scores (logistic regression) and actig-
raphy (GEE) was conducted. The list of variables considered 
was extensive and included, but was not limited to, age, sex, 
income, education, body mass index, caffeine consumption, 
housing features, diagnosed sleep disorders, health condi-
tions, annoyance, household complaints, and personal benefit 
(i.e., rent, payments or other indirect benefits through com-
munity improvements) from having wind turbines in the area. 
The analysis of these and several other variables in relation 
to the endpoints has been made available in the supplemental 
material.

Multiple Logistic Regression Models for PSQI
Table 3 provides a summary of the variables retained in the 
multiple regressions for the PSQI and actigraphy endpoints. A 
detailed description of the statistical results, including the di-
rection of change and the pairwise comparisons made among 
the groups within each variable is available in the supple-
mental material.

Table 4 presents the results from stepwise multiple lo-
gistic regression modeling of the proportion of respondents 
with “poor sleep” (i.e., scores above 5 on the PSQI). The 
final models for the three approaches to stepwise regression 
as listed in the Statistical Methods section produced nearly 
identical results to one another. Therefore, results are only 
presented for the regression method where the variables 
WTN category, province, and personal benefit were forced 
into the model that fit the data well (Hosmer-Lemeshow test, 
P > 0.05). Using stepwise regression, the predictive strength 
of the final model was 37%. There was no observed relation-
ship between the proportion of respondents with poor sleep 
and WTN levels (P = 0.3165).

Participants who had improved sleep quality after closing 
their bedroom window were found to have the same odds of 
poor sleep when compared to those who did not need to close 
their window (P = 0.0565). Participants who stated that closing 
their window did not improve sleep quality had higher odds of 
poor sleep in comparison with both those who had improved 

sleep quality after closing windows and those who did not need 
to close windows (P ≤ 0.0006, in both cases). Unemployed in-
dividuals had higher odds of poor sleep compared with those 
who were employed (OR [95% CI]: 1.55 [1.12, 2.15]).

Long-term sleep disturbance (of any type by any source) 
was included in the study because dose-response relationships 
have been published for this measure in relation to other com-
munity noise sources45 and this endpoint provides a longer 
time reference period than the previous 30 d assessed using 
the PSQI. Those who reported a very or extremely high level 
of sleep disturbance (i.e., percentage highly sleep disturbed) by 
any source while at home had 6 times higher odds of poor sleep 
assessed with the PSQI (OR [95%CI]: 6.28 [3.46, 11.40]) when 
compared to those with no, slight, or moderate reported sleep 
disturbance. Finally, participants suffering from migraines/
headaches, asthma, arthritis and a diagnosed sleep disorder 
(e.g., sleep apnea or insomnia) had higher odds of poor sleep 
when compared to those not suffering from these health and 
chronic conditions.

Sleep Actigraphy
The majority of participants (56%) wore the watch for the full 
7 nights (mean number of days 5.77, SD = 1.85). The frequency 
across the days of the week was equally distributed (data not 
shown). Response rates for the actigraph were equally distrib-
uted across WTN exposure groups (P = 0.5585), although a 
higher proportion of participants were noted in PEI, in com-
parison to ON (P = 0.0008).

Table 5 presents the summary data for each sleep actigraphy 
endpoint analyzed. Although mean values appear stable be-
tween one sleep night to the next within an endpoint, the stan-
dard deviation is observed to fluctuate between sleep nights 
(data not shown). The observed correlations between the PSQI 
and the actigraphy endpoints are presented as supplemental 
material.

Multiple GEE Regression Models for Actigraphy
Multiple regression models for the five sleep actigraphy end-
points were developed. Variables that were associated with 
each endpoint (i.e., significant at the 10% level) are sum-
marized in Table 3. Specific information on these variables, 
including the direction of change, P values, and pairwise com-
parisons has been made available in the supplemental material. 
Table 6 presents the LSM and the P values for the exposure of 
interest, the WTN exposure categories, obtained from the GEE 
regression models for the sleep actigraphy endpoints. Unad-
justed results reflect the base model (including WTN, province, 
day of the week, and the interaction between WTN and day 
of the week) whereas adjusted results come from the multiple 
regression models obtained through the stepwise method and 
take into account factors beyond the base model. The level of 
exposure to WTN was not found to be related to sleep effi-
ciency (P = 0.3932), sleep latency (P = 0.6491), total sleep time 
(P = 0.8002), or the number of awakening bouts (P = 0.3726). 
There was an inconsistent association found between WASO 
and WTN exposure where there was a statistically significant 
reduction in WASO time observed in areas where WTN levels 
were 25–30 dB(A), in comparison with < 25 dB(A) and 40–46 
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Table 3—Variables retained in multiple generalized estimating equations and multiple logistic regression models.

Sleep Efficiency 
(%)

Sleep Latency 
(min)

Total Sleep Time 
(min) WASO (min)

Rate of 
Awakening Bouts 

(per 60 min) PSQI (scores > 5)

Base model

WTN levels ++

Province + +

Demographic variables

Sex ++

BMI group + ++

Age group ++

Marital status +

Employment ++ ++

Smoking status ++

Caffeine consumption ++ +

Education ++ ++

Situational variables

Bedroom location ++

Air conditioning unit in bedroom ++

Bedroom on quiet side +

Bedroom window type +

Sleep improved by closing window ++

Closure of bedroom windows/other a ++

BNTS level ++ ++

Audible rail noise ++

Audible aircraft noise ++

Wind turbine related variables

Complaint about wind turbines +

Personal benefits ++

Annoyance with blinking lights ++ ++

Personal and health related variables

Self-reported sleep disturbance b ++

Sleep disturbed by pain ++ ++

Sleep disturbed by neighbors ++

Sleep disturbed by other c ++

Annoyed by snoring +

Sleep medication d ++

Migraines ++

Dizziness +

Chronic pain +

Asthma ++ ++

Arthritis ++

Diagnosed sleep disorder + ++

Restless leg syndrome ++

A summary of significant variables retained in multiple generalized estimating equations and multiple logistic regression models for objectively measured and self-reported 
sleep endpoints, respectively. The specific direction of change, level of statistical significance, pairwise comparisons between variable groups and full description of the variable 
names is provided in supplemental material. aThe source identified by participants as the cause of closing bedroom windows to reduce noise levels was not road traffic, aircraft, 
rail or wind turbines. bEvaluates the magnitude of reported sleep disturbance at home from not at all to extremely, for any reason over the previous year. cThe source identified by 
participants as contributing to their sleep disturbance was not wind turbines, children, pets or neighbors. dUse of sleep medication was note considered in the multiple regression 
model for PSQI since it is one of the seven components that make up the global PSQI score. +, ++ denotes statistically significant, P < 0.10, P < 0.05, respectively. BMI, body 
mass index; BNTS, background nighttime sound level; PSQI, Pittsburgh Sleep Quality Index; WTN, wind turbine noise.
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dB(A) WTN categories. This was because of a higher mean 
WASO time among participants from PEI living in areas where 
WTN levels were less than 25 dB(A) (data not shown).

DISCUSSION
The effects on health and well-being associated with accumu-
lated sleep debt have been well documented.1–5,57 The sound 
pressure levels from wind turbines can exceed the WHO rec-
ommended annual average nighttime limit of 40 dB(A) for pre-
venting health effects from noise-induced sleep disturbance.11 
The calculated outdoor A-weighted WTN levels in this study 
reached a maximum of 46 dB(A), with 19% of dwellings found 
to exceed 40 dB(A). Within an uncertainty of approximately 
4 dB(A), the calculated A-weighted levels in the current study 
can be compared to the WHO outdoor nighttime annual av-
erage threshold of 40 dB(A).11,58 With the average façade at-
tenuation with windows completely opened of 14 ± 2 dB(A),58 
the average bedroom level at the highest façade level, 46 dB(A), 

will be 32 ± 2 dB(A), which is close to the 30 dB(A) indoor 
threshold in the WHO’s Guidelines for Community Noise.10 
Considering the uncertainty in the calculation model and input 
data, only dwellings in the highest WTN category are expected 
to have indoor levels above 30 dB(A) and thus sensitivity to 
sleep disturbance. However, with windows closed, indoor out-
door level difference is approximately 26 dB, which should 
result in an indoor level around 20 dB(A) in the current study.

Factors including, but not limited to, medication use, other 
health effects (including sleep disorders), caffeine consump-
tion, and annoyance with blinking lights on wind turbines 
were found to statistically influence reported and/or acti-
graphically measured sleep outcomes. However, there was no 
evidence for any form of sleep disturbance found in relation 
to WTN levels. Studies published to date have been incon-
sistent in terms of self-reported evidence that WTN disrupts 
sleep,59,60 and none of these studies assessed sleep using an 
objectively measured method. These inconsistent findings are 

Table 4—Multiple logistic regression model for Pittsburgh Sleep Quality Index.

Variable Groups in Variable b

Model: WTN, Province, and Personal Benefit Forced in
PSQI a

OR (CI) dP value c

(n = 933, R2 = 37%, H-L P = 0.9252) h

WTN, dB(A)e 0.3165 0.93 (0.80, 1.07)

Province PEI/ON 0.0810 1.46 (0.95, 2.25)

Personal benefit No/Yes 0.0499 1.82 (1.00, 3.30)

Sleep improved by closing 
window (overall P value 
< 0.0001)

Yes 0.0565 1.41 (0.99, 2.00)
No < 0.0001 8.48 (3.11, 23.14)

Did not need to close windows Reference

Employment No/Yes 0.0085 1.55 (1.12, 2.15)

Audible rail noise No/Yes 0.0380 1.56 (1.03, 2.37)

Reported cause for sleep disturbance
Otherf Yes/No < 0.0001 2.55 (1.86, 3.48)

Self-reported sleep disturbanceg High/Low < 0.0001 6.28 (3.46, 11.40)

Annoyed by snoring High/Low 0.0693 2.16 (0.94, 4.94)

Migraines Yes/No 0.0062 1.76 (1.17, 2.64)

Dizziness Yes/No 0.0696 1.46 (0.97, 2.20)

Chronic pain Yes/No 0.0754 1.47 (0.96, 2.25)

Asthma Yes/No 0.0166 2.01 (1.14, 3.56)

Arthritis Yes/No 0.0497 1.45 (1.00, 2.10)

Diagnosed sleep disorder Yes/No 0.0001 2.99 (1.71, 5.23)

aThe logistic regression is modeling the probability of having a PSQI score above 5. bWhere a reference group is not specified it is taken to be the last 
group. cP value significance is relative to the reference group. dOR (CI) odds ratio and 95% confidence interval based on logistic regression model. eThe 
exposure variable, WTN level, is treated as a continuous scale in the logistic regression model. fThe source identified by participants as the cause of closing 
bedroom windows to reduce noise levels was not road traffic, aircraft, rail or wind turbines. gEvaluates the magnitude of reported sleep disturbance at home 
from not at all to extremely for any reason over the previous year. hH-L P > 0.05 indicates a good fit. CI, confidence interval; H-L, Hosmer-Lemeshow test; 
ON, Ontario; OR, odds ratio; PEI, Prince Edward Island; PSQI, Pittsburgh Sleep Quality Index; WTN, wind turbine noise.
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not entirely surprising considering that sleep disturbance re-
ported as a result of transportation noise exposure occurs at 
sound pressure levels that exceed WTN levels calculated in the 

current study.27,28,45 Study results concur with those of Bakker 
et al.,21 with outdoor WTN levels up to 54 dB(A), wherein 
it was concluded that there was no association between the 

Table 5—Summary of Actiwatch2® data.

n (weekday, weekend)

Wind Turbine Noise, dB(A)
< 25 25–30 30–35 35–40 40–46

(198, 78) (200, 68) (705, 273) (1114, 420) (526, 190)

Sleep Actigraphy Endpoint Sleep Night Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)
Sleep latency, min Weekday 14.53 (23.31) 13.89 (23.08) 13.02 (26.14) 13.01 (23.05) 13.01 (22.83)

Weekend 22.85 (37.01) 10.02 (15.86) 13.23 (22.47) 15.36 (36.13) 12.94 (26.96)

Sleep efficiency, % Weekday 84.69 (6.59) 85.64 (7.84) 84.92 (7.56) 85.24 (7.83) 85.01 (7.03)
Weekend 83.62 (7.93) 87.73 (5.46) 84.37 (8.39) 85.01 (7.96) 84.28 (8.47)

WASO, min Weekday 58.58 (29.45) 50.43 (34.80) 54.99 (31.63) 52.63 (30.14) 55.50 (34.19)
Weekend 60.49 (37.14) 48.57 (27.00) 58.28 (38.69) 54.11 (35.56) 56.60 (37.53)

Total sleep time, min Weekday 455.24 (160.65) 447.70 (165.62) 448.88 (169.37) 445.76 (166.52) 448.38 (179.82)
Weekend 468.12 (163.83) 462.21 (139.61) 457.15 (167.15) 448.63 (155.09) 442.85 (174.23)

Number of awakening bouts, 
count

Weekday 24.41 (9.49) 22.04 (10.04) 25.05 (13.53) 23.56 (9.86) 24.01 (9.81)
Weekend 24.89 (10.00) 22.09 (8.76) 26.09 (13.01) 24.60 (10.54) 24.35 (10.22)

Time in bed, min Weekday 536.05 (173.73) 521.39 (176.46) 526.53 (180.77) 520.55 (173.97) 524.48 (187.30)
Weekend 559.85 (184.18) 526.99 (154.00) 540.13 (179.72) 527.18 (166.46) 522.57 (176.14)

Rate of awakening bouts per 
60 min in bed

Weekday 2.83 (1.00) 2.64 (1.12) 2.94 (1.27) 2.82 (1.08) 2.89 (1.09)
Weekend 2.77 (1.06) 2.60 (1.06) 2.97 (1.18) 2.87 (1.08) 2.93 (1.14)

SD, standard deviation; WASO, wake after sleep onset.

Table 6—Generalized estimating equations regression models for sleep actigraphy endpoints.

n
Sleep Efficiency, % Sleep Latency, min Total Sleep Time,d min WASO, min

Number of Awakening 
Bouts during Sleep

618 526 619 647 626
Sleep nights c 3,561 3,017 3,552 3,728 3,595
P value unadjusted a 0.2420 0.9051 0.7222 0.0655 0.2460
P value adjusted b 0.3932 0.6491 0.8002 0.0056 0.3726
Unadjusted a WTN, dB(A) LSM (95% CI) e LSM (95% CI) e LSM (95% CI) e LSM (95% CI) e LSM (95% CI) e

< 25 84.71 (83.25, 86.17) 16.34 (11.40, 21.28) 458.00 (428.08, 487.93) 58.83 (52.78, 64.87) 24.26 (22.28, 26.25)
25–30 86.49 (85.12, 87.87) 12.34 (8.88, 15.80) 462.68 (427.47, 497.90) 49.11 (43.72, 54.50) 21.08 (19.14, 23.02)
30–35 84.82 (83.86, 85.78) 12.51 (10.54, 14.49) 464.00 (441.44, 486.57) 55.39 (52.04, 58.74) 24.57 (23.01, 26.14)
35–40 85.33 (84.60, 86.05) 13.02 (11.39, 14.65) 449.10 (433.95, 464.24) 53.08 (50.35, 55.80) 23.37 (22.40, 24.35)
40–46 85.01 (84.05, 85.98) 12.64 (10.50, 14.78) 445.78 (426.60, 464.96) 55.46 (51.45, 59.47) 23.84 (22.55, 25.13)

Adjusted b WTN, dB(A) LSM (95% CI) e LSM (95% CI) e LSM (95% CI) e LSM (95% CI) e LSM (95% CI) e

< 25 85.62 (83.97, 87.28) 15.08 (10.03, 20.13) 462.41 (407.97, 516.84) 62.00 (55.14, 68.85) 23.19 (20.58, 25.79)
25–30 87.28 (85.55, 89.01) 10.88 (6.45, 15.32) 453.43 (401.10, 505.76) 51.67 (44.14, 59.20) 20.57 (17.87, 23.26)
30–35 85.82 (84.52, 87.13) 9.95 (7.02, 12.87) 455.22 (406.72, 503.72) 56.11 (50.81, 61.42) 24.00 (21.26, 26.75)
35–40 85.97 (84.86, 87.08) 10.71 (7.88, 13.54) 466.12 (416.21, 516.02) 57.80 (52.36, 63.24) 22.56 (20.57, 24.56)
40–46 86.16 (84.84, 87.48) 10.92 (7.01, 14.82) 472.95 (422.09, 523.81) 62.06 (55.64, 68.48) 22.85 (20.68, 25.02)

aThe base model for the multiple generalized estimating equations (GEE) regression models for all endpoints included wind turbine noise (WTN) exposure 
groups, province, day of the week, and the interaction between WTN groups and day of the week. bA complete list of the other variables included in each 
multiple GEE regression model based on the stepwise methodology is presented in Table 3. cSample size for the adjusted GEE regression models. dThe 
base model for total sleep time includes the interaction between WTN groups and province. eLSM, least squares means, for each group after adjusting for 
all other variables in the multiple GEE regression model and corresponding 95% confidence interval (CI). P values for both the adjusted and unadjusted 
models are based on the transformed variable in order to satisfy model assumptions of normality and constant variance.
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levels of WTN and sleep disturbance when noise annoyance 
was taken into account.

The current study employed a wide range of self-reported 
and objectively measured endpoints related to sleep to provide 
a comprehensive assessment of the potential effects that WTN 
exposure may have on sleep. Self-reported diagnosed sleep 
disorders37 and self-reported highly sleep disturbed for any 
reason were factors found to be unrelated to WTN exposure. 
Furthermore, taking medication at least once per week was 
more commonly reported among participants living in areas 
where WTN levels were below 30 dB(A). Scores on the PSQI, 
either analyzed as a proportion above 5, or as a mean score, 
were also unrelated to WTN level. Actigraphy-measured sleep 
latency, sleep efficiency, the rate of awakening bouts, and total 
sleep time were all found to be unrelated to WTN exposure. 
The only statistically significant finding found between WTN 
level and actigraphy was a reduced wake time after sleep onset 
among participants living in areas where WTN levels were 
25–30 dB(A) and this was because of a higher WASO time at 
the lowest WTN category among PEI participants. The results 
of the current study do not support conclusions that exposure 
to WTN up to 46 dB(A) has any statistically significant effect 
on self-reported or objectively measured sleep. However, an-
noyance with blinking lights on wind turbines (used as aircraft 
warning signals) may be related to a higher rate of awakening 
bouts and reduced total sleep time.

This study has some important limitations. Objective mea-
sures of sleep were assessed for up to 7 d, whereas the PSQI 
and the reported highly sleep disturbed outcomes represent 
time periods of 30 d and 1 y, respectively. The concern is that 
7 d of actigraphy may not represent long-term average sleep 
patterns. However, the selected time frame for actigraphy 
measures is typical, and supported in the literature and consid-
ered more than adequate for evaluating sleep in a nonclinical 
study sample.30,61 If there were situational factors (e.g. an ill 
child) that made sleep worse in the actigraphy-assessed week, 
it would not be expected to bias against the effect of wind tur-
bines on sleep, and in fact, would overstate the effect of recent 
situational events as compared to the long-term theoretical 
concern about WTN-induced sleep disturbance. As previously 
discussed, the analysis of actigraphy results was based on 
nightly average sleep patterns in relation to long-term WTN 
levels. Although WTN calculations would be expected to pro-
duce the highest sound pressure levels at the dwelling, they 
do not take into consideration the influence that night-to-night 
variations in outdoor WTN levels may have had on actigraphy 
results. Similarly, an analysis based on long-term average 
sound level does not fully account for transient deviations 
in WTN levels that could potentially interfere with sleep. An 
analysis based on a time-matched comparison between opera-
tional turbine data and actigraphy would permit a more refined 
assessment of the possible effect that night-to-night variations 
in WTN levels may have on sleep. These limitations extend to 
the fact that fluctuations in indoor sound levels during sleep 
remain unknown.

The possibility that wind turbine operators may have inten-
tionally altered the output of their turbines in order to reduce 
potential WTN effects on sleep has been one of the concerns 

raised during the external peer review of this paper. When the 
Community Noise and Health Study was originally announced 
several months preceding data collection the study locations 
were unknown. Although awareness of the precise study lo-
cations would have become greater as data collection com-
menced, the deployment of the sleep watches took place over 
several months among a subsample of participants across the 
entire study sample. Furthermore, the reference period time for 
self-reported sleep disturbance was over the previous year and 
previous 30 d (PSQI). Finally, the subsets of sound power mea-
surements were consistent with manufacturer-supplied data. 
In the authors’ opinion, there is no evidence to suggest that 
wind turbine operators intentionally altered the output of their 
turbines to minimize potential effects on sleep at any point 
in the study.

CONCLUSIONS
The potential association between WTN levels and sleep 
quality was assessed over the previous 30 d using the PSQI, 
the previous year using percentage highly sleep disturbed, to-
gether with an assessment of diagnosed sleep disorders. These 
self-reported measures were considered in addition to several 
objective measures including total sleep time, sleep onset la-
tency, awakenings, and sleep efficiency. In all cases, in the final 
analysis there was no consistent pattern observed between any 
of the self-reported or actigraphy-measured endpoints and 
WTN levels up to 46 dB(A). Given the lack of an associa-
tion between WTN levels and sleep, it should be considered 
that the study design may not have been sensitive enough to 
reveal effects on sleep. However, in the current study it was 
demonstrated that the factors that influence sleep quality (e.g. 
age, body mass index, caffeine, health conditions) were re-
lated to one or more self-reported and objective measures of 
sleep. This demonstrated sensitivity, together with the obser-
vation that there was consistency between multiple measures 
of self-reported sleep disturbance and among some of the self-
reported and actigraphy measures, lends strength to the robust-
ness of the conclusion that WTN levels up to 46 dB(A) had no 
statistically significant effect on any measure of sleep quality.

The WHO’s11 health-based limit for protecting against sleep 
disturbance is an annual average outdoor level of 40 dB(A). 
This level was exceeded in 19% of the cases, but by no more 
than 6 dB(A) and as such represents a limit to detecting a po-
tential effect on sleep. It is therefore important to acknowledge 
that no inferences can be drawn from the current results to 
areas where WTN levels exceed 46 dB(A). Likewise, assuming 
a baseline prevalence of 10%, the study was designed so that 
the statistical power would be sufficient to detect at least a 7% 
difference in the prevalence of self-reported sleep disturbance. 
A larger sample size would be required to detect smaller dif-
ferences. The statistical power of a study design is a limitation 
that applies to all epidemiological studies.

Although it may be tempting to generalize the current study 
findings to other areas, this would have required random selec-
tion of study locations from all communities living near wind 
turbines in Canada. Despite the fact that participants in the 
study were randomly selected, the locations were not and for 
this reason the level of confidence one has in generalizing the 
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results to other areas can only be based on a certain level of 
scientific judgment regarding the level of exposure and the 
similarity between the current study sample and others. De-
spite limitations in generalizing the results of this analysis 
beyond the study sample, the current study is the largest and 
most comprehensive analysis of both self-reported and objec-
tively measured sleep disturbance in relation to WTN levels 
published to date.
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What is noise? 
 Any disturbing, harmful, or unwanted sound.
 The most common hazard in the workplace or during training.
 The primary cause of hearing loss in the Army.

What are the different types of noise?
	Noise can be continuous, or steady.

Examples include power tools, vehicles and aircraft.
	Noise can also be impulsive.

Examples include explosions, weapons fire
and certain metal-forming machinery.

Will noise toughen your ears?
No! Noise destroys your ability to hear and to understand speech.
Military veterans are four times more likely to have hearing loss than non-veterans.
Hearing loss and tinnitus (ringing in the ears) are the top two service connected

disabilities for military veterans.

When and where can noise impair your hearing? 
	During any weapon firing.
	Noise can damage your hearing at work, at home and during recreational activities.
	If you have to raise your voice to be heard, the noise is considered hazardous.
	Noise in combination with some chemical exposures can increase hearing damage,

for example, toluene, lead, carbon monoxide, etc.

NOISE AND HEARING LOSS

2    Readiness through Hearing Loss Prevention July 2014
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OUTER EAR
The outer ear directs sound waves into the ear canal to the eardrum.  
The eardrum vibrates and sets into motion part of the middle ear.

MIDDLE EAR
The middle ear contains the three smallest 
bones in your body—the hammer, anvil and 
stirrup. These bones vibrate and pass the 
sound waves into the inner ear.

HOW THE EAR WORKS

hammer

hammer anvil
stirrup

hearing nerve

cochlea

ear drumear canal

stirrup

anvil

OUTER
EAR

MIDDLE
EAR

INNER
EAR

4    Readiness through Hearing Loss Prevention

Your ear is divided into three parts.
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INNER EAR 
The inner ear contains fluid which moves because 
of the sound waves. Thousands of tiny hair cells 
respond to the vibrations in the fluid by passing 
information along the hearing nerve to the brain. 

hair cells 

0 

HEALTHY HAIR CELLS DAMAGED HAIR CELLS 

Damage to your hair cells caused by intense noise could be seen as hearing loss on 
your next audiogram when your hearing is checked. 

Hearing problems in the outer and middle ears are usually medically treatable. 
However, there is no proven cure for inner ear hearing loss caused by the noise. 

Noise does not have to cause pain or bleeding to do damage. 

CAUTION 

HIGH INTENSITY NOISE 
HEARING PROTECTION 

REQUIRED 
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Earplugs and noise muffs are available at no charge to everyone who works in noise.

Make-shift protectors, such as cigarette filters, cotton or bullet casings do not protect 
you and they are not hygienic.

EARPLUGS
Preformed earplugs come in various types and sizes and need to be fitted by a medically-
trained person. This type of hearing protection should be issued with a carrying case, the 
top lid of which serves as a inserting device for several types of earplugs.

HEARING PROTECTORS

Triple-Flange earplugs 
are available in small, 
medium and large sizes.

Quad-Flange earplugs are 
available in one size fits 
many; however, its stem is 
too wide for use with the 
earplug inserting device.

Combat Arms Earplugs (CAE) are in their third 
generation. The current generation of CAE’s come 
in earth tone colors and three different sizes with 
a toggle switch. The closed position protects from 
continuous and impulse noise, while the open  
position only protects from impulse noise but  
allows some softer sounds to be audible.

Earplug Inserting 
Device (Top) and 
Carrying Case

6    Readiness through Hearing Loss Prevention

Sound-Guard foam 
earplug (two-color)
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Foam earplugs come in small, medium and large and are semi-disposable. 

For a proper fit: 

✓ Roll and compress the plug into a very thin cylinder ensuring there are no wrinkles 
that may allow sound to get through. 

✓ While compressed, quickly insert the plug well into the ear canal. 

✓ Gently hold the plug in place until it expands to fill the entire ear canal. 

Remember: 

✓ Your voice will sound muffled or low-toned or muffled, as if in a barrel, when your 
earplugs are properly inserted. 

✓ Adjusting to wearing earplugs may take a little time. 

✓ You can be refitted with a different size and type. 

✓ If using preformed earplugs such as triple or quad flanged, keep the earplugs clean 
with soap and water and use them only when dry. 

NOISE MUFFS 
When properly fitted, noise muffs form a seal around your ears. For proper maintenance, 
replace hardened or tom earcup seals and degraded acoustic foam padding. 

REMEMBER, THE BEST HEARING 
PROTECTOR IS THE ONE THAT IS WORN! 

7 ;::,,, Readiness thraugh Hearing Loss Prevention July 2014 



✓ All personnel who work in noise-hazardous areas need an annual hearing check. 

✓ The first test serves as the reference (baseline) from which any future change or shift 
in your hearing is measured. 

✓ You will be notified when your annual hearing check is due. At that time, your 
hearing protective devices need to be checked and, if necessary, replaced. 

✓ An audiogram reflects the softest tones you are able to hear at low, middle and high 
frequencies. (See page 9.) 

✓ When loud noise makes your hearing worse, damage usually occurs first in the 
higher frequencies. Then nearby frequencies are affected. 

8 -'be Readiness through Hearing Loss Prevention July2014 
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READINESS AND HEARING LOSS 

Why is protecting your hearing so important? 
✓ Hearing loss caused by loud noise becomes permanent and is not medically treatable. 

✓ Impaired hearing can cause serious or fatal mistakes at work or in training and 
combat situations. 

✓ Good hearing is critical to the success of the mission, both in offensive and 
defensive operations. 

Offensive & Defensive Operations 
✓ Localizing snipers 

✓ Locating patrol members 

✓ Determining the position, number and type of friendly or enemy vehicles 

✓ Determining types of booby traps 

✓ Hearing the activation of perimeter alarms 

✓ Hearing enemy movement through leaves, grass and twigs 

✓ Determining enemy locations from the sounds of wildlife, loading of cartridges, safety 
locks and clipped barbed wire 

✓ Aiding in small arms accuracy and weapons identification 

✓ Hearing radio messages and verbal orders 

Remember: 
✓ Early signs of hearing loss include ringing in the ears and speech sounds that are muffled. 

✓ Speech and other sounds have to be louder to be heard or understood. 

10 ..,. Readiness through Hearing Loss Prevention July2014 



What does a Soldier with a high frequency hearing loss 
miss in terms of readiness?

High-pitched combat sounds!

11    Readiness through Hearing Loss Prevention

MOST NOISE-INDUCED HEARING LOSS 
OCCURS DURING TRAINING
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 Each year you must receive additional training and information concerning your
installation’s hearing conservation program.

 You also have certain responsibilities as a participant in the hearing conservation
program.

1. Wear your hearing protection when in hazardous noise.
2. Report for all scheduled hearing checks, including follow ups, if required.
3. Attend an annual health education briefing.
4. Maintain the engineering noise controls that are in place for your safety.

 Know your rights as a participant in the hearing conservation program.
1. You have the right to copy or access your hearing records.
2. You have the freedom to choose the type of hearing protective equipment you

wish to wear, unless a medical reason limits your choice.
3. You have the right to copy or access the noise exposure data pertinent to your

work site or duties.
4. You have the right to make suggestions that might lead to quieter equipment

or less noise exposure for individuals you work with.

HEALTH EDUCATION

12    Readiness through Hearing Loss Prevention

U.S. Army Public Health Command
Army Hearing Program

5158 Blackhawk Road (Bldg E1570)
Aberdeen Proving Ground, MD 21010-5403

Phone: DSN 584-3797 or Commercial (410) 436-3797
Fax: DSN 584-1325 or Commercial (410) 436-1325

E-mail: Usarmy.apg.medcom-phc.mbx.army.hearing-program@mail.mil
Internet: http://phc.amedd.army.mil

**The mention of any non-federal entity or its products shall not be construed or interpreted,
in any manner, as federal endorsement of that non-federal entity or itsproducts.
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Summary 

Insomnia disorder comprises symptoms during night and day that strongly affect 

quality of life and wellbeing. Prolonged sleep latency, difficulties to maintain sleep 

and early morning wakening characterize sleep complaints, whereas fatigue, reduced 

attention, impaired cognitive functioning, irritability, anxiety and low mood are key 

daytime impairments. Insomnia disorder is well acknowledged in all relevant diagnos

tic systems: Diagnostic and Statistical Manual of the American Psychiatric Associa

tion, 5th revision, International Classification of Sleep Disorders, 3rd version, and 

International Classification of Diseases, 11th revision. Insomnia disorder as a chronic 

condition is frequent (up to 10% of the adult population, with a preponderance of 

females), and signifies an important and independent risk factor for physical and, 

especially, mental health. Insomnia disorder diagnosis primarily rests on self-report. 

Objective measures like actigraphy or polysomnography are not (yet) part of the rou

tine diagnostic canon, but play an important role in research. Disease concepts of 

insomnia range from cognitive-behavioural models to (epi-) genetics and psycho

neurobiological approaches. The latter is derived from knowledge about basic sleep

wake regulation and encompass theories like rapid eye movement sleep instability/ 

restless rapid eye movement sleep. Cognitive-behavioural models of insomnia led to 

the conceptualization of cognitive-behavioural therapy for insomnia, which is now 

considered as first-line treatment for insomnia worldwide. Future research strategies 

will indude the combination of experimental paradigms with neuroimaging and may 

benefit from more attention to dysfunctional overnight alleviation of distress in 

insomnia. W ith respect to therapy, cognitive-behavioural therapy for insomnia merits 

widespread implementation, and digital cognitive-behavioural therapy may assist 

delivery along treatment guidelines. However, given the still considerable proportion 

of patients responding insufficiently to cognitive-behavioural therapy for insomnia, 

fundamental studies are highly necessary to better understand the brain and behav

ioural mechanisms underlying insomnia. Mediators and moderators of treatment 

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, 
provided the original work is properly cited. 
Cl 2022 The Authors. Journal of Sleep Research pubished by John Wiley & Sons Ltd on behalf of European Sleep Research Society. 
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response/non-response and the associated development of tailored and novel inter

ventions also require investigation. Recent studies suggest that treatment of insom

nia may prove to add significantly as a preventive strategy to combat the global 

burden of mental disorders. 

KEYWOR D S 

anxiety, CBT-1, depression, insomnia, insomnia models, prevention, treatment guidelines 

1 I DEFINITION AND DIAGNOSIS OF 
INSOMNIA DISORDER (ID)-DSM- 5, ICSD-3, 
ICD-11 

In the last SO years all medical diagnostic classification systems have 

included ID. DSM (Diagnostic and Statistical Manual of the American 

Psychiatric Association) in its previous versions DSM-111-R/DSM-IV 

(American Psychiatric Association, 1987, 1998) suggested a distinc

tion between primary and secondary insomnias, whereas DSM-5 

(American Psychiatric Association, 2013) heralded a paradigmatic 

change by establishing ID as an overarching diagnostic category, elimi

nating artificial distinctions. The ICSD (International Classification of 

Sleep Disorders) in its third version (American Academy of Sleep 

Medicine, 2014) confirmed this new nosology (see Table 1; diagnostic 

criteria for chronic ID according to ICSD-3). 

The ICD-1O 0ntemational Classification of Diseases, 10th edition; 

World Health Organization, 1993) distinguished between organic and 

non-organic sleep disorders; however, ICD-11 will follow the avenue 

paved by DSM-5 and ICSD-3 (World Health Organization, 2019). When 

analysing the "new'' criteria for ID all systems list both night-time and 

daytime symptoms and, notably, the symptom of non-restorative sleep 

was dropped from the criteria due to lack of specificity. 

Abandoning the distinction between primary/secondary insomnia 

constituted a major advance in acknowledging that insomnia fre

quently is not just a symptom of any other somatic or mental disorder, 

but constitutes an independent disorder, deserving specific consider

ation in clinical practice. It is important to note that insomnia probably 

more frequently occurs as a co-morbid condition together with 

somatic and mental disorders, than it does occur in its isolated form. 

DSM-5, ICSD-3 and ICD-11 pay respect to this by explicitly allowing 

co-morbidity. Furthermore, it turned out that cognitive-behavioural 

treatment for insomnia (CBT-1) not only has decisive effects on sleep/ 

insomnia complaints, but also positively influences somatic/mental 

co-morbidities and quality of life. At present, evidence is accumulating 

that insomnia treatment with CBT-1 may even have surplus benefits 

with respect to general treatment and prevention especially of mental 

disorders (Benz et al., 2020; Cheng et al., 2019; Hertenstein 

et al., 2022; Irwin et al., 2022; Leerssen et al., 2021). 

Nevertheless, ID as a "one size fits air' category is seen critical by 

many working in the field. There is still a lively and ongoing discussion 

about different insomnia phenotypes, for example focussing on the 

main nocturnal complaint, that is, insomnia with or without "objec

tive" short sleep (Ygontzas et al., 2013), or sleep-onset insomnia 

versus sleep-maintenance insomnia (Pillai et al., 2015). Indeed, the 

profile of dominant sleep complaints matters for the risk of develop

ing first-onset major depressive disorder (Blanken et al., 2020). How

ever, subtyping based on sleep characteristics may not be that robust, 

even across 2 nights (Johann et al., 2017), let alone across months or 

years (Edinger et al., 2011). Apparently, insomnia complaints change 

over time. More robust insomnia subtypes surfaced by multivariate 

profiling of personality features rather than sleep features (Blanken, 

Benjamins et al., 2019). 

As it would be beyond the scope of this article to comprehen

sively describe the diagnostic and differential diagnostic procedure for 

insomnia, the interested reader is referred to Riemann et al. (2022) 

and other textbooks (Sateia & Buysse, 2010). Some important issues 

TABLE 1 Diagnostic criteria for chronic ID according to ICSD-3 
(AASM, 2014) 

A The patient reports, or the patient's parent or caregiver observes, 
one or more of the fol lowing: 
1. Difficulty initiating sleep. 
2. Difficulty maintaining sleep. 
3. Waking up earlier than desired. 
4. Resistance to going to bed on appropriate schedule. 
5. Difficulty sleeping without parent or caregiver intervention. 

B. The patient reports, or the patient's parent or caregiver observes, 
one or more of the follo.ving related to the night-time sleep 
difficulty: 
1. Fatigue/malaise. 
2. Attention, concentration or memory impairment. 
3. Impaired social, family, occupational or academic performance. 
4. Mood disturbance/irritability. 
5. Daytime sleepiness. 
6. Behavioural problems (e.g. hyperactivity, impulsivity, 

aggression). 

7. Reduced motivation/energy/initiative. 
8. Proneness for errors/ accidents. 
9. Concerns about or dissatisfaction with sleep. 

C. The reported sleep/wake complaints cannot be explained purely 
by inadequate opportunity (i.e. enough time is allotted for sleep) or 
inadequate circumstances (i.e. the environment is safe, dark. quiet 
and comfortable) for sleep. 

D. The sleep disturbance and associated daytime symptoms occur at 
least three times per week. 

E. The sleep disturbance and associated daytime symptoms have 
been present for at least 3 months. 

F. The sleep/wake difficulty is not better explained by another sleep 

disorder. 

Abbreviation: ICSD-3, International Classification of Sleep Disorders, 3rd 
version. 
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concerning diagnostic procedures, however, should be highlighted 

here. The use of sleep diaries constitutes an integral part of insomnia 

assessment for both research and/or clinical purposes (e.g. consensus 

sleep diary by Carney et al., 2012). Sleep diaries are easy to apply and 

to evaluate. Sleep diaries focus on the experience of sleep and can be 

reviewed by the clinician as they are presented, but the inherent 

information can also be used to create highly informative graphical 

displays of sleep and bedtimes (Figure 1). 

Beyond sleep diaries, other insomnia-specific questionnaires like 

the Insomnia Severity Index (Bastien et al., 2001) or the Sleep Condi

tion Indicator (Espie et al., 2014) should be used. 

For both clinical and fundamental research, it is favourable to take 

note of the recommendations for a standard research assessment of 

insomnia (Buysse et al., 2006). Several paradigms were developed to 

elucidate specific aspects of insomnia, for example, the attentional 

bias paradigm (Espie et al., 2006; Harris et al., 2015). This paradigm 

suggests that patients with chronic insomnia have developed a bias in 

their perception and processing of stimuli related to insomnia. Other 

highly promising paradigms investigate failing overnight amelioration 

of distress, which seems key to persistence of hyperarousal (Wassing 

et al., 2016; Wassing, Benjamins et al., 2019; Wassing, Lakbila-Kamal, 

et al., 2019; Wassing, Schalkwijk, et al., 2019). At present, not yet 

being ready for standard clinical practice, it is conceivable that these 

paradigms might be used in the future to measure responsiveness to 

CBT-I, also in combination with neuroimaging methods. 

As the diagnosis of insomnia is solely based on subjective com

plaints and their measurement, it remains a matter of long-standing 

debate what the role of technical methods like actigraphy or poly

somnography (PSG) might be. It is a highly controversial issue as to 

whether PSG should be part of the diagnostic process. Doubtlessly 

PSG helps to unravel suspected occult pathology of sleep, that is, peri

odic limb movements during sleep (periodic limb movement disorder) 

or sleep apnea (obstructive sleep apnea syndrome). US guidelines 

clearly deny the usefulness of PSG to diagnose insomnia (Kushida 

et al., 2005), whereas guidelines of the German and the European 

Sleep Research Society (Riemann, Baum, et al., 2017; Riemann, 

Baglioni, et al., 2017) suggest that PSG be used for patients with 

therapy-refractory insomnia who have not responded to a previous 

adequate "dose" of pharrnaco- or psychotherapy. 

The frequently described discrepancy between subjective 

(i.e. data from sleep diaries) and objective data (PSG) called paradoxi

cal insomnia or sleep state misperception is seen as a major clinical 

and scientific challenge. PSG contrasted with subjective data does not 

reveal as pronounced disturbances of sleep as indicated by subjective 

data (Feige et al., 2008). A PSG meta-analysis revealed mean total 

sleep time differences between insomnia and good sleepers of about 

25 min, whereas subjective estimates demonstrated an almost 2-hr 

difference (Baglioni, Regen, et al., 2014; Baglioni, Spiegelhalder, 

et al., 2014). Traditional PSG reveals only a glimpse of the brain activ

ity during sleep. Advanced analyses have commenced to reveal elec

troencephalogram (EEG) correlates of subjective wakefulness during 

sleep, like simultaneous wake-like and sleep-like brain activity in peo

ple with insomnia (Christensen et al., 2019; Stephan et al., 2021). 

Furthermore, classification of individual insomnia patients based on 

their PSG and EEG power-spectral variables can distinguish between 

those with objective short sleep and those with sleep state mis

perception (Kao et al., 2021). Accordingly, the "misperception'' may in 

fact be "mismeasurement'': an inappropriate use or interpretation of 

traditional PSG features by clinicians, rather than inappropriate inter

pretation of subjective experiences by people with insomnia. It is 

important to bear in mind that these same challenges apply to mental 

disorders in general. There is no objective ''test'' for depression, anxi

ety or psychosis. The validation of any such tests needs to apply self

report coupled with clinical judgement as the "gold-standard." 

Vgontzas and colleagues have postulated that the long-term 

health consequences of insomnia may be related specifically to objec

tive short sleep duration of less than 6 hr (Vgontzas et al., 2013). 

However, patients with short sleep insomnia during one night do not 

fulfil that criteria on another night, and an increased risk of hyperten

sion in short sleeping insomnia could not be replicated (Johann 

et al., 2017). Also, the hypothesis that the presence of objectively 

documented short sleep may be of relevance for the choice of therapy 

(Riemann et al., 2011), that is, pharmacotherapy for insomnia patients 

with objective short sleep duration versus psychotherapy for insomnia 

patients with objective normal sleep duration, has yet to be resolved 

and deserves further consideration (Vgontzas et al., 2013). More 

details will be provided in the aetiology/pathophysiology section. 

Figure 2 gives some examples of PSG determined sleep profiles of a 

good sleeper and two patients with ID. 

2 I EPIDEMIOLOGY OF INSOMNIA AND 
INSOMNIA AS A RISK FACTO R FO R OTHER 
DISORDERS 

Insomnia more frequently afflicts females than males (60% versus 

40%), and its prevalence increases with age (for an overview, see 

Ohayon, 2002). The European Academy for CBT-I has summarized 

prevalence data for ID across some European countries (Baglioni 

et al., 2020), varying strongly from country to country. Data for 

Germany indicate a prevalence of 5.7%, whereas French surveys indi

cate figures up to 20%. On average, approximately 10% of the adult 

European population suffer from chronic insomnia. The heterogenous 

data clearly stress the need for the prospective collection of 

pan-European samples with state-of-the-art methods to obtain the 

full picture for planning of insomnia healthcare services. 

The costs of insomnia for the individual and society are stagger

ing: it was demonstrated that insomnia conveys increased risks for 

cardiovascular diseases (Li et al., 2014), obesity and diabetes 

(Anothaisintawee et al., 2016; Chan et al., 2018), depression (Baglioni 

et al., 2011; Hertenstein et al., 2019), anxiety (Hertenstein 

et al., 2019) and suicide (Pigeon et al., 2012). Wickwire (2019) 

reported that untreated insomnia leads to increased all-cause 

healthcare utilization based on a randomly selected and nationally 

representative sample from the USA. Data from Norway indicate that 

insomnia strongly predicts sick leave and disability pension (Overland 
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FIGURE 1 Sleep diary data from different patients with insomnia. (a) An insomnia patient who shows an increased sleep-onset latency. (b) A 
patient with insomnia experiencing difficulty in maintaining sleep. (c) A patient with mixed insomnia showing difficulty in both sleep onset and 

sleep maintenance 
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FIGURE 2 Polysomnographic (PSG) profiles of a good sleeper (upper panel; a) and patients with insomnia (lower panels; b,c). The y-axis 

displays arousal (micro-arousals), wake and sleep stages (rapid eye movement [REM), stage N 1, N2 and N3) as well as eye movements. The x-axis 

is the time axis. (b) A patient with insomnia who has only a slightly reduced total sleep time, but a high number of arousals during sleep and a 
fragmented REM sleep. (c) A patient with insomnia who has an objectively shortened sleep duration 
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et al., 2008; Sivertsen et al., 2009). Data from France indicated a sum 

of 2 billion USO in 1995 (Leger et al., 1999). Data from the USA 

resulted in a sum of 150 billion US dollars for direct and indirect costs 

of insomnia (Reynolds & Ebben, 2017). A Canadian study (Daley 

et al., 2009) reported total annual costs for ID alone to be about 6.5 

billion Canadian dollars. Recent data indicate that treatment using dig

ital CBT-I reduces healthcare expenditure, and Markov health eco

nomic modelling indicates that digital CBT-I may be highly cost

effective when offered at scale (Darden et al., 2021). Further details 

of the costs and risks of insomnia are given in the European Academy 

for Cognitive Behavioural Therapy for Insomnia Report (Baglioni 

et al., 2020). An important clinical and research question relates to the 

hypothesis that adequate insomnia treatment might not only effec

tively target insomnia symptoms but might reduce subclinical and clin

ical psychopathology, and also be of general preventive value for 

mental disorders and physical diseases. 

3 I AETIOLOGICAL AND 
PATHOPHYSIOLOGICAL CONSIDERATIONS 

Recent reviews synthesized current neurobiological, cognitive, behav

ioural and emotional models for insomnia and its relationship to psy

chopathology (Figure 3; Espie, 2022; Riemann et al., 2020; Van 

Someren, 2021). 

Current theoretical approaches span from cognitive-behavioural 

to neurobiological models, and models taking into account both levels 

simultaneously. 

The basic structure of the model depicted in Figure 3 is taken 

from the so-called 3P model of insomnia (Spielman et al., 1987). The 

3Ps signify: predisposing, precipitating and perpetuating factors. 

"Predisposing'' factors come from the areas of (epi-)genetics and 

early life stress that oontribute to individual differences at the level of 

brain function and personality. Genetic and epigenetic factors have 

been shown to be irnolved in the aetiology of insomnia by family and 

twin studies (for an overview, see Palagini et al., 2014). Genome-wide 

association studies point to an involvement of a very large number of 

genes, each with a very small contribution, and shared genetic factors 

for insomnia and restless legs, cardiometabolic, and especially psychiat

ric traits (Jansen et al., 2019; Lane et al., 2019). Interestingly, the brain 

tissues and cell types expressing sets of insomnia risk genes are not pri

marily part of the known circuitry regulating sleep bu: are rather part of 

circuitries involved in emotion regulation (Van Someren, 2021). 

Still, for completeness, a discussion on the development and 

maintenance of insomnia should include the neurobiological mecha

nisms of sleep, notably homeostatic and biological time-keeping 

mechanisms (Borbely, 1982). The flip-flop switch model of sleep regu

lation (Saper et al., 2005) suggests a bistable switch mechanism 

between sleep and wake promoting centres of neuronal cell groups. 

Wakefulness is governed by a network of cell populations in the 

hypothalamus (including orexinergic neurons), basal forebrain and 

brain stem, activating thalamus and cortical structures. These struc

tures include and extend beyond the cell groups in the reticular 

formation of the brainstem (originally described as ascending reticular 

activating system). The main sleep-inducing centres are located in the 

ventrolateral-preoptic nucleus (VLPO), which becomes active during 

sleep and inhibits all major wake-promoting centres in the hypothala

mus and brain stem, with the neurotransmitters galanin and gamma

aminobutyric acid. The VLPO receives afferent input from each of the 

major monoaminergic systems, and is inhibited by noradrenaline and 

serotonin. A mutual inhibitory circuit between both systems, the wake 

and the sleep system, leads to a flip-flop switch with ''sharp" transi

tions between sleeping and waking. Thus, insomnia on this level can 

be conceptualized as imbalance between sleep-inducing and wake 

(i.e. arousa0-inducing mechanisms. A hyperactivity of the arousal sys

tem or a hypoactivity of the sleep system or both simultaneously 

could thus "drive" the insomnia. Circadian and homeostatic mecha

nisms are also involved in this switch process, and it has been specu

lated that a dysfunctional "key switch" (see above) could play a role in 

the pathogenesis of insomnia. According to the two-process model of 

sleep regulation (Borbely, 1982), sleep-wake behaviour is governed 

by circadian time-keeping mechanisms and a homeostatically con

trolled process S, representing the sleep drive. Being out of synchrony 

with the internal body clock (e.g. due to shift work) or having a 

decreased sleep drive would logically result in sleep complaints. 

Indeed, the main effective component of CBT-I, sleep restriction, is 

hypothesized to act on the sleep drive (Maurer et al., 2018), and long

term effectiveness of CBT-I improves with the addition of circadian 

interventions (Dekker et al., 2020; Leerssen et al., 2021). Notwith

standing these effects, decades of research in insomnia have failed to 

reveal circadian and homeostatic mechanisms as primary factors 

involved the origin and pathophysiology of the majority of people suf

fering from ID (Van Someren, 2021). One might conclude that 

enhancement of homeostatic sleep pressure and support of circadian 

rhythm amplitude alleviates insomnia, but that we may have to look 

beyond hourglass and clock to find underlying causes predisposing to 

insomnia. 

A third factor involved in sleep and predisposing to insomnia is 

emotion (Saper et al., 2005). This factor is frequently overlooked, in 

spite of the ubiquitous experience that sleep initiation is difficult 

under threatening conditions- no matter what our hourglass and clock 

suggest. Indeed, from an evolutionary perspective this would be 

extremely disadvantageous. An increasing number of observations 

suggests a key role of this third factor in the origin and pathophysiol

ogy of the predisposition to insomnia (for review, see Van 

Someren, 2021). For example, the trait to exhibit a pronounced dis

turbed sleep response to stressful events has been shown to be a 

major risk factor for insomnia (Drake et al., 2014). Also other personal

ity traits related to emotion regulation have been linked to insomnia, 

including neuroticism, perfectionism, sensitivity to anxiety symptoms, 

and the tendency to internalize problems (Dekker et al., 2017; van de 

Laar et al., 2010). The major early developmental factors predisposing 

to insomnia involve emotion as well: risk genes seem to have a prefer

ence for brain circuitries involved in emotion regulation, and early 

childhood adversity likewise affects these circuitries (Van 

Someren, 2021). 
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"Precipitating'' factors can be readily identified in many cases. 

These are usually significant life events that facilitate the onset of 

acute episodes of insomnia. Most frequently, reported triggers of 

acute episodes of insomnia are stressful life events related to a threat 

of security to family, health and work- school living that are coupled 

with negative emotional valence. Fortunately, not everyone exposed 

to stress in adulthood develops insomnia, most likely only those that 

have a predisposing profile. 

"Perpetuating'' factors can be discussed with respect to hyper

arousal, which can be conceptualized as overactivity of the arousal

promoting systems, out of balance with the activity in sleep-inducing 

systems. Hyperarousal includes physiological, cognitive and emotional 

components, and has been considered a stable characteristic of peo

ple with insomnia both during the night and during the day (Morin 

et al., 2015; Riemann et al., 2010, 2015). It has been demonstrated 

that patients with insomnia show increased levels of autonomic activ

ity (though the issue is discussed critically with respect to heart rate 

variability; Dodds et al., 2017) and an overactivity of the HPA-axis, as 

documented by increased levels of cortisol output during day- and 

night-time (see meta-analysis by Dressle et al., 2022). Central nervous 

system (CNS) indicators of hyperarousal in people with insomnia are 

increased amounts of micro-arousals and increases in fast EEG fre

quencies (in the sigma and beta bands) during sleep (Christensen 

et al., 2019; Feige et al., 2013; Perlis et al., 1997, 2001; Spiegelhalder 

et al., 2012), and also wake EEG shows signatures of increased excita

tion (Colombo, Ramautar, et al., 2016; Colombo, Wei, et al., 2016) and 

somatic awareness and responsivity (Wei et al., 2016; Wei, Blanken, & 

Van Someren, 2018; Wei, Ramautar, et al., 2018). Although still too 

small for voxel-wise consistent findings (Tahmasian et al. 2018), the 

rapidly increasing number of neuroimaging studies on insomnia 

(Riemann et al., 2015) suggests an overactivity of cortico-limbic net

works relative to sleep-promoting neuronal networks. Most interest

ingly, in recent years a special role of rapid eye movement (REM) 

sleep disturbance (REM sleep instability/restless REM sleep) has been 

postulated to be of utmost relevance for the experience of insomnia, 

and specifically their altered perception of sleep and inability to dis

card hyperarousal (Riemann et al., 2012; Van Someren, 2021). This 

lead was primarily based on the finding of increased micro-arousals 

during REM sleep in insomnia (Feige et al., 2008}-further studies rev

ealed that upon awakening out of REM sleep, patients with insomnia 



Idaho Power/1211 
Ellenbogen/? 

_RI_E_M_A_N_N_ET_ AL_. __________________________________ ---i_f,!. t@i, !iii .. - ~ ! w.•..,_._.__7_o_f_1_8 

more frequently stated having been awake compared with non-REM 

(NREM) sleep and good sleepers (Feige et al., 2018). Following up on 

these findings, Feige et al. (2021) used an event-related potentials 

paradigm to demonstrate that ID patients differed from good sleepers 

by showing reduced P2 amplitudes only in phasic REM sleep. These 

studies highlight a special role of REM sleep for insomnia. 

The mechanisms underlying this special role of REM sleep in the 

predisposition, perpetuation and psychiatric consequences were 

addressed in a series of seminal studies (Wassing et al., 2016; 

Wassing, Benjamins, et al., 2019; Wassing, Lakbila-Kamal, et al., 2019; 

Wassing, Schalkwijk, et al., 2019). In brief, Wassing et al. showed that 

the restless REM sleep that is characteristic of people with insomnia 

interferes with overnight adaptation in limbic circuits of the brain. The 

consequential difficulties with dissolving of distress could be key to 

the development and perpetuation of hyperarousal as well to the risk 

of developing psychiatric disorders, as supported by other studies 

(Halonen et al., 2021; Pesonen et al., 2019). Restless sleep lacks the 

prolonged silencing of the locus coeruleus and consequential drop in 

cerebral noradrenaline that characterizes normal restful REM sleep 

(Kjearby et al., 2020). Because REM sleep is a period of pronounced 

limbic reactivation of emotional memory traces, it has been hypothe

sized that the increased level of noradrenaline during restless REM 

sleep interferes with the synaptic plasticity processes underlying 

adaptation of the neuronal engrams that represent distress, and could 

even result in sensitization, indicating maladaptive sleep (Yan 

Someren, 2021). Others have proposed that the low level of nor

adrenaline during REM sleep is key to restore the noradrenergic tone, 

to enable a low tonic and high phasic locus coeruleus activity during 

wakefulness (Goldstein & Walker, 2014). 

Restless REM sleep thus has a specific contribution to "emo

tionar• perpetuating factors, and may explain why patients with 

insomnia are so prone to develop anxiety and depressive disorders in 

the long run. Indeed, sleep has been conceptualized as a basic psycho

physiological process that is fundamental for stress, behaviour and 

emotion regulation (Hagger, 2010; Palmer & Alfano, 2017). Consis

tently, most mental disorders are associated with sleep impairment 

(Baglioni et al., 2016), and insomnia-related problems in children have 

been linked with difficulties in socio-emotional development (Sadeh 

et al., 2014; Vermeulen et al., 2021). In adults, insomnia has been 

found to be a predictor of years-long lingering of emotional distress 

(Wassing et al., 2016; Wassing, Lakbila-Kamal, et al., 2019), of depres

sion, and of anxiety disorders (Baglioni et al., 2011; Hertenstein 

et al., 2019; Leerssen et al., 2021). Experimental studies have shown 

that patients with insomnia report more negative emotions than good 

sleepers (McCrae et al., 2008; Scott & Judge, 2006). Psychophysiolog

ical studies have also evidenced an emotional bias in people with 

insomnia to sleep-related stimuli with negative valence compared with 

good sleepers (Baglioni et al., 2010; Baglioni, Spiegelhalder, 

et al., 2014). 

Perpetuating factors also include inadequate "behaviours", like 

prolonged bedtimes, irregular sleep-wake schedules, napping during 

the day and other maladaptive behaviours, such as using alcohol to 

combat insomnia. Usually, these strategies are attempted to 

compensate for lost sleep; however, in the end insomnia is maintained 

and exacerbated by decreasing sleep drive. 

In addition, "cognitive perpetuating factors" have been identified, 

such as beliefs, worry and attentional bias (Espie, 2002; Harvey, 2002; 

Morin et al., 2007). These cognitions include unrealistic beliefs about 

sleep requirements and excessive worry for not meeting these stan

dards. In recent years, the literature has emphasized the role of selec

tive attention processes in people with insomnia. Specifically, it has 

been argued that the attentional system of patients with insomnia 

may be abnormally sensitive to sleep-related information (Harris 

et al., 2015). It has been hypothesized that such attention bias may 

exacerbate sleep-related rumination and lead to sleep effort (Espie 

et al., 2006; Harvey, 2002). 

Summarizing. acute precipitating life events can "set the wheels 

in motion"- acute insomnia is triggered. The question of why most 

individuals who develop acute insomnia do not go on to develop the 

chronic condition has not yet been clarified (Ellis et al., 2012)- but 

likely involves genetic and early life stress-induced neurobiological 

vulnerability to keep "the train rolling." A complex network of associ

ated symptoms including cognitive-, emotional- and cerebral hyper

arousal, unstable REM sleep and maladaptive behaviours will keep the 

furnace burning. Sleep-preventing learned associations (conditioning 

effects) are strongly involved in this process as well, giving credit to 

Bootzin's assumption that in insomnia the original connection 

between the bed (stimulus) and the behaviour of sleep (response) has 

been lost or "unlearned'' (Bootzin et al., 1991). 

The CBT-I (see below) mainly targets the perpetuating factors, for 

example, relaxation techniques and mindfulness aim to address psy

chophysiological hyperarousal; sleep hygiene, stimulus control and 

sleep restriction try to correct maladaptive behaviours and enhance 

sleep drive; whereas cognitive strategies aim to alter " racing 

thoughts" , dysfunctional beliefs and attitudes, and to reduce nocturnal 

worrying and ruminations. 

4 I TREATMENT (S)-FOCUS ON 
PSYCHOLOGICAL APPROACHES: PRESENT 
GUIDELINES, WHAT IS CBT-1, STEPPED CARE 
AND DIGITAL CBT- 1? 

All insomnia-related guidelines published in the last 5 years agree that 

CBT-I should be the first-line treatment for insomnia, based on the 

accumulated scientific evidence from the literature. These guidelines 

include the American College of Physicians (Brasure et al., 2016; 

Kathel & Arnedt, 2016; Qaseem et al., 2016; Wilt et al., 2016), the 

American Academy of Sleep Medicine (AASM; Edinger et al., 2021a, 

b), the German and the European Sleep Society (Riemann, Baum, 

et al., 2017; Riemann, Baglioni, et al., 2017), and the British Associa

tion for Psychopharmacology consensus statement (Wilson 

et al., 2019). Overall, these guidelines make a strong case for CBT-I as 

first-line treatment for insomnia, and hypnotics are recommended for 

short-term use and only if CBT-I is either not available or ineffective. 

As hypnotics in this context, melatonin agonists, benzodiazepines, 
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benzodiazepine receptor antagonists, some sedating antidepressants 

and orexin receptor antagonists are recommended mainly for short

term use (less than 4 weeks) only. An overview of the present state of 

hypnotic treatment can be found in reviews (Herring et al., 2019; 

Riemann & Nissen, 2012; Roehrs & Roth, 2012). 

The CBT-I comprises a family of interventions and is not "one" 

homogenous therapeutic strategy per se (Table 2). 

The CBT-I is in essence a multicomponent approach, comprising 

cognitive and behavioural parts, within each of which domain there is 

a wide range of treatment options. The principal behavioural therapies 

are sleep restriction and stimulus control. Cognitive techniques 

include reappraisal, cognitive control and paradoxical intention. There 

is also a range of relaxation therapies, and sleep hygiene education, 

although not effective as a standalone treatment, is commonly part of 

the CBT-I toolkit. A brief description of these techniques is given in 

the table. For further details, the interested reader is referred to a 

new CBT-I textbook that will be published in 2022 (Baglioni 

et al., 2022). A new clinician handbook on insomnia will also be avail

able shortly (Espie, 2022). 

Logically therefore CBT-I is not "a treatment'' but is "a system of 

cognitive and behavioural therapeutics", akin to pharmacotherapy 

(which is not a drug treatment but a "pharmaceutical approach" to 

clinical care; Espie, 2022). The history of evidence-based psychother

apy (in most disorders) reveals a period of time during which there 

was a tendency towards "lumping" of therapeutic elements, rather 

than the creation of precision techniques that "may" be used in com

bination. This is certainly true of the non-pharmacological manage

ment of insomnia, and the term CBT-I has for the past 20 years or 

more been used rather generically in the literature because the major

ity of studies have deployed a CBT-I package. 

In earlier times there was a focus upon more specific interven

tions. For example, comparing the effectiveness of abbreviated pro

gressive relaxation, stimulus control therapy and paradoxical intention 

(Espie et al., 1989), or even investigating components of a single ther

apy (Woolfolk & McNulty, 1983: compared progressive relaxation, 

progressive relaxation without tension release, imagery with tension 

release, and imagery without tension release). Interestingly, of late, 

there has been renewed interest in single-component therapies. We 

now find ourselves unpicking or deconstructing CBT to evaluate its 

active component treatments, and even its active treatment ingredi

ents. The best example is sleep restriction therapy (SRD, widely reg

arded to be the most effective element of CBT (Edinger et al., 2021a; 

Maurer, Schneider et al., 2021). A series of laboratory-based experi

ments has recently explored the homeostatic, arousal and circadian 

mechanisms of sleep restriction (Maurer et al., 2020, 2022; Maurer, 

Ftouni et al., 2021). 

In support of this is the fact that CBT protocols are effective even 

when they vary. The AASM practice parameters task force recently 

grappled with the question, what are the "minimal characteristics" of 

effective CBT (Edinger et al., 2021a). They concluded that "all studies 

included SRT, stimulus control and some form of cognitive therapy''; 

however, the cognitive component varied widely. Whether or not 

relaxation strategies or sleep hygiene were included in the CBT-I 

regimen varied across studies as well. It was beyond the scope of this 

(group) to recommend a specific CBT protocol, and "these variations 

did not appear to systematically impact the effectiveness of the treat

ment'' (p. 261). This evidences the versatility and robustness of what 

is sometimes now referred to as CBTx (cognitive and behavioural 

therapeutics), that is, a "therapeutic formulary'', where not everyone 

needs the same content, or the same order of content (Espie, 2022). 

Analysis of how SRT is configured suggests there is gross variability 

between studies and protocols (Kyle et al., 2015); it would be prudent 

to establish what is the most effective combination of SRT parame

ters, including tailoring to presenting insomnia phenotype. Indeed, the 

widespread development of "precision medicine" (Ginsburg & 

Willard, 2009; Jain, 2002) has spawned interest in how "personalized 

behavioural sleep medicine" for insomnia may evolve in the future 

(Kyle et al., 2014). 

Despite the impressive evidence base for CBT-I, its recognition 

internationally as the treatment of first choice for the management of 

insomnia and the fact that the CBTx formulary of treatments is quite 

wide ranging, in practice the majority of insomnia patients seeking 

medical help continue to receive medication. The issue here is not so 

much overprescribing of drugs as it is under-provision of CBT-1. Two 

innovations have been developed to address this problem. The first, 

at the level of the treatment itself there has been growing interest in, 

and a rapidly accelerating evidence base for digital CBT-I, that is 

CBT-I delivered by fully automated web and mobile means. The sec

ond, at the level of the service, has been the development of the 

"stepped care" model of insomnia service delivery. 

The effectiveness of digital CBT-I has been robustly and rigor

ously demonstrated against psychological placebo (Espie et al., 2012), 

attention control (Christensen et al., 2016; Kaldo et al., 2015), sleep 

hygiene (Espie et al., 2019; Ritterband et al., 2017; Vedaa et al., 2020), 

waitlist (Zachariae et al., 2018) and usual care (Freeman et al., 2017) in 

a range of clinical and co-morbid populations. Several meta-analyses 

report large between-group effects on insomnia severity, and medium 

effects on sleep diary outcomes (Seyffert et al., 2016; Soh 

et al., 2020; Zachariae et al., 2016), and benefits to sleep are durable, 

being maintained up to a year and beyond (Blom et al., 2017; Luik 

et al., 2020; Vedaa et al., 2019). Whereas meta-analyses report effect 

sizes in the range of face-to-face CBT-I thereby suggesting non-inferi

ority, head-to-head comparisons have shown mixed findings (Blom 

et al., 2015; De Bruin et al., 2016; Kallestad et al., 2021; Lancee 

et al., 2016). It seems likely, however, that the evolution of highly 

engaging clinically evidenced software will address engagement and 

treatment implementation challenges that are apparent for all forms 

of CBT-I delivery. It may also be the case that differences exist 

between different digital CBT-I formats (Hasan et al., 2022). These 

outstanding questions warrant further investigation. 

Beyond improved sleep, digital CBT-I, like "traditionar• CBT-I, 

yields benefits to additional clinical and functional outcomes of rele

vance to insomnia. Several studies have documented reductions in 

symptoms of anxiety and depression, including in individuals with clin

ically significant depressive symptoms (Blom et al., 2015, 2017; Cheng 

et al., 2019; Henry et al., 2021; Pillai et al., 2015; van der Zweerde 
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TABLE 2 CBT-I ingredients (from Baglioni et al., 2020) 

Description CBT -I strategy 

Sleep restriction Behavioural strategy. A method that aims at strengthening homeostltic sleep pressure and stabilizing circadian control of 
sleep and wakefulness, by decreasing the opportunity to sleep 0ver successive nights. Patients are instructed to restrict 
their time in bed to match their average (self-report in sleep diaries) total sleep duration. The time in bed is then 

gradually increased until reaching patients' optimal sleep need. 
An alternative method, called sleep compression, consists in gradual constriction of time in bed until reaching the optimal 

sleep need. 

Stimulus control Behavioural strategy. Several instructions aiming at strengthening the bed as a cue for sleep, weakening it as a cue for 
activities that might interfere with sleep, and helping the insomniac acquire a consistent sleep rhythm, based on operant 

conditioning model: (1) lie down to go to sleep only when you are sleeJ)'f; (2) do not use your bed for anything except 
your sleep and sexual activity; (3) if you find yourself unable to fall asleep, get up and go to another room. Stay up as 

long as you wish, and come back to bed when you feel sleepy; (4) If you still cannot fall asleep, repeat step (3). Do this as 

often as is necessary throughout the night; (5) Set your alarm and get up at the same time every morning irrespective of 
how much sleep you got during the night; (6) no napping during daytime. 

Sleep hygiene 

education 

Behavioural and educational strategy: General health instructions about internal and external factors that might influence 
sleep (e.g. sport, light, temperature, etc.). 

Relaxation Behavioural and cognitive strategy: A set of methods aiming at reducing somatic or cognitive hyperarousal (e.g. progressive 

muscle relaxation, autogenic training. imagery training, meditation). 

Cognitive reappraisal Cognitive strategy: Strategies directed to reduce dysfunctional beliefs, attitudes, concerns and false beliefs about the cause 

of insomnia and about the inability to sleep. 

Cognitive control/ 
Worry time 

Cognitive strategy: The patient is instructed to sit comfortably in an armchair, and write down a list of worries and list of 
what to do the next day. The rationale of this strategy is to prevent emotionally loaded intrusive thoughts during the 

sleep-onset period, as all worries have been "already" processed before going to bed. 

Paradoxical intention Cognitive strategy: Strategy aimed at reducing the anticipatory anxiety at the time of falling asleep. Patients are instructed 

to remain still in bed with the eyes closed and to try to keep awake as long as they can. This takes away the 

responsibility to try to fall asleep, which in turn often leads to falling asleep quicker. 

Abbreviation: CBT-1, cognitive-behavioural treatment for insomnia. 

et al., 2019). From a scientific perspective, digital CBT-I confers 

advantages such that it permits examination of potential mediators of 

treatment effects using a standardized therapeutic approach. Large 

randomized-controlled trials and secondary analyses show that insom

nia symptom reduction mediates improvements in mental health 

symptoms (Freeman et al., 2017; Henry et al., 2021), and improve

ments in quality of life, health and wellbeing, and cognitive function 

(Espie et al., 2019; Kyle, Hurry, et al., 2020). This eviclence therefore 

supports treating insomnia complaints whenever it presents. Emerging 

data also suggest that demographic variables including age, race, gen

der or socio-economic status do not moderate the effectiveness of 

digital CBT-I (Cheng et al., 2019). 

Real-world evidence further underscores the value of digital 

CBT-I. Recent uncontrolled data evaluating digital CBT-I in existing 

healthcare settings in the UK show reductions in insomnia and aug

mentation of the effects of in-person therapy for anxiety and depres

sion (Cliffe et al., 2020; Luik et al., 2017; Stott et al., 2021). 

Importantly, from a health economic perspective, analyses suggest 

that digital CBT-I is cost-effective, and may lead to cost savings if 

made available at scale (Darden et al., 2021; Sampson et al., 2021). 

This growing body of eviclence behind digital CBT-I has led to 

increased recognition of it as a viable and effective treatment option. 

Indeed, in the USA, Somryst has been cleared by the FDA as a pre

scription digital therapeutic (Morin, 2020). Likewise, Sleepio (www. 

sleepio.com) is widely available in the USA, integrated into healthcare 

pathways and on the digital formulary, and is available in major parts 

of the UK National Health Service. 

By overcoming the barriers preventing access to therapist

delivered CBT-I, digital CBT-I has the potential to provide access to 

clinically effective, eviclenced-based and guideline-recommended 

insomnia treatment. These fundamental properties of effectiveness and 

scalability make digital CBT-I attractive as a first-line insomnia interven

tion, providing an accessible alternative to pharmacotherapy (Figure 4). 

The stepped-care model is a population health service approach 

to providing people with insomnia with access to evidence-based care 

(Espie, 2009; Espie et al., 2013). Stepped care is often conceptualized 

as a pyramid consisting of different levels, with at the bottom the 

least specialized help applicable for those with less severe and more 

generic complaints and highly specialized help for those with more 

severe, complex and rare problems as the top. The level of interven

tion is naturally not arbitrary; treatment is tailored to and based on 

the needs of the patient and the nature of their complaints. The num

ber of steps in any stepped care model would be determined by the 

levels of intervention that are proven and available, and by what 

within the healthcare system would be affordable. Stepped care 

models have been recommended for use in insomnia (Baglioni 

et al., 2020, 2022), and are sometimes adopted in healthcare systems 

(Vincent & Walsh, 2013). 

With regard to insomnia, therefore, digital CBT might be particu

larly suitable to be one of the entry-level methods for the treatment 
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CIT delivered bv a 
dlnlcalpsycholotlst 

+ digital CBT as 
required Individual or small group CBT 

delivered by a 

graduate psychologlst 

Small group manualised CBT delivered by a t rained therapist 

Fully-automated digital CBT 

FIGURE 4 A proposed stepped care model for delivery of cognitive-behavioural therapy (csn as clinical guideline care. Digital CST offers 
accessible treatment for all, but also may be integrated into the care pyramid supporting in-person therapy. The stepped care model conserves 
expert resources for more complex and treatment-resistant cases 

of insomnia, as it has considerable " scalability", particularly when fully 

automated. Another approach at this level might be using self-help 

books of good standing. perhaps as part of a "books on prescription" 

scheme. Next in the hierarchy might be insomnia services that require 

some in-person support, but thought would be given to how such care 

could be provided with efficiency. Examples here might include 

telehealth rather than in a clinic, and the use of small group therapy 

rather than individual treatment. Other factors to be considered 

would be the nature of the treatment itself and the expertise of the 

therapist. For example, it could be possible to train healthcare workers 

in the provision of manualized CBT-I without them having to have a 

deep understanding of sleep medicine or mental health (training pri

mary care nurses, for example). This approach is very protocol-driven 

and can be readily stanclardized (Kyle, Madig;m, et al., 2020). As you 

then continue up the hierarchy there is greater need for insomnia

specific expertise and for the use of tailored therapy. At the peak of 

the pyramid the likelihood is that not only specialist expertise but also 

specialized facilities such as those available at a sleep centre may be 

required to address the needs of the most complex patients. 

Stepped care systems require decision algorithms for two pro

cesses. First, to ensure that people are correctly allocated to the 

appropriate level of care in the first instance; and secondly, to ensure 

that people are able to step up to more advanced care depending on 

their treatment response. 

5 FUTURE PERSPECTIVES WITH 
RESPECT TO DIAGNOSIS, MEASUREMENT, 
AETIOLOGY AND PATHOPHYSIOLOGY; NEW 
TREATMENTS 

Given the drastic changes we have been witnessing concerning 

insomnia and its diagnosis, pathophysiology/aetiology and treatment 

in the last 30 years, one might be tempted to answer the question 

"Can we rest yet?'' (Harvey & Tang, 2003) with "Yes!." However, this 

would be premature and inadequate with respect to the many open 

questions still facing us in the insomnia field. Therefore, at this point, 

we would like to highlight some issues/avenues for future research 

and clinical practice we consider of utmost importance. 

Given the fact that at present we have reached the unique situa

tion that all major diagnostic systems (DSM-5, ICSD-3, ICD-11) have 

agreed upon ID (American Academy of Sleep Medicine, 2014; Ameri

can Psychiatric Association, 2013; World Health Organization, 2019), 

the situation seems ideal that all types of studies into ID use more or 

less the same diagnostic criteria, which would be ideal to make data 

coming from all over the world easily comparable. This would also 

entail homogenization of our diagnostic and research instruments 

(questionnaires, PSG, etc.). However, as mentioned before, there defi

nitely are different insomnia phenotypes that should not be neglected. 

A data-driven approach to delineate and characterize these 
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phenotypes seems warranted (Blanken, Benjamins, et al., 2019; Kao 

et al., 2021), possibly further refined by adding physiological data by 

means of PSG to questionnaire datasets. 

In this regard, pooling data from different sleep labs could be ben

eficial in order to address the issues of small sample sizes and poor 

replicability in the insomnia field. This would require the use of stan

dard methodology and paradigms across different labs. The UK Bio

bank (www.ukbiobank.ac.uk; see Allen et al., 2014 for a detailed 

description), a large biomedical database including a sample of about 

500,000 adults, has already proven to be useful for insomnia research 

(Jansen et al., 2019; Kyte et al., 2017; Lane et al., 2019). Although the 

UK Biobank is not specifically optimized for insomnia research, cross

validation showed the available phenotype to very accurately match 

diagnosed insomnia patients (Hammerschlag et al., 2017). 

Given the costs and artificiality of the traditional sleep laboratory, 

home-based easy to apply measures need to be developed, allowing 

repetitive CNS-based measurements in the natural environments of 

our patients, reaching beyond actigraphy (Debener et al., 2015; 

Mikkelsen et al., 2019). This would allow to study the dynamics of fea

tures reflecting the sleep drive and REM sleep characteristics longitu

dinally and in relation to different treatments and their outcomes in 

much more detail. 

Qven the prominence of the hyperarousal concept in almost all 

insomnia models, one should also start to think about developing a 

hyperarousal test, which at best could be applied during daytime or rou

tine office/hospital hours. One could ttink about a stress/challenge par

adigm, measuring autonomous nervous system activity (e.g. heart rate, 

galvanic skin response, etc.), cortisol as main marker of the stress 

response and EEG during baseline, rest and different stress conditions. 

One of the best accepted stress paradigms now is the Trier social stress 

test- its usefulness has already been tested (Chen et al., 2017). Alterna

tively, probably just the instruction "please try to sleep now'' probably 

might offset a marked stress response in insomniacs. Such a psycho

physiological paradigm admiristered during the day can also easily be 

coupled with neuroimaging methods, that is, functional magnetic reso

nance imaging. Needless to say, these data should be coupled with 

descriptive questionnaire data. Assuming that it will be possible to 

develop an easy to apply and valid hyperarousal test, this instrument 

could be used for phenotypirg, relating the data to (epi-)genetic data, 

general diagnostics, differential-therapeutics and therapy outcomes. 

Qven the emerging evidence of maladaptive sleep (Yan 

Someren, 2021), essential insights could require repeated assessment of 

hyperarousal from evening to morning across recorded nights. Analyses 

can then address which sleep features determine the overnight fate of 

distress- which could range from full adaptation even to maladaptive 

sensitization (Wassing, Benjamins, et al., 2019; Wassing, Lakbila-Karnal, 

et al., 2019). Nevertheless, deeper insights into the mechanisms of 

hyperarousal in insomnia, its causes and consequences for cognitive 

processes and brain health in general are needed. This will help to fur

ther increase the value of the hyperarousal concept for insomnia 

research and could also help to identify a valid hyperarousal test. 

Interestingly, also with therapeutics at present we have reached a 

unique situation concerning treatment- all presently published 

relevant guidelines agree that CBT-I should be the first-line treatment 

for insomnia. A statement like this would have caused a lot of many 

raised eyebrows even just 10 years ago! This development is probably 

because on one hand, the CBT-I literature is blooming and has gener

ated a solid and ever-increasing evidence base, but on the other hand 

maybe also due to a stagnation in the sector of hypnotic development 

and the withdrawal of many major players in psychopharmacology 

from CNS-oriented Research & Development. It has to be judged in 

the next few years whether the worldwide introduction of orexin 

receptor antagonists will markedly alter the hypnotic market. From a 

future perspective, we would like to suggest that research into the 

roles of histamine and noradrenaline and sleep regulation could lead 

to new discoveries (Thakkar, 2011; Van Someren, 2021). Maybe also 

approaches encompassing non-invasive brain stimulation might com

plement insomnia treatment strategies (Herrero Babiloni et al., 2021). 

A better understanding of the psychoneurobiological mechanisms 

of insomnia is urgently needed to monitor and evaluate treatment 

effects of CBT-I beyond subjective measures, and further develop 

complementary treatment strategies. First, preliminary findings sug

gest that 1 night of experimental sleep restriction (delaying bedtime 

by 2 hr) may help to stabilize restless REM sleep (Kao et al., 2021). 

However, it remains to be seen whether this stabilization is observed 

in therapeutic SRT, and whether it translates into improvements in 

regulation of emotional distress, hyperarousal and the risk of develop

ing mental disorders. Second, notwithstanding the established efficacy 

of CBT-I, it is important to acknowledge that two out of five patients 

do not show full remission, even after boosting CBT-I effects with 

subsequent pharmacological treatment (Morin et al., 2020). We still 

have very limited insight into who will respond and who will not. 

Novel graph theory-based analyses like network outcome analysis and 

network intervention analysis may reveal how non-responders differ 

in their initial symptom profiles and trajectories of change of symp

toms during the intervention (Blanken, Benjamins, et al., 2019; 

Blanken et al., 2020; Blanken, van der Zweerde, et al., 2019). 

Pinpointing such differences could provide leads to novel strategies. 

Also the gradual wearing off of initial benefits of CBT-I deserves 

attention (van der Zweerde et al., 2019). Two recent studies indicate 

that beneficial effects of CBT-I may be preserved longer if CBT-I is 

combined with interventions aimed at supporting circadian rhythms 

(Dekker et al., 2020; Leerssen et al., 2021). 

What we consider probably the most important challenge for the 

future is the integration of CBT-I into the standard treatment of 

patients with mental disorders, especially anxiety and depression. It is 

known that almost all mental disorders are afflicted with disturbances 

of sleep continuity (Baglioni et al., 2016), and we also know that pay

ing proper therapeutic respect to including insomnia-related compo

nents into the overall therapeutic concept will improve outcomes in 

general and speed up the therapeutic process (Gee et al., 2019; 

Hertenstein et al., 2022; Manber et al., 2008). Models how to do this 

have been suggested by several authors (Kraepelien et al., 2022; 

Schneider et al., 2020)-thus, the times seem right to postulate insom

nia as a transdiagnostic mechanism for mental disorders (Harvey 

et al., 2011, 2021; Van Someren, 2021) and also insomnia treatment 
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based on CBT-1 as a basic mode in psychiatric/psychotherapeutic 

treatment. 

One step further will address the primary prevention of mental 

disorders. There is a strong probability that adequate insomnia treat

ment will reduce the incidence and recurrence of depressive episodes 

and anxiety disorders (Benz et al., 2020; Cheng et al., 2019; Irwin 

et al., 2022; Leerssen et al., 2021). In a first step, one might address 

risk groups especially prone to mental illness and offer sleep treat

ment versus a control condition and compare longitudinal outcomes, 

as recently demonstrated by Leerssen et al. (2021). In a next step it 

might be tested whether educating and training of the general popula

tion to utilize the principles that underlie CBT-1 could prevent insom

nia. Such efforts may be especially relevant to prevent mental 

disorders that tend to surface during important transition periods, like 

in students moving from high school to university. 
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Clinical Practice

A 55-year-old man reports hearing a high-pitched, static sound in both ears. He does 
not recall when it began, but the sound has been present for several months and is 
bothersome. How should this case be managed?

The Clinic a l Problem

Tinnitus is the perception of a sound that has no external 
source. The sensation is commonly described as ringing in the ear, but the 
sound can be perceived inside or outside the head or predominantly in one 

or both ears. Qualitative descriptions include humming, tonal ringing, hissing, 
static, roaring, or a cicada-like sound. Tinnitus can be categorized as objective or 
subjective. Objective tinnitus — a sound generated within the body by blood flow, 
muscle contractions, or spontaneous cochlear emissions that can be detected and 
measured by an external observer — is uncommon. This review addresses the more 
common variant, subjective tinnitus.

Population surveys estimate a prevalence of tinnitus of 10 to 25% among per-
sons older than 18 years of age across various nationalities.1-3 In population surveys, 
the sensation is reported to be severely bothersome in only a small percentage of 
persons with tinnitus (range, 1 to 7%).1,4-6 The prevalence of persistent tinnitus in-
creases with age, reaching a peak among persons in the seventh decade of life,1 
but the prevalence has increased among younger age groups over the past decade, 
presumably because of increased exposure to damaging recreational noise.3,7 A 
large cross-sectional study involving children and adults who were referred to a 
regional otolaryngology hospital showed that 97% of those who reported tinnitus 
had concomitant hearing loss detected by routine audiometry.8 In a population-based 
study, hearing impairment at frequencies between 500 and 4000 Hz was noted at 
baseline in two thirds of persons who reported tinnitus, as compared with 44% of 
persons who did not have tinnitus.5 In another study, hearing loss was the strongest 
risk factor for tinnitus that was at least moderate in severity or that caused diffi-
culty in sleeping (adjusted odds ratio, 3.2; 95% confidence interval, 2.3 to 4.4)9; a 
history of occupational noise exposure was also strongly correlated with tinnitus. 
Clinical experience suggests that sudden hearing loss is associated with sudden 
onset of tinnitus, but when hearing loss is gradual, tinnitus tends to develop over 
the course of months or years. Tinnitus frequently resolves or decreases consider-
ably in severity with resolution of hearing loss — for example, after treatment of 
conductive hearing loss from cerumen impaction or middle-ear effusion.

Tinnitus can affect daily life in multiple domains. People with bothersome tin-
nitus report impaired sleep, interference with concentration, decreased social enjoy-
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ment, and difficulty hearing conversational 
speech.10-12 In cross-sectional studies, tinnitus 
has been associated with increased odds of anxi-
ety disorder3 and depressive symptoms.9 In a pro-
spective study involving community-dwelling older 
adults in Japan, tinnitus was associated with an 
increased risk of subsequent development of de-
pressive symptoms among men, even after adjust-
ment for age and hearing impairment, although 
no significant association was observed among 
women.13

Psychophysical features of tinnitus such as 
loudness and pitch are not highly predictive of 
its psychological effect.14,15 In one report, some 
patients who had a tinnitus loudness that matched 
a sensation level of less than 5 dB (as assessed by 
the patient identifying an external sound most 
consistent with the subjective tinnitus) were very 
disturbed by their condition, whereas other pa-
tients who had a tinnitus loudness that matched 
higher sensation levels were not.14 This discrep-
ancy may be explained by a person’s attention to 
tinnitus. Whereas a majority of those with chronic 
tinnitus become used to it and do not pay attention 
to it, those who are highly disturbed by the tinni-
tus report constant awareness.

Nat ur a l His t or y

The loudness, severity, and effect of tinnitus are 
dynamic and change over time. Tinnitus can prog-
ress in severity in some persons, but it can decrease 
in severity and even resolve in others (Table S1 in 
the Supplementary Appendix, available with the 
full text of this article at NEJM.org). For example, 
in one longitudinal study, approximately 40% of 
persons who had reported mild tinnitus and almost 
20% who had reported severe tinnitus at baseline 

reported resolution at 5 years.5 Familiarity with the 
natural changes in tinnitus that occur over time 
is important for counseling patients on expecta-
tions for improvement. Furthermore, the poten-
tial for a spontaneous reduction in the severity of 
tinnitus underscores the need for a control group 
in trials of interventions for this condition.

S tr ategies a nd E v idence

Diagnosis

Persons reporting tinnitus should be questioned 
about the nature of the sound (location, quality, 
and onset [gradual or sudden]), the duration of 
tinnitus, the effect of tinnitus on daily life (sleep, 
work, concentration, mood, and social activities), 
and associated symptoms, including hearing dif-
ficulties. A history of ear drainage, ear pain, or 
both would suggest possible infectious, inflam-
matory, or allergic ear disease; a history of vertigo 
and imbalance would suggest possible cochlear 
or retrocochlear disorders such as Meniere’s dis-
ease, acoustic neuroma, or migraine-associated 
vertigo. The qualitative characteristics of tinnitus 
as described by patients may also suggest specific 
causes; for example, a roaring sound may indi-
cate Meniere’s disease, and a rhythmic clicking 
sound may indicate stapedial or tensor tympani 
muscle spasm. Acute tinnitus should be distin-
guished from persistent tinnitus, although there 
is no well-accepted definition of chronicity; in 
clinical trials, the definition ranges from a mini-
mum duration of 3 months to a minimum dura-
tion of 12 months.16,17

Comprehensive audiologic evaluation for the 
presence, type, severity, and symmetry of hearing 
loss should be performed in patients with tinnitus 
who report hearing difficulties, persistent tinnitus 

Key Clinical Points

Tinnitus

• Tinnitus occurs in up to one fourth of adults but is severely bothersome in less than 10%. When 
bothersome, tinnitus negatively affects sleep, concentration, emotions, and social enjoyment.

• Tinnitus is associated with hearing loss; audiologic testing is an important component in the evaluation 
of persistent tinnitus.

• Imaging is not indicated in the assessment of tinnitus except in cases in which tinnitus is localized to 
one ear, is pulsatile, or is associated with focal neurologic abnormalities or asymmetric hearing loss.

• Randomized, controlled trials of tinnitus treatments are limited by a lack of standardized assessments, 
short posttreatment follow-up, and high risk of bias.

• Treatments to reduce awareness of tinnitus and tinnitus-related distress include cognitive behavioral 
therapy, acoustic stimulation, and educational counseling. No medications, supplements, or herbal 
remedies have been shown to substantially reduce the severity of tinnitus.

The New England Journal of Medicine 
Downloaded from nejm.org at UNIFORMED SERVICES UNIV OF HEALTH SCIENCES on February 13, 2023. For personal use only. No other uses without permission. 

 Copyright © 2018 Massachusetts Medical Society. All rights reserved. 

Idaho Power/1212 
Ellenbogen/2



n engl j med 378;13 nejm.org March 29, 20181226

T h e  n e w  e ngl a nd  j o u r na l  o f  m e dic i n e

of more than 6 months’ duration, or unilateral 
tinnitus. Audiologic evaluation of patients with 
new-onset tinnitus of less than 6 months’ dura-
tion is also reasonable, given its frequent asso-
ciation with hearing loss. The results of these 
evaluations will determine whether additional 
audiometric tests (e.g., otoacoustic emissions test, 
high-frequency audiometry, or auditory brainstem 
response test) or diagnostic imaging (e.g., mag-
netic resonance imaging or computed tomogra-
phy of the temporal bone) are indicated. Addi-
tional audiologic investigations of the qualitative 
characteristics of tinnitus (e.g., pitch matching, 
loudness matching, or tinnitus suppression with 
acoustic stimulation [residual inhibition]) are not 
diagnostic and are not used in making manage-
ment decisions.

Standardized questionnaires are available for 
use in clinical and research settings to assess the 
severity of tinnitus and its effect on specific do-
mains of a person’s daily life (communication, 
cognition, emotion, quality of life, and sleep).18-20 
These instruments are useful in the initial as-
sessment of tinnitus and in monitoring changes 
with treatment. The Tinnitus Handicap Inventory 
is a widely used assessment tool that is sensitive 
to changes in tinnitus severity after treatment 
(see the Supplementary Appendix).21

Management

Population surveys show that the majority of peo-
ple with tinnitus are minimally bothered by the 
sensation.2,22,23 Those who seek evaluation often 
report concern that their tinnitus is a symptom of 
a much worse disease, such as progressive hear-
ing loss and deafness.24 An important component 
of management includes educating patients about 
the causes of tinnitus and the natural history of 
the condition, including possible spontaneous re-
duction in severity with time. The provision of edu-
cational materials, information on support groups, 
and other self-help materials to facilitate coping 
with tinnitus may be helpful for some patients 
(see the Supplementary Appendix).25 Treatment 
discussions and management goals should empha-
size modulation of the patient’s attention and per-
ceptual and emotional responses to the sensation.

Medications and Supplements

A wide range of drug classes have been tested in 
the treatment of tinnitus, including antidepres-

sants, anxiolytics, antiepileptics, and anesthetics. 
Large systematic reviews have concluded that the 
strength of the evidence to support these agents 
is low.16,26,27 For example, a Cochrane review of 
the use of antidepressants for the treatment of 
tinnitus identified only six trials that had suffi-
cient quality for study, of which five were rated 
as “low quality,” and concluded that there was 
no evidence of efficacy of antidepressant drug 
therapy in the management of tinnitus.28 Where-
as some studies have reported a reduction in 
subjective tinnitus loudness and an improvement 
in tinnitus-specific quality-of-life outcomes, these 
modest improvements are likely to reflect the 
modulation of depression and anxiety rather 
than direct effects on tinnitus. Current clinical 
practice guidelines do not recommend medica-
tion for management of the condition.12 Nonpre-
scription treatments such as herbal extracts, di-
etary supplements, and vitamins are commonly 
advertised as tinnitus cures, although they have 
no proven efficacy. Ginkgo biloba is the most com-
monly used supplement, and a systematic review 
of trials likewise did not show evidence of ben-
efit in the alleviation of tinnitus.29

Acoustic Stimulation

Sound in a variety of forms and intensities has 
been used for centuries in the empirical treatment 
of tinnitus. The use of acoustic stimulation to treat 
tinnitus is currently based on the concept that 
hearing loss induces homeostatic compensatory 
changes within central structures (known as cen-
tral auditory gain) to maintain auditory neural 
activity.30 Tinnitus may be a maladaptive conse-
quence of this process.31 This proposed mecha-
nism of tinnitus has been supported by findings 
from basic science research in animals, compu-
tational models, and functional imaging stud-
ies.32-36 It has been hypothesized that acoustic 
stimulation may reverse the maladaptive chang-
es by increasing neural activity in central auditory 
structures.37

The types of sound used for acoustic stimula-
tion include broadband noise, amplification of 
speech and environmental sounds with hearing 
aids alone, and amplification with hearing aids 
in combination with broadband noise or music. 
Acoustic stimulation can be delivered at sound 
levels sufficient to make the tinnitus inaudible 
(masking) or at lower levels of intensity at which 
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the tinnitus remains audible. A review of four 
trials of acoustic stimulation showed a benefit 
with respect to tinnitus-specific and global 
quality-of-life outcomes from interventions that 
used hearing aids or sound generators but did 
not show the superiority of any specific form of 
acoustic stimulation over another; however, the 
studies were noted to have methodologic limita-
tions.26 More recently, a randomized trial involv-
ing adults with chronic bothersome tinnitus and 
hearing loss showed a significantly greater ben-
efit with the use of combination devices (hearing 
aids with sound generators) and directive coun-
seling to reduce attention and emotional response 
to tinnitus than with the use of hearing aids 
(without sound generators) and counseling with 
information on strategies to cope with hearing 
loss and improve communication.38 In this trial, 
the intention-to-treat analysis showed that the 
rates of clinically significant improvement (defined 
as ≥50% decrease in Tinnitus Handicap Inventory 
score from baseline to the 18-month follow-up) 

were greater in the group that received the com-
bination devices and directive counseling than 
in the group that received hearing aids (without 
sound generators) and audiologic counseling (74% 
vs. 37%, P<0.001). In another trial, one that in-
volved persons with tinnitus with minimal hear-
ing loss, no significant difference in the rate of 
the same outcome (clinically significant improve-
ment) was seen between persons who received 
treatment with sound generators and directive 
counseling and those who received audiologic 
counseling alone (50% and 25%, respectively; 
P = 0.16), although decreases from baseline in sub-
jective measures of tinnitus loudness were signifi-
cantly greater at 12 months and 18 months in the 
group that received treatment with sound gen-
erators than in the group that received counsel-
ing alone (P = 0.04).39 Because counseling was 
different in the experimental and control groups 
in these trials, the effect of directive counseling 
versus the sound generator on the study outcomes 
is unknown.

Elements and Examples
Identify Distortions and 

Exaggerations
Address the Effect of Distortions 

and Exaggerations
Adopt Alternate Thoughts, 
Behaviors, and Strategies

Cognitive restructuring

Example 1 People think I am crazy because  
I have tinnitus.

Recognize the inaccuracy and  
futility of mind reading.

I can’t assume others’ thoughts with-
out evidence.

Example 2 I wake up with my tinnitus and 
know it’s going to be a bad day.

Avoid jumping to conclusions. It is I, not the tinnitus, who controls 
what I do and determines how my 
day goes.

Example 3 My tinnitus is ruining my work  
and my life.

Eliminate cognitive distortion. Identify aspects of work and life not 
affected by tinnitus.

Framing the problem for 
developing solutions

Example 1 My tinnitus is making me lose  
my mind.

Reframe: I can’t concentrate when 
there is no quiet time.

Begin training exercises shown to 
improve concentration and refo-
cus attention away from tinnitus.

Example 2 My tinnitus is changing my  
personality.

Reframe: I get angry with people  
because my tinnitus keeps me 
from hearing conversations.

Identify techniques and approaches 
that improve communication 
ability.

Behavioral modification

Example Tinnitus has ruined my social life. Reframe: Tinnitus ruins my ability  
to enjoy going out to dinner.

Identify aspects of going out to din-
ner you can enjoy (e.g., the food, 
the scenery, or pleasant compa-
ny) and focus on the positive.

Relaxation training Recognize that stress and physical 
tension promote emotional 
arousal and impair coping with 
tinnitus.

Receive programmatic instruction  
on breathing exercises and pro-
gressive muscle relaxation.

Table 1. Elements and Examples of Cognitive Behavioral Therapy for Tinnitus.
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Psychological Therapy

The goal of psychological intervention is to de-
crease the negative effect of tinnitus on a patient’s 
life and thereby improve well-being. Interventions 
typically address anxiety and depression because 
these are the most common psychological re-
sponses to tinnitus; such interventions include 
biofeedback training, hypnosis, and cognitive be-
havioral therapy.

Cognitive behavioral therapy is currently the 
most common psychological approach used and 
studied worldwide for the management of tinnitus. 
Cognitive behavioral therapy is a collaborative 
therapy that includes attention-refocusing tech-
niques, relaxation training, mindfulness training, 
cognitive restructuring, and behavioral modifica-
tion to change a person’s reaction to tinnitus 
(Table 1); it can be delivered as individual thera-
py, as group therapy, or remotely (Internet-based 
therapy). The therapy is provided by a trained 
medical professional and typically includes once-
weekly sessions of 1 to 2 hours in duration for 
8 to 24 weeks.

Large systematic reviews of trials comparing 
cognitive behavioral therapy with either a no-
treatment control (involving participants on a wait-
ing list to receive treatment) or an active control 
with various combinations of yoga, education, 
biofeedback, relaxation, and distraction training 
have yielded mixed results.26,40,41 Participants’ sub-
jective assessment of tinnitus loudness was not 
reduced from baseline in those who received cog-
nitive behavioral therapy, those who received an 
active control, or those who were assigned to a 
waiting list to receive treatment. However, tinnitus-
specific quality-of-life outcomes were significantly 
better with cognitive behavioral therapy than with 
the active or no-treatment control, with small to 
moderate effect sizes. Depression scores were sig-
nificantly better with cognitive behavioral therapy 
than with the no-treatment control, but the results 
of comparisons between cognitive behavioral 
therapy and active controls (yoga or educational 
counseling) were inconsistent (Table S2 in the 
Supplementary Appendix). Overall, the strength of 
evidence to support cognitive behavioral therapy 
was considered to be low, given the high risk of 
bias and small sample sizes in most studies.26

Other Therapy

Repetitive transcranial magnetic stimulation is 
an investigative treatment for tinnitus that in-

volves the application of strong magnetic field 
impulses to the scalp to induce an electrical cur-
rent that alters neural activity directly in the sub-
jacent superficial cortex and indirectly in remote 
brain areas. Systematic reviews of randomized 
trials have found conflicting results with respect 
to a benefit, as well as a lack of information re-
garding the long-term effects; determination of 
effectiveness is complicated by methodologic limi-
tations of available studies, including small sam-
ple sizes and variability in design and outcome 
measures.42,43

A r e a s of Uncerta in t y

Research suggests that an abnormal engagement 
of attention may be a fundamental mechanism 
that perpetuates tinnitus and increases tinnitus 
severity.44-47 In small, short-term trials, attention-
training programs designed to modulate aware-
ness of tinnitus through multisensory game-based 
play or repetitive training in identifying and lo-
calizing other sounds have resulted in reductions 
in tinnitus severity and improvements in quality-
of-life scores.48-50 A better understanding of the 
mechanisms of attention might lead to more ef-
fective treatments. Further study of the relation-
ship between mood disorders and tinnitus and of 
treatment strategies for patients with coexisting 
medical conditions is also needed. Cognitive be-
havioral therapy requires active engagement and 
commitment; a better understanding of the factors 
predictive of response to this approach as well as 
to other interventions is needed.

The subjective nature of tinnitus, its range of 
causes and variable effects on patients, and the 
reduction in severity that may occur spontane-
ously over time make it a challenging condition 
to study. The limitations of many randomized 
trials of tinnitus treatments include a lack of 
blinding, differences among trials in the defini-
tion of bothersome tinnitus, small sample sizes, 
a lack of attention to many variables affecting 
tinnitus (e.g., associated mood disorder, hearing 
loss, duration and severity of the tinnitus, and 
stability of subjective severity scores), failure to 
account for placebo effects, and attention to some 
outcomes for which results are significant but 
not clinically meaningful.17,51 A standardized in-
strument has been used as the primary outcome 
measure of the effect of tinnitus in only 20 to 36% 
of clinical trials.17,51 Identifying research partici-
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pants willing to enroll in tinnitus studies with 
12 to 18 months of follow-up is challenging.38 
Long-term follow-up (at least 12 months) is often 

lacking; in a recent systematic literature review, 
the median duration of follow-up in 147 clinical 
trials was 3 months.17

Recommendation* Comment

Clinicians must:

Distinguish patients with bothersome tinnitus from patients 
with nonbothersome tinnitus.

This can be facilitated by the use of standardized questionnaires and pa-
tient interviews. The importance of this distinction is to identify pa-
tients who require intervention beyond the initial evaluation, assess-
ment, and education.

Clinicians should:

Perform a targeted history and physical examination at the initial 
evaluation of a patient with presumed primary tinnitus.

The goal is to identify conditions that — if promptly identified and man-
aged — may relieve tinnitus (e.g., tinnitus resulting from conductive 
hearing loss caused by cerumen occlusion of ear canal, middle-ear 
effusion, or ossicular chain fixation).

Obtain a prompt, comprehensive audiologic examination in pa-
tients with tinnitus that is unilateral, persistent (≥6 months), 
or associated with hearing difficulty.

Audiologic testing will facilitate identification of retrocochlear causes of 
tinnitus or tinnitus from sudden idiopathic hearing loss. Testing 
should always be performed when patients report difficulty hearing.

Distinguish patients with bothersome tinnitus of recent onset 
from those with persistent symptoms (≥6 months) to priori-
tize intervention and facilitate discussions about the natural 
history of tinnitus and follow-up care.

Patients benefit from knowing about spontaneous reduction in tinnitus 
severity observed in population studies. Tinnitus interventions can 
be prioritized on the basis of duration and severity of tinnitus.

Educate patients with persistent, bothersome tinnitus about 
management strategies.

Patients should not be told that nothing can be done to help them.

Recommend a hearing aid evaluation for patients with hearing 
loss and persistent bothersome tinnitus.

The evidence for using hearing aids as treatment shows a preponder-
ance of benefit over harm. Quality of life is improved with improved 
communication and decreased awareness of tinnitus.

Recommend cognitive behavioral therapy to patients with per-
sistent, bothersome tinnitus.

It is helpful to be knowledgeable in general about the process of cogni-
tive behavioral therapy and to have access to trained professionals 
with expertise in this form of therapy.

Clinicians may:

Obtain an initial comprehensive audiologic examination in pa-
tients who present with tinnitus (regardless of laterality, du-
ration, or perceived hearing status)

Recommend sound therapy to patients with persistent, bother-
some tinnitus.

Clinicians should not:

Obtain imaging studies of the head and neck in patients with 
tinnitus specifically to evaluate the tinnitus, unless they have 
one or more of the following: tinnitus that is localized to one 
ear, pulsatile tinnitus, focal neurologic abnormalities, or 
asymmetric hearing loss.

The cost and risk associated with computed tomography and magnetic 
resonance imaging, combined with the low diagnostic yield, do not 
support their application outside the noted exceptions.

Routinely recommend antidepressants, anticonvulsants, anxio-
lytics, or intratympanic medications for a primary indication 
of treating persistent, bothersome tinnitus.

Systematic reviews have not supported the use of antidepressants in the 
treatment of tinnitus. Nevertheless, it is important to recognize that 
mood disorders can occur in association with bothersome tinnitus 
and to offer treatment or referral when clinically indicated.

Recommend ginkgo biloba, melatonin, zinc, or other dietary 
supplements for treating patients with persistent, bother-
some tinnitus.

Patients should be informed about the lack of evidence for supplements 
as tinnitus treatments.

Recommend repetitive transcranial magnetic stimulation for the 
routine treatment of patients with persistent, bothersome 
tinnitus.

*  No recommendation is provided regarding the effect of acupuncture in patients with persistent bothersome tinnitus.

Table 2. Clinical Practice Guidelines from the American Academy of Otolaryngology–Head and Neck Surgery.
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Guidelines

The American Academy of Otolaryngology–Head 
and Neck Surgery (AAOHNS) published a clinical 
practice guideline for the evaluation and manage-
ment of chronic bothersome tinnitus in adults.16 
This guideline applies to adults who have had 
tinnitus for at least 6 months, with no identifi-
able cause other than sensorineural hearing loss 
(Table 2). The recommendations in this article 
are largely consistent with those in the AAOHNS 
guideline; an exception is the stronger recom-
mendation provided here for hearing aids, sound 
generators, and directive counseling, for which 
supporting data were not available at the time 
the AAOHNS guideline was developed.38

Summ a r y a nd R ecommendations

The patient described in the vignette has new-
onset tinnitus in both ears, and the loudness is not 
asymmetric. I would obtain additional history 
regarding vertigo or fluctuating hearing loss and 
examine the patient for ear disease that might 
suggest an underlying disorder such as otoscle-
rosis or Meniere’s disease, although symmetric 
tinnitus would make these conditions unlikely. I 

would obtain a baseline assessment of tinnitus 
severity using the Tinnitus Handicap Inventory 
and an audiogram to determine the presence and 
level of hearing loss. If there is notable asymme-
try in hearing, I would obtain diagnostic imaging. 
I would review the audiogram with the patient and 
discuss the relationship between hearing loss 
and tinnitus and what is known about the natu-
ral history of new-onset tinnitus with respect to 
resolution or reduction in severity over time. If 
hearing thresholds are outside the normal range, 
I would recommend hearing aids. I would discuss 
the potential benefit of educational counseling and 
acoustic stimulation with hearing aids or devices 
that combine hearing aids with sound genera-
tors to reduce the awareness of tinnitus and the 
negative effects on the patient’s quality of life. If 
there is evidence of a coexisting mood disorder 
or moderate to severe distress, I would discuss the 
options of referral to a mental health professional 
and a treatment strategy of cognitive behavioral 
therapy.

Dr. Bauer reports receiving grant support from Sea Pharma-
ceuticals. No other potential conflict of interest relevant to this 
article was reported.

Disclosure forms provided by the author are available with the 
full text of this article at NEJM.org.
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INTRODUCTION

Tinnitus is a perception of sound in proximity to the head in the absence of an external
source. It can be perceived as being within one or both ears, within or around the head, or as
an outside distant noise. The sound is often a buzzing, ringing, or hissing, although it can
also sound like other noises.

Tinnitus can be continuous or intermittent. Although both may have a significant impact on
the patient, the latter is not usually related to a serious underlying medical problem. The
sound may be pulsatile or non-pulsatile. Pulsatile tinnitus raises more concern for underlying
significant pathology, though non-pulsatile tinnitus may also be associated with underlying
disease.

The epidemiology, pathogenesis, and diagnosis of tinnitus will be reviewed here. The
treatment of tinnitus is discussed separately. (See "Treatment of tinnitus".)

EPIDEMIOLOGY

According to the American Tinnitus Association, an estimated 50 million people in the United

®

Idaho Power/1213 
Ellenbogen/1

UpToDate 

® Wolters Kluwer 



3/17/22, 11:2Etiology and diagnosis of tinnitus - UpToDate

Page 2 of 2https://www-uptodate-com.usu01.idm.oclc.org/contents/etiology-and-d…earch_result&selectedTitle=1~150&usage_type=default&display_rank=1

States have chronic tinnitus, persisting for greater than six months [1]. For 12 million, it is
severe enough to interfere with daily activities. These people are effectively disabled by their
tinnitus to varying degrees.

Tinnitus can occur in children [2] and increases with age [3,4]. Tinnitus is more common in
men than in women and is more likely to occur among individuals who smoke [1].

CLINICAL IMPACT

The impact of tinnitus on an individual can be significant. Some individuals "experience"
tinnitus, while others "suffer from it." Overall, about 25 percent of tinnitus sufferers report an
increase in tinnitus severity over time [5]. Chronic tinnitus is unlikely to remit completely but
often becomes less bothersome over time, especially in the setting of hearing loss.

The impact of tinnitus can be consistently measured by two outcome instruments: the
Tinnitus Handicap Inventory ( form 1) [6] and the Tinnitus Reaction Questionnaire [7].
Studies indicate that the degree of disability perceived by tinnitus patients, and its impact on
the patient's quality of life, does not directly correlate with loudness, type of tinnitus, or
length of time with tinnitus.

Concurrent mood disorders can increase the perception of disability. Increased tinnitus
disability also has been demonstrated in patients with insomnia [8].

PATHOGENESIS

Tinnitus can be unilateral or bilateral and can be triggered anywhere along the auditory
pathway ( figure 1) [9]. It is believed to be encoded in neurons within the auditory cortex.
The majority of patients have "sensorineural" tinnitus due to hearing loss at the cochlea or
cochlear nerve level.

Somatic sounds may be perceived as tinnitus and originate in structures with proximity to
the cochlea. These sounds are often generated in vascular structures but may also be
produced by musculoskeletal structures. Somatic sounds are most often associated with
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pulsatile tinnitus and are typically unilateral. Continuous tonal tinnitus (single pure-tone) is
usually not somatic in origin.

Pathogenetic theories postulate that the central nervous system is the source or "generator"
of all tinnitus that does not have a somatic origin, even in patients whose associated hearing
losses are due to cochlear injury [10]. Tinnitus generated by the central nervous system can
be unilateral or bilateral, and the side of the tinnitus may not always correspond with the
side of initial injury. Positron-emission tomography (PET) scanning and functional magnetic
resonance imaging (MRI) studies indicate that the loss of cochlear input to neurons in the
central auditory pathways (such as occurs with cochlear hair cell damage due to ototoxicity,
noise trauma, or a lesion of the cochlear nerve) can result in abnormal neural activity in the
auditory cortex. Such activity has been linked to the perception of tinnitus [11,12].

Another construct likens tinnitus to phantom pain perception that is thought to arise from a
loss of suppression of neural activity [13-15]. Known neural feedback loops act to help tune
and reinforce auditory memory in the central auditory cortex. Disruption of auditory input or
the feedback loop may lead to the creation of alternative neural synapses and to loss of
inhibition of normal synapses.

Tinnitus has also been likened to a type of auditory seizure [16], and antiseizure medications
have had limited success in some patients [17]. Abnormal auditory-evoked magnetic field
potentials associated with tinnitus can be suppressed in selected patients with intravenous
lidocaine [18], confirming a central tinnitus phenomenon and potentially indicating a
physiologic mechanism for lidocaine sensitive tinnitus. (See "Treatment of tinnitus", section
on 'Medications'.)

Electrical stimulation, with round window electrodes or promontory stimulation, can
suppress tinnitus in patients with profound hearing loss [19,20]. Electrical promontory
stimulation may suppress abnormal spontaneous activity of cochlear nerve fibers;
alternatively, it may provide background activity that acts to suppress abnormal central
neural connections in patients with baseline sensorineural hearing loss and tinnitus.
Cochlear implantation for hearing loss has had a secondary result of relieving tinnitus, with
reported success for tinnitus improvement varying from 34 to 93 percent [21,22].
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Many patients with tinnitus exhibit signs of anxiety and/or depression [23], and elevated
serum serotonin levels have been found in some tinnitus patients [24]. Serotonin and
gamma-aminobutyric acid (GABA) receptors are found throughout the auditory system, and
neurotransmitter abnormalities may play a role in some patients with tinnitus [24-26].

These theories encompass disruption of normal neural firing patterns along the entire
auditory pathway, from the end organ to the auditory cortex. They may explain tinnitus in
patients who do not exhibit hearing loss, as well as in patients who recover from temporary
hearing loss (eg, noise-induced hearing loss) but develop tinnitus that is persistent.

ETIOLOGY

Vascular disorders — Pulsatile tinnitus is most commonly, though not exclusively, vascular
in etiology. Some vascular tinnitus, such as venous hums and tinnitus due to atherosclerotic
plaque narrowing of vessels, can be non-pulsatile. Vascular tinnitus can be unilateral or
bilateral; when bilateral, it is typically louder on the side of the pathology.

In a retrospective review of 84 patients with pulsatile tinnitus seen in a neurology
department, 42 percent were found to have a significant vascular disorder (most commonly a
dural arteriovenous fistula [AVF] or a carotid-cavernous sinus fistula) [27]. In 12 patients (14
percent), nonvascular disorders such as paraganglioma or intracranial hypertension (due to a
variety of causes) explained the tinnitus.

Arterial bruits — Arterial vessels near the temporal bone may transmit sounds associated
with turbulent blood flow, especially if the loudness of the sound exceeds the hearing
threshold in that ear. The petrous carotid system is the most common source, although other
arteries may also be involved [28]. An arterial bruit is not itself a serious condition, although
the patient may require an evaluation for underlying atherosclerotic disease.

These patients usually do not have other otologic complaints (eg, hearing loss, vertigo, aural
fullness). As with many other causes of tinnitus, their tinnitus is greatest in quiet
environments (eg, at night).

Arteriovenous shunts — Congenital arteriovenous malformations (AVMs) are rarely
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associated with hearing loss or tinnitus. AVFs are more likely to be symptomatic, usually
ipsilateral to the fistula. Dural AVFs are often associated with dural venous sinus thrombosis,
which may occur spontaneously or be associated with infection, tumor, trauma, or surgery.
Large dural AVFs can result in intracranial hemorrhage; early detection and treatment
(surgery and/or vascular embolization) can be life-saving for high-grade lesions. (See
"Nonaneurysmal subarachnoid hemorrhage", section on 'Intracranial'.)

Paraganglioma — Head and neck paragangliomas are highly vascular, typically benign
neoplasms arising from cells of the paraganglia that are found around the carotid
bifurcation, within the jugular bulb, or along the tympanic arteries in the middle ear.
Tympanic paragangliomas, previously known as glomus tympanicum tumors, and jugular
bulb paragangliomas, commonly known as glomus jugulare, both commonly cause a loud
pulsing tinnitus that may interfere with hearing. The tinnitus is typically unilateral, and the
lesion may be visible through the tympanic membrane as a reddish or blue mass or may be
palpable in the neck. As the tumor enlarges, it may cause hearing loss because of
impingement on the ossicular chain (conductive loss) or the labyrinth or cochlea
(sensorineural loss). Other cranial nerves may also be affected (eg, facial nerve or lower
cranial nerve palsies). Paragangliomas of the head and neck are discussed separately. (See
"Paragangliomas: Epidemiology, clinical presentation, diagnosis, and histology", section on
'Definition and anatomic origin' and "Paragangliomas: Epidemiology, clinical presentation,
diagnosis, and histology", section on 'Head and neck paragangliomas'.)

Venous hums — These may be heard in patients with systemic hypertension, increased
intracranial pressure (often due to pseudotumor cerebri) (see "Idiopathic intracranial
hypertension (pseudotumor cerebri): Clinical features and diagnosis", section on 'Pulsatile
tinnitus'), or in patients with a dehiscent or dominant jugular bulb (abnormally high
placement of the jugular bulb). The latter may also cause a conductive hearing loss. Tinnitus
in patients with a venous hum is often described as a soft, low-pitched hum that may
decrease or stop with pressure over the jugular vein, with a change in head position, or with
activity [28]. When tinnitus is due to asymmetry in the venous system, the tinnitus can be
unilateral, or bilateral but louder on one side.

Neurologic disorders — Pulsatile tinnitus of muscular origin can result from spasm of one
or both of the muscles within the middle ear (the tensor tympani and the stapedius muscle).

Idaho Power/1213 
Ellenbogen/5

---------------------- ---- ---



3/17/22, 11:2Etiology and diagnosis of tinnitus - UpToDate

Page 6 of 2https://www-uptodate-com.usu01.idm.oclc.org/contents/etiology-and-d…earch_result&selectedTitle=1~150&usage_type=default&display_rank=1

These muscles are innervated by cranial nerves V and VII respectively. Such muscle spasms
can occur spontaneously, because of local otologic disease, and also in the presence of
neurologic disease such as multiple sclerosis. Patients may also complain of hearing loss or
aural fullness associated with these muscle spasms. Tympanometry and otoscopy can be
particularly useful in diagnosing middle ear spasmodic activity.

Clicking noises or irregular or rapid pulsations may also result from myoclonus of the palatal
muscles that attach to the Eustachian tube orifice. Myoclonus of the palatal muscles most
often is caused by an underlying neurologic abnormality, such as multiple sclerosis,
microvascular disease affecting the brainstem, or neuropathy related to metabolic or toxic
etiology; the history and physical examination should include a search for other neurologic
disease.

Tinnitus due to myoclonus can be either unilateral or bilateral; when unilateral, symptoms
are ipsilateral to the site of the muscle spasm.

Eustachian tube dysfunction — A patulous Eustachian tube can cause unilateral or bilateral
tinnitus, with sounds similar to an ocean roar that may be synchronous with respiration [28].
It most commonly occurs after significant weight loss or after external beam radiation to or
near the nasopharynx. The symptoms may disappear when the patient lies down. Patients
can also complain of an unusual awareness of their own voice (autophony) and of ear
discomfort. The cause of these symptoms is a Eustachian tube that remains abnormally
patent, allowing too much and then too little aeration of the middle ear space with
respiration. (See "Eustachian tube dysfunction", section on 'History'.)

Other somatic disorders — Somatic non-pulsatile tinnitus is commonly caused by
temporomandibular joint (TMJ) dysfunction [29] and has also been associated with whiplash
injuries [30] and other cervical-spinal disorders [31]. Tinnitus may improve when patients
respond favorably to treatment for symptoms of TMJ dysfunction and craniocervical disease.
The exact neurophysiologic mechanism for the generation of tinnitus from either the TMJ or
the cervical spine is not known but may involve disinhibition of the dorsal cochlear nucleus
[30]. In cases of somatic tinnitus, unilateral or bilateral symptoms may occur.

Tinnitus with a machine-like grinding or pulsing character is sometimes associated with
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intracranial lesions, such as chondrosarcoma, aberrant carotid artery, and endolymphatic sac
tumors.

Tinnitus originating from the auditory system — Most tinnitus is due to a sensorineural
hearing loss with resulting dysfunction within the auditory system. The auditory system
includes the cochlear end organ, the cochlear nerve (with its projections to and from the
cochlea), the brainstem (site of the cochlear nuclei), and the primary and secondary auditory
cortical projections ( figure 1).

Etiologies of tinnitus generated from within the auditory system are as varied as the types of
noises that patients report ( table 1). The presence of tinnitus often is an early indicator of
cochlear hair cell dysfunction or loss, as in the case of prolonged noise exposure [32],
Meniere disease (also characterized by aural fullness and vertigo), or ototoxicity. (See
"Etiology of hearing loss in adults", section on 'Inner ear causes' and "Meniere disease:
Evaluation, diagnosis, and management", section on 'Clinical presentation'.)

Ototoxic medications — Tinnitus is commonly caused by ototoxic medications ( table 2);
the ototoxicity typically affects both sides, causing bilateral symptoms. Ototoxicity affects the
various components of the cochleovestibular end organ. When such structures are damaged,
a change in neural firing between the end organ and the remainder of the auditory system
can be exhibited by hearing loss, distortions in hearing, or tinnitus. (See "Etiology of hearing
loss in adults", section on 'Ototoxic substances'.)

Presbycusis — Presbycusis (sensorineural hearing loss with aging) or any acquired high-
frequency hearing loss is commonly associated with tinnitus (often described as a high-
pitched ringing sound, crickets, or bells in the ear) along with the hearing loss. Cochlear
hearing losses can be asymmetric, and even when symmetric they can result in unilateral or
bilateral tinnitus. (See "Presbycusis", section on 'Tinnitus'.)

Otosclerosis — This is a condition of abnormal bone repair of the stapes footplate bone
(third bone in the ossicular chain) and of the otic capsule. Tinnitus can result when
otosclerosis damages cochlear structures. Progressive otosclerosis can result in fixation of
the stapes footplate and worsening conductive hearing loss which can be unilateral or
bilateral. (See "Etiology of hearing loss in adults", section on 'Otosclerosis'.)
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Vestibular schwannoma — Tumors compressing or stretching the cochlear nerve can
cause tinnitus. In addition, unilateral tinnitus can be the presenting sign of a schwannoma of
the vestibular nerve within the cerebellar-pontine angle or the internal auditory canal
(acoustic neuroma). (See "Vestibular schwannoma (acoustic neuroma)".)

Chiari malformations — Tinnitus, unilateral or bilateral, is one of the auditory signs
associated with a symptomatic Chiari malformation and occurs when low-lying cerebellar
tonsils causes tension on the auditory nerve [33]. Tinnitus from Chiari malformations can be
both unilateral or bilateral.

Other etiologies — Hearing loss due to a variety of causes, including vascular ischemic
events, infection, nerve compression, genetic predisposition, congenital hearing loss, or
endocrine or metabolic damage to the auditory system, can produce tinnitus to a variable
degree.

Tinnitus may occur with barotrauma to the middle or inner ear (often associated with vertigo
and hearing loss) and with fluid in the middle ear (eg, with otitis media). (See "Etiology of
hearing loss in adults" and "Acute otitis media in adults", section on 'Otitis media with
effusion'.)

DIAGNOSIS

Tinnitus is frequently associated with hearing loss or other cochlear injury, and it may be the
presenting complaint in a patient with a central nervous system lesion. History and physical
examination are the first steps in establishing the etiology of tinnitus. Some patients may
also warrant audiology examination, particularly those with unilateral tinnitus; although
unilateral symptoms can direct aspects of the workup, it does not necessarily portend more
worrisome diagnoses. Other tests, including imaging, are warranted in specific
circumstances.

History — The history in patients with tinnitus should include a description of the tinnitus
(episodic or constant, pulsatile or non-pulsatile, rhythmicity, pitch, quality of the sound), as
well as inciting or alleviating factors. Patients should be asked about previous ear disease,
noise exposure, hearing status, head injury, and symptoms suggesting temporomandibular
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joint (TMJ) syndrome. All medications and supplements should be reviewed. The history
should review other medical conditions, including hypertension, atherosclerosis, neurologic
illness, and prior surgery. Patients should be specifically asked about depression, anxiety,
and insomnia, which can both exacerbate tinnitus and magnify its impact on quality of life.
Patients complaining of tinnitus should also be asked if they have difficulty hearing or have
noted a hearing loss.

Tinnitus that is distinctly pulsing or is described as rushing, flowing, or humming is usually
vascular in origin. Patients often describe an increase in frequency and intensity with
exercise, and some may recognize a connection with their pulse. Changes in intensity or
pitch with head motion or body position (lying down versus sitting or standing) also strongly
suggest a vascular tinnitus.

Clicking tinnitus almost always has a physiologic explanation. Myoclonus of the palatal
muscles or middle ear structures can occur spontaneously but may also suggest significant
neurologic disease. Some patients report a mechanical sounding tinnitus that is not tonal in
nature. A diligent investigation searching for vascular or somatic causes is warranted for this
rare complaint.

Tonal descriptions of tinnitus can help in the evaluation of a patient for a specific diagnosis or
treatment.

Physical examination — A complete head and neck examination, including cranial nerve
examination and evaluation of the tympanic membrane, should be performed in all patients.
Palatal myoclonus may be suppressed upon wide jaw opening; thus, its absence on oral
examination does not rule out the diagnosis (nasopharyngoscopy may be indicated when
suspicion is high).

A high-pitched continuous tone is by far the most commonly described type of tinnitus.
High-pitched tinnitus is frequently a result of a sensorineural hearing loss or may
suggest cochlear injury.

●

Low-pitched tinnitus is often seen in patients with Meniere disease, although it also can
be idiopathic.

●
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In patients with suspected vascular tinnitus, auscultation over the neck, periauricular area,
temple, orbit, and mastoid should be performed in various positions. The effects of
positioning and vascular compression of the neck on the involved side should be noted.
Tinnitus of venous origin can often be suppressed by careful pressure on the jugular vein.

Specialized testing

Suspected vascular tinnitus — Patients with infrequent episodes of pulsatile tinnitus or
those with short-duration, mild tinnitus can be initially observed.

However, because frequent or constant pulsatile tinnitus can herald a potentially life-
threatening illness, all of these patients require evaluation by an otolaryngologist or
neurotologist. When physical examination does not reveal a specific vascular or
musculoskeletal source in these patients, further investigation to rule out a central nervous
system lesion such as a dural arteriovenous fistula (AVF), arteriovenous malformation (AVM)
or aneurysm, or a skull base tumor should be carried out [34].

The gold standard for AVF diagnosing intracranial vascular lesions is angiography. These
lesions often can also be diagnosed noninvasively with magnetic resonance (MR)
angiography [35] or computed tomographic (CT) angiography [36]. High-resolution CT
scanning is required to delineate the extent of involvement of the skull base if a
paraganglioma is suspected and may be sufficient to evaluate other central nervous system
lesions in selected patients. MRI can diagnose a Chiari malformation, vasculitis, central
nervous system tumors, and multiple sclerosis and may indicate the presence of increased
intracranial pressure (such as that seen in pseudotumor cerebri) or tumors. Many patients
require both contrast MRI and contrast CT because of the varied nature of disorders that
cause pulsatile tinnitus. If both of these studies are normal, and suspicion for a vascular
lesion remains high, angiography or MR angiography is warranted.

Our protocol involves audiometric testing followed by an extensive history and physical
exam, which guides additional diagnostic testing. When an intracranial vascular lesion is
suspected, we obtain an MRI with contrast initially, followed by CT/CT angiography and
subsequent interventional angiography in appropriate circumstances.

Suspected auditory system tinnitus — For patients with tinnitus associated with hearing

Idaho Power/1213 
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loss or a change in hearing, audiometric tests may help determine if the tinnitus originates
within the auditory system and are essential in the evaluation. Any patient with constant
unilateral or bilateral tinnitus persistent for six months or more should also be referred for a
formal audiology evaluation [37].

Initial audiometric tests should include a pure-tone audiogram, tympanometry, auditory
reflex testing, determination of speech discrimination abilities, and otoacoustic emissions
testing. These tests identify asymmetries between the two ears and indicate abnormalities in
the middle ear, cochlea, and brainstem; as well, they can define the site of abnormality within
the auditory system or confirm normal functioning. Such testing is performed in an
audiologist's office, ideally one affiliated with an otolaryngology department or practice.

Asymmetry in hearing function, reflex testing, or otoacoustic emissions, in patients with no
identified otologic abnormality, should be followed-up with auditory brainstem response
testing (ABR) and imaging studies (eg, MRI) to rule out inner ear anomalies, central nervous
system lesions, and neurologic disease. Further workup may involve neurologic or
neurosurgical consultation, endocrine evaluation, or angiography.

SOCIETY GUIDELINE LINKS

Links to society and government-sponsored guidelines from selected countries and regions
around the world are provided separately. (See "Society guideline links: Hearing loss and
hearing disorders in adults".)

INFORMATION FOR PATIENTS

UpToDate offers two types of patient education materials, "The Basics" and "Beyond the
Basics." The Basics patient education pieces are written in plain language, at the 5  to 6
grade reading level, and they answer the four or five key questions a patient might have
about a given condition. These articles are best for patients who want a general overview
and who prefer short, easy-to-read materials. Beyond the Basics patient education pieces are
longer, more sophisticated, and more detailed. These articles are written at the 10  to 12
grade reading level and are best for patients who want in-depth information and are

th th

th th
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comfortable with some medical jargon.

Here are the patient education articles that are relevant to this topic. We encourage you to
print or e-mail these topics to your patients. (You can also locate patient education articles on
a variety of subjects by searching on "patient info" and the keyword(s) of interest.)

SUMMARY AND RECOMMENDATIONS

Basics topic (see "Patient education: Tinnitus (ringing in the ears) (The Basics)")●

Beyond the Basics topic (see "Patient education: Tinnitus (ringing in the ears) (Beyond
the Basics)")

●

Tinnitus affects 50 million people in the United States and interferes with daily activity
in a quarter of those affected. Prevalence is greater in men and increases with age. (See
'Epidemiology' above.)

●

Pulsatile tinnitus is most commonly vascular in origin and requires thorough evaluation.●

Vascular tinnitus can be unilateral or bilateral; when bilateral, it is typically louder on
the side of the pathology. Differential diagnosis includes intracranial arteriovenous
malformation (AVM), arteriovenous fistula (AVF), arterial bruit, and paraganglioma.
(See 'Vascular disorders' above.)

•

Clicking pulsatile tinnitus may indicate a neurologic disorder causing myoclonus of
palatal muscles or of the muscles in the inner ear. Tinnitus can be either unilateral or
bilateral; when unilateral, symptoms are ipsilateral to the site of the muscle spasm.
(See 'Neurologic disorders' above.)

•

Tinnitus most commonly is a result of abnormalities within the auditory system, often
with unexplained etiology. It may be associated with sensorineural hearing loss,
ototoxic medications, infection, vascular ischemia, or acoustic neuroma. (See 'Tinnitus
originating from the auditory system' above.)

●

All sensorineural tinnitus is believed to be generated within the central nervous system,●
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GRAPHICS

Tinnitus handicap inventory questionnaire
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Name Date ----------

ID# Age 

Doctor------------------------------------

Instructions: 
Please CIRCLE the correct response. 

1. Rate the loudness of your tinnitus: 

2. Rate the pitch of your tinnitus: 

Instructions (pl.ease read care.fully): 

None 

0 

0 

1 

1 

2 

2 

3 

3 

4 

4 

s 

s 

6 

6 

7 

7 

8 

8 

Extreme 

9 10 

9 10 

The purpose of the scale is to identify difficulties that you may be experiencing because 
of your ti nnitus. Please check off "Yes," "Sometimes," or "No" to each item. 
Please do not skip any questions. 

Yes Sometimes No 

Fl. Because of your tinnitus, is it difficult for you to concentrate? □ □ □ 
F2. Does the loudness of your tinn itus make it difficult for you to hear? □ □ □ 
E3. Does your tinnitus make you angry? □ □ □ 
F4. Does your tinnitus make you feel confused? □ □ □ 
cs. Because of your tinnitus, do you feel desperate? □ □ □ 
E6. Do you complain a great deal about your tinnitus? □ □ □ 
F7. Because of your t innitus, do you have trouble falling asleep at night? □ □ □ 
cs. Do you feel as though you cannot escape your tinnitus? □ □ □ 
F9. Does your tinnitus interfere with your ability to enjoy your 

□ □ □ social activities (such as going out to dinner, to the movies, etc)? 

ElO. Because of your t innitus, do you feel frustrated? □ □ □ 
Cll. Because of your tinnitus, do you feel that you have a tenible disease? □ □ □ 
F12. Does you tinnitus make it difficult to enjoy life? □ □ □ 
F13. Does your tinnitus interfere with your job or household responsibilities? □ □ □ 
E14. Because of your tinnitus, do you find that you are often initable? □ □ □ 
FlS. Because of your tinnitus, is it difficult for you to read? □ □ □ 
E16. Does your tinnitus make you upset? □ □ □ 
E17. Do you feel that your t innitus problem has placed stress 

□ □ □ on your relationships with members of your family and friends? 

- - - ---
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F18. Do you find it difficult to focus your attention away 
□ □ □ from your tinn itus and on other th ings? 

C19. Do you feel you have no control over your tinnitus? □ □ □ 
F20. Because of your tinnitus, do you often feel tired ? □ □ □ 
E21. Because of your tinnitus, do you feel depressed? □ □ □ 
E22. Does your tinnitus make you feel anxious? □ □ □ 
C23. Do you feel you can no longer cope with your tinnitus? □ □ □ 
F24. Does your tinnitus get worse when you are under stress? □ □ □ 
E25. Does your tinnitus make you feel insecure? □ □ □ 
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Current concept of the auditory pathways

Courtesy of Elizabeth Dinces, MD.

Graphic 60823 Version 1.0
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Causes of tinnitus

Sensorineural hearing
loss

Presbycusis

Late-onset congenital
hearing loss

Noise-induced hearing loss

Ototoxicity

Idiopathic

Vascular insufficiency

Small-vessel disease

Hypercoagulable states

Hypercholesterolemia

Diabetic vasculopathy

Hypertension

Sickle cell anemia

Other anemia

Bone disease

Fibrous dysplasia

Paget disease of bone

Osteogenesis imperfecta

Otosclerosis

Central nervous system
anomalies

Sarcoid

Pseudotumor cerebri

Vascular malformations

Infections

Rubella

Neurosyphilis

Lyme disease

Meningitis

Chronic otitis media

Measles

Cytomegalovirus

Metabolic disorders

Thyroid disease

Diabetes mellitus

Chronic renal failure

Hyperparathyroidism

Autoimmune disease

Autoimmune inner ear disease (not always associated with systemic
autoimmune disease)

Rheumatoid arthritis

Systemic lupus erythematosus

Cochlear injury

Salicylates

Antibiotics

Loop diuretics

Platinum-based chemotherapy

Meniere disease

Trauma

Drugs

Idaho Power/1213 
Ellenbogen/20



3/17/22, 11:2Etiology and diagnosis of tinnitus - UpToDate

Page 21 of 2https://www-uptodate-com.usu01.idm.oclc.org/contents/etiology-and-…earch_result&selectedTitle=1~150&usage_type=default&display_rank=1

Tumor

Stroke

Multiple sclerosis

See 'Cochlear injury' above and refer to UpToDate table on drugs that
cause or exacerbate tinnitus.
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Some of the drugs that cause or exacerbate tinnitus

Aminoglycoside antibiotics

ACE inhibitors

Antimalarial drugs (eg, chloroquine, hydroxychloroquine)

Benzodiazepines

Bismuth

Calcium channel blockers

Carbamazepine

Chlordiazepoxide

Cisplatin

Clarithromycin

COX-2 inhibitors

Cyclobenzaprine

Dapsone

Doxazosin

Doxepin

Fluoroquinolone antibiotics

Isotretinoin

Lidocaine and other local anesthetics

Loop diuretics

Nitroprusside

Prazosin

Proton pump inhibitors

Quinidine

Salicylates and NSAIDs

Sertraline

Sibutramine
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Tricyclic antidepressants

Tolbutamide

Valproic acid

ACE: angiotensin-converting enzyme; COX: cyclooxygenase; NSAIDs: nonsteroidal antiinflammatory
drugs.
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Foreword 
Noise is one of the most important environmental risks to health and continues to be a growing 
concern among policy-makers and the public alike. Based on the assessment threshold specified in 
the Environmental Noise Directive of the European Union (EU), at least 100 million people in the EU 
are affected by road traffic noise, and in western Europe alone at least 1.6 million healthy years of life 
are lost as a result of road traffic noise.

At the request of Member States at the Fifth Ministerial Conference on Environment and Health in 
Parma, Italy, in March 2010, the WHO Regional Office for Europe has developed these guidelines, 
based on the growing understanding of the health impacts of exposure to environmental noise. 
They provide robust public health advice, which is essential to drive policy action that will protect 
communities from the adverse effects of noise.

These WHO guidelines – the first of their kind globally – provide recommendations for protecting 
human health from exposure to environmental noise originating from various sources. They not only 
offer robust public health advice but also serve as a solid basis for future updates, given the growing 
recognition of the problem and the rapid advances in research on the health impacts of noise. 
The comprehensive process of developing the guidelines has followed a rigorous methodology; 
their recommendations are based on systematic reviews of evidence that consider more health 
outcomes of noise exposure than ever before. Through their potential to influence urban, transport 
and energy policies, these guidelines contribute to the 2030 Agenda for Sustainable Development 
and support WHO’s vision of creating resilient communities and supportive environments in the 
European Region.

Following the publication of WHO’s community noise guidelines in 1999 and night noise guidelines 
for Europe in 2009, these latest guidelines represent the next evolutionary step, taking advantage of 
the growing diversity and quality standards in this research domain. Comprehensive and robust, and 
underpinned by evidence, they will serve as a sound basis for action. While these guidelines focus on 
the WHO European Region and provide policy guidance to Member States that is compatible with 
the noise indicators used in the EU’s Environmental Noise Directive, they still have global relevance. 
Indeed, a large body of the evidence underpinning the recommendations was derived not only from 
noise effect studies in Europe but also from research in other parts of the world – mainly in Asia, 
Australia and the United States of America.

I am proud to present these guidelines as another leading example of the normative work undertaken 
in our Region in the area of environment and health. On behalf of the WHO Regional Office for Europe 
and our European Centre for Environment and Health in Bonn, Germany, which coordinated the 
development of the guidelines, I would like to express my gratitude to the large network of experts, 
partners, colleagues and consultants who have contributed to this excellent publication. I would also 
like to thank Switzerland and Germany for providing financial support to this complex project, and 
look forward to following the influence of the guidelines on policy and research in the years to come. 

Dr Zsuzsanna Jakab

WHO Regional Director for Europe
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Glossary of acoustic terms
A-weighting  A frequency-dependent correction that is applied to a measured or   
   calculated sound of moderate intensity to mimic the varying sensitivity of  
   the ear to sound for different frequencies

C-weighting  A frequency-dependent correction that is applied to a measured or   
   calculated sound of moderate intensity to mimic the varying sensitivity 
   of the ear to sound for different frequencies – C-weighting is usually used  
   for peak measurements

FAST    Fast response has a time constant of 125 milliseconds on a sound level  
   meter

LAeq,T   A-weighted, equivalent continuous sound pressure level during a stated  
   time interval starting at t1 and ending at t2, expressed in decibels (dB), at a  
   given point in space1

LA,max   Maximum time-weighted and A-weighted sound pressure level within a  
   stated time interval starting at t1 and ending at t2, expressed in dB1

LAF   A-weighted sound pressure level with FAST time constant as specified in  
   IEC 61672-11

LAF,max   Maximum time-weighted and A-weighted sound pressure level with FAST  
   time constant within a stated time interval starting at t1 and ending at t2,  
   expressed in dB

LAS,max    Maximum time-weighted and A-weighted sound pressure level with SLOW  
   time constant within a stated time interval starting at t1 and ending at t2,  
   expressed in dB

LE   Sound energy density level is the logarithmic ratio of the time-averaged  
   sound energy per unit volume to the reference sound energy density 
   Eo = 10-12 J/m3.

Lex,8h   Leq (equivalent continuous sound level) corrected for the length of the  
   working shift, in this case 8 hours

Lday    Equivalent continuous sound pressure level when the reference time interval  
   is the day1

Lden   Day-evening-night-weighted sound pressure level as defined in section  
   3.6.4 of ISO 1996-1:20161

Ldn   Day-night-weighted sound pressure level as defined in section 3.6.4 of 
   ISO 1996-1:20161 

Levening   Equivalent continuous sound pressure level when the reference time interval  
   is the evening1 

1 Source: ISO (2016).
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Lnight    Equivalent continuous sound pressure level when the reference time interval  
   is the night1

Lpeak,C   Level of peak sound pressure with C-weighting, within a specified time  
   interval 

Lpeak,lin   Level of peak sound pressure with linear frequency weighting, within a  
   specified time interval 

Sound pressure level the logarithm of the ratio of a given sound pressure to the reference sound  
   pressure in dB is 20 times the logarithm to the base ten of the ratio.

SLOW    Slow response has a time constant of 10 000 milliseconds on a sound level  
   meter
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Executive summary
Environmental noise is an important public health issue, featuring among the top environmental risks 
to health. It has negative impacts on human health and well-being and is a growing concern among 
both the general public and policy-makers in Europe. 

At the Fifth Ministerial Conference on Environment and Health in Parma, Italy, in 2010, WHO was 
requested by the Member States in the European Region to produce noise guidelines that included 
not only transportation noise sources but also personal electronic devices, toys and wind turbines, 
which had not yet been considered in existing guidelines. Furthermore, European Union Directive 
2002/49/EC relating to the assessment and management of environmental noise (END) and 
related technical guidance from the European Environment Agency both elaborated on the issue of 
environmental noise and the importance of up-to-date noise guidelines. 

The WHO Regional Office for Europe has therefore developed environmental noise guidelines for 
the European Region, proposing an updated set of public health recommendations on exposure to 
environmental noise.

Objectives
The main purpose of these guidelines is to provide recommendations for protecting human health 
from exposure to environmental noise originating from various sources: transportation (road traffic, 
railway and aircraft) noise, wind turbine noise and leisure noise. Leisure noise in this context refers to 
all noise sources that people are exposed to due to leisure activities, such as attending nightclubs, 
pubs, fitness classes, live sporting events, concerts or live music venues and listening to loud music 
through personal listening devices. The guidelines focus on the WHO European Region and provide 
policy guidance to Member States that is compatible with the noise indicators used in the European 
Union’s END. 

The following two key questions identify the issues addressed by the guidelines.

•	In the general population exposed to environmental noise, what is the exposure–response 
relationship between exposure to environmental noise (reported as various indicators) and the 
proportion of people with a validated measure of health outcome, when adjusted for confounders?

•	In the general population exposed to environmental noise, are interventions effective in reducing 
exposure to and/or health outcomes from environmental noise? 

In light of these questions, the guidelines set out to define recommended exposure levels for 
environmental noise in order to protect population health. 

Methods used to develop the guidelines 
The process of developing the WHO guidelines followed a rigorous methodology involving 
several groups with separate roles and responsibilities. Throughout the process, the Grading of 
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Recommendations Assessment, Development and Evaluation (GRADE) approach was followed. In 
particular, the different steps in the development of the guidelines included: 

•	formulation of the scope and key questions of the guidelines;

•	review of the pertinent literature; 

•	selection of priority health outcome measures; 

•	a systematic review of the evidence; 

•	assessment of certainty of the bodies of evidence resulting from systematic reviews; 

•	identification of guideline exposure levels; and

•	setting of the strength of recommendations. 

Based on the defined scope and key questions, these guidelines reviewed the pertinent literature 
in order to incorporate significant research undertaken in the area of environmental noise and 
health since the community noise guidelines and night noise guidelines for Europe were issued 
(WHO, 1999; WHO Regional Office for Europe, 2009). In total, eight systematic reviews of evidence 
were conducted to assess the relationship between environmental noise and the following health 
outcomes: cardiovascular and metabolic effects; annoyance; effects on sleep; cognitive impairment; 
hearing impairment and tinnitus; adverse birth outcomes; and quality of life, mental health and well-
being. A separate systematic review of evidence was conducted to assess the effectiveness of 
environmental noise interventions in reducing exposure and associated impacts on health.2 Once 
identified and synthesized, the quality of the evidence of the systematic reviews was assessed by 
the Systematic Review Team. Subsequently, the Guideline Development Group (GDG) formulated 
recommendations, guided by the Systematic Review Team’s assessment and informed by of a 
number of additional contextual parameters. To facilitate the formulation of recommendations, the 
GDG first defined priority health outcomes and then selected the most relevant health outcome 
measures for the outcomes. Consecutively, a process was developed to identify the guideline 
exposure levels with the help of the exposure–response functions provided by the systematic 
reviews. To reflect the nature of the research (observational studies) underpinning the relationship 
between environmental noise and health, the GRADE procedures were adapted to the requirements 
of environmental exposure studies where needed. 

Noise indicators
From a scientific point of view, the best noise indicator is the one that performs best in predicting the 
effect of interest. There are, however, a number of additional criteria that may influence the choice 
of indicator. For example, various indicators might be suitable for different health end-points. Some 
considerations of a more political nature can be found in the European Commision’s Position paper 
on EU noise indicators (EC, 2000). 

2 All systematic reviews are publicly available online in the International Journal of Environmental Research and Public 
Health. A detailed list of links to the individual reviews is provided in section 2.3.2 and in Annex 2 of these guidelines.
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The current guidelines are intended to be suitable for policy-making in the WHO European Region. 
They therefore focus on the most used noise indicators Lden and/or Lnight (see the glossary of acoustic 
terms for further details). They can be constructed using their components (Lday, Levening, Lnight and the 
duration in hours of Lnight), and are provided for exposure at the most exposed façade, outdoors. 
The Lden and Lnight indicators are those generally reported by authorities and are widely used for 
exposure assessment in health effect studies. 

Recommendations
Specific recommendations have been formulated for road traffic noise, railway noise, aircraft noise, 
wind turbine noise and leisure noise. Recommendations are rated as either strong or conditional. 

Strength of recommendation

•	A strong recommendation can be adopted as policy in most situations. The guideline is based 
on the confidence that the desirable effects of adherence to the recommendation outweigh the 
undesirable consequences. The quality of evidence for a net benefit – combined with information 
about the values, preferences and resources – inform this recommendation, which should be 
implemented in most circumstances.

•	A conditional recommendation requires a policy-making process with substantial debate and 
involvement of various stakeholders. There is less certainty of its efficacy owing to lower quality of 
evidence of a net benefit, opposing values and preferences of individuals and populations affected 
or the high resource implications of the recommendation, meaning there may be circumstances 
or settings in which it will not apply.

Alongside specific recommendations, several guiding principles were developed to provide generic 
advice and support for the incorporation of recommendations into a policy framework. They apply 
to the implementation of all of the specific recommendations.

Guiding principles: reduce, promote, coordinate and involve 

•	Reduce exposure to noise, while conserving quiet areas.

•	Promote interventions to reduce exposure to noise and improve health. 

•	Coordinate approaches to control noise sources and other environmental health risks. 

•	Inform and involve communities potentially affected by a change in noise exposure.

The recommendations, source by source, are as follows.
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~ Aircraft noise 

Recommendation Strength 

\ 

For average noise exposure, the GDG strongly recommends reducing noise Strong 
levels produced by aircraft below 45 dB Lden' as aircraft noise above this 
level is associated with adverse health effects. 

For night noise exposure, the GDG strongly recommends reducing noise Strong 
levels produced by aircraft during night time below 40 dB Lnight ' as night-
time aircraft noise above this level is associated with adverse effects on 
sleep. 

To reduce health effects, the GDG strongly recommends that policy-makers Strong 
implement suitable measures to reduce noise exposure from aircraft in the 
population exposed to levels above the guideline values for average and 
night noise exposure. For specific interventions the GDG recommends 
implementing suitable changes in infrastructure. 

;•.-... Wind turbine noise 

Recommendation 

For average noise exposure, the GDG conditionally recommends 
reducing noise levels produced by wind turbines below 45 dB Lden' as 
wind turbine noise above this level is associated with adverse health 
effects. 

No recommendation is made for average night noise exposure Lnight of 
wind turbines. The quality of evidence of night-time exposure to wind 
turbine noise is too low to allow a recommendation. 

Strength 

Conditional 

To reduce health effects, the GDG conditionally recommends that policy- Conditional 
makers implement suitable measures to reduce noise exposure from 
wind turbines in the population exposed to levels above the guideline 
values for average noise exposure. No evidence is available, however, to 
facilitate the recommendation of one particular type of intervention over 
another. 
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               Leisure noise

RecommendationStrength

For average noise exposure, the GDG conditionally recommends reducing 
the yearly average from all leisure noise sources combined to 70 dB LAeq,24h 
as leisure noise above this level is associated with adverse health effects. 
The equal energy principle3 can be used to derive exposure limits for other 
time averages, which might be more practical in regulatory processes. 

Conditional

For single-event and impulse noise exposures, the GDG conditionally 
recommends following existing guidelines and legal regulations to limit the 
risk of increases in hearing impairment from leisure noise in both children 
and adults.

Conditional

Following a precautionary approach, to reduce possible health effects, 
the GDG strongly recommends that policy-makers take action to prevent 
exposure above the guideline values for average noise and single-event 
and impulse noise exposures. This is particularly relevant as a large number 
of people may be exposed to and at risk of hearing impairment through the 
use of personal listening devices. There is insufficient evidence, however, to 
recommend one type of intervention over another.

Strong

Target audience 
The guidelines are published by the WHO Regional Office for Europe. In terms of their health 
implications, the recommended exposure levels can be considered applicable in other regions and 
suitable for a global audience, as a large body of the evidence underpinning the recommendations 
was derived not only from European noise effect studies but also from research in other parts of the 
world – mainly in America, Asia and Australia. 

3 The equal energy principle states that the total effect of sound is proportional to the total amount of sound energy 
received by the ear, irrespective of the distribution of that energy in time (WHO, 1999).
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1. Introduction
Environmental noise features among the top environmental risks to physical and mental health and 
well-being, with a substantial associated burden of disease in Europe (WHO Regional Office for 
Europe & JRC, 2011; Hänninen et al., 2014). It has negative impacts on human health and well-
being and is a growing concern among both the general public and policy-makers in Europe. 

WHO published community noise guidelines (CNG) and night noise guidelines (NNG) for Europe 
in 1999 and 2009, respectively (WHO, 1999; WHO Regional Office for Europe, 2009). Since then, 
significant new evidence has accumulated on the health effects of environmental noise. 

The need for updated health-based guidelines originates in part from commitments made at the 
Fifth Ministerial Conference on Environment and Health in Parma, Italy, in 2010, where Member 
States asked WHO to produce appropriate noise guidelines that would include additional noise 
sources such as personal electronic devices, toys and wind turbines (WHO Regional Office for 
Europe, 2010). Furthermore, European Union (EU) Directive 2002/49/EC relating to the assessment 
and management of environmental noise (the END – EC, 2002a) and related technical guidance 
from the European Environment Agency (EEA) both elaborated on the issue of environmental noise 
and the importance of up-to-date noise guidelines (EEA, 2010). 

The WHO Regional Office for Europe has therefore developed environmental noise guidelines for 
the European Region, proposing an updated set of public health recommendations on exposure 
to environmental noise. The main purpose of these guidelines is to provide recommendations for 
protecting human health from exposure to environmental noise originating from various sources: 
transportation (road traffic, railway and aircraft) noise, wind turbine noise and leisure noise. The 
guidelines focus on the WHO European Region and provide policy guidance to Member States that 
is compatible with the noise indicators used in the EU’s END. 

The following two key questions identify the issues addressed by the guidelines.

•	In the general population exposed to environmental noise, what is the exposure–response 
relationship between exposure to environmental noise (reported as various indicators) and the 
proportion of people with a validated measure of health outcome, when adjusted for confounders?

•	In the general population exposed to environmental noise, are interventions effective in reducing 
exposure to and/or health outcomes from environmental noise? 

1.1 The public health burden from environmental noise
Exposure to noise can lead to auditory and nonauditory effects on health. Through direct injury to 
the auditory system, noise leads to auditory effects such as hearing loss and tinnitus. Noise is also 
a nonspecific stressor that has been shown to have an adverse effect on human health, especially 
following long-term exposure. These effects are the result of psychological and physiological distress, 
as well as a disturbance of the organism’s homeostasis and increasing allostatic load (Basner et 
al., 2014). This is further outlined in the WHO narrative review of the biological mechanisms of 
nonauditory effects (Eriksson et al., 2018). 
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The evidence of the association between noise exposure and health effects is based on experimental 
work regarding biological plausibility and, in observational studies, consistency among study results, 
presence of an exposure–response relationship and the magnitude of the effect. Environmental 
noise risk assessment and risk management relies on established exposure–response relationships 
(Babisch, 2014).

In 2011 the WHO Regional Office for Europe and the European Commission (EC) Joint Research 
Centre (JRC) published a report on the burden of disease from environmental noise that quantified 
the healthy years of life lost in western Europeam countries as a result of environmental noise 
(WHO Regional Office for Europe & JRC, 2011). The burden of disease is calculated, in a single 
measure of disability-adjusted life-years (DALYs), as the sum of the years of life lost from premature 
mortality and the years lived with disability for people living with the disease or health condition or its 
consequences in the general population (WHO, 2014a). 

Sufficient information was deemed available to quantify the burden of disease from environmental 
noise for cardiovascular disease, cognitive impairment in children, sleep disturbance, tinnitus and 
annoyance. The report, based on a limited set of data, estimated that DALYs lost from environmental 
noise in western European countries are equivalent to 61 000 years for ischaemic heart disease (IHD), 
45 000 years for cognitive impairment in children, 903 000 years for sleep disturbance, 22 000 years 
for tinnitus and 654 000 years for annoyance (WHO Regional Office for Europe & JRC, 2011). These 
results indicate that at least one million healthy years of life are lost every year from traffic-related 
environmental noise in western Europe. Sleep disturbance and annoyance, mostly related to road 
traffic noise, constitute the bulk of this burden. Available assessments place the burden of disease 
from environmental noise as the second highest after air pollution (WHO Regional Office for Europe 
& JRC, 2011;  Hänninen et al., 2014; WHO 2014b). However, a lack of noise exposure data in the 
central and eastern parts of the WHO European Region means that it is not possible to assess the 
burden of disease from environmental noise for the whole Region.

1.2 The environmental noise policy context in the EU
The EU has been working to develop a harmonized noise policy for more than two decades. 1993 
saw the start of the EC’s Fifth Environment Action Programme, which stated that “no person should 
be exposed to noise levels which endanger health and quality of life” (EC, 1993). This was followed 
by a Green Paper on future noise policy (EC, 1996), which reinforced the importance of noise as 
one of the main environmental problems in Europe and proposed a new framework for noise policy 
development. 

The Sixth Environment Action Programme had as one of its objectives: “to achieve a quality of 
environment where the levels of man-made contaminants do not give rise to significant impacts 
on, or risks to, human health” (EC, 2002b). This paved the way for the Commission to adopt and 
implement the END in 2002 (EC, 2002a). The main aim of the Directive is “to define a common 
approach intended to avoid, prevent or reduce on a prioritized basis the harmful effects, including 
annoyance, due to exposure to environmental noise”. 
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The END obliges the EC to adapt its Annexes I–III (I on noise indicators in addition to Lden
4 and 

Lnight
5, II on noise assessment methods and III on methods for assessing harmful effects of noise) to 

technical and scientific progress. While work on revising Annex II was finalized in 2015 and common 
noise assessment methods were introduced (EC, 2015), revisions of Annex III to establish methods 
to assess the harmful effects of noise only started in 2015. Annex III would primarily define what 
exposure–response relationships should be used to assess the effect of noise on populations. EU 
Member States have already expressed the view that the recommendations from these environmental 
noise guidelines for the WHO European Region will guide the revision of Annex III. Beside this main 
directive, few other legislative documents cover different noise sources and other related issues in 
the EU (EEA, 2014: Annex I). 

The Seventh Environment Action Programme, which guides European environment policy until 2020 
(EC, 2014a), is committed to safeguarding the EU’s citizens from environment-related risks to health 
by ensuring that by 2020 “noise pollution in the Union has significantly decreased, moving closer to 
WHO-recommended levels”. A particular requirement for achieving this is “implementing an updated 
EU noise policy aligned with the latest scientific knowledge, and measures to reduce noise at source, 
and including improvements in city design”. 

In addition to the EU’s END, several national governments also have legislation and/or limit values 
that apply at national and/or regional levels (WHO Regional Office for Europe, 2012). The EEA, 
through its European Topic Centre on Land Use and Spatial Information, gathers noise exposure 
data and maintains the Noise Observation and Information Service for Europe, based on strategic 
noise maps provided by Member States (EEA, 2018). A total of 33 EEA countries, in addition to six 
cooperating countries in south-eastern Europe, report information on noise exposure to the EEA, 
following the requirements of the END. The quality and availability of noise exposure assessment 
differs between EU and non-EU Member States where, even if noise legislation has been harmonized 
with the Directive, noise mapping and action plans are still at the planning stage (EEA, 2014; 2017a; 
WHO Regional Office for Europe, 2012).

1.2.1 Definition of indicators in the END
The END specifies a number of noise indicators to be applied by Member States in noise mapping 
and action planning. The most important are Lden and Lnight.

The Lden indicator is an average sound pressure level over all days, evenings and nights in a year 
(EEA, 2010). This compound indicator was adopted by the EU in the END (EC, 2002a). The Lden in 
decibels (dB) is defined by a specific formula, where:

•	Lday is the A-weighted long-term average sound level as defined in ISO 1996-1: 2016, determined 
over all the day periods of a year; 

•	Levening is the A-weighted long-term average sound level as defined in ISO 1996-1: 2016, determined 
over all the evening periods of a year; and 

•	Lnight is the A-weighted long-term average sound level as defined in ISO 1996-1: 2016, determined 
over all the night periods of a year (ISO, 2016). 

4 Day-evening-night-weighted sound pressure level as defined in section 3.6.4 of ISO 1996-1:20161 (ISO, 2016). 
5 Equivalent continuous sound pressure level when the reference time interval is the night.
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The Lnight, according to the definition in the END, is an equivalent outdoor sound pressure level, 
measured at the most exposed façade, associated with a particular type of noise source during 
night time (at least eight hours), calculated over a period of a year (WHO Regional Office for Europe, 
2009). 

Annex I of the END gives technical definitions for Lden and Lnight, as well as supplementary noise 
indicators, which might be useful for monitoring special noise situations. For example, in the case 
of noisy but short-lived noise like shooting noise or noise emitted by trains, LA,max is often used. This 
is a measure of the maximum sound pressure reached during a defined measurement period. It is 
used to set noise limits and is sometimes considered in studies to determine certain health effects 
(such as awakening reactions).

1.3 Perceptions of environmental noise in the WHO European Region

1.3.1 Trends at the regional level
The general population greatly values the benefits of clean and quiet environments. In Europe, people 
perceive noise as an important issue that affects human health and well-being (EC, 2008; 2014b). 
In recent years, several Europe-wide surveys have examined the perception of noise as an issue 
among the population. Overall, these surveys ask about generic noise, referring to “neighbourhood 
noise” or “noise from the street”. This type of noise differs significantly in its definition from what is 
considered “environmental noise” in these guidelines. Nevertheless, in the absence of specific large 
surveys on perceptions of environmental noise as defined in these guidelines, the results provide 
insight into the public perception of this issue.

The European quality-of-life surveys, carried out every four years, are unique, pan-European surveys 
examining both the objective circumstances of lives of European citizens and how they feel about 
those circumstances and their lives in general. The last (fourth) survey was conducted in 2016–2017, 
involving nearly 37 000 citizens from all EU Member States and the five candidate countries (Albania, 
Montenegro, Serbia, the former Yugoslav Republic of Macedonia and Turkey). Respondents were 
asked whether they had major, moderate or no problems with noise in the immediate neighbourhood 
of their home. Almost one third (32%) reported problems with noise (ranging from 14% to 51% in 
individual countries), mainly in cities or city suburbs (49%) (Eurofound, 2017).

A 2010 survey of the then 27 countries in the EU, requested by the EC, showed that 80% of 
respondents (n = 26 602) believed that noise affects their health, either to some or to a great extent 
(EC, 2010). 

A Eurobarometer report on attitudes of European citizens towards the environment (EC, 2014b) 
compiled opinions on various environmental risks from almost 28 000 respondents in 28 EU countries. 
Results showed that for 15% of respondents, noise pollution is one of the top five environmental 
issues they are worried about. Furthermore, 17% of respondents said that they lack information 
about noise pollution.
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1.3.2 Trends at the national level
Data on perception of specific sources of environmental noise as a problem are not available for 
the entire WHO European Region. Nevertheless, some countries – including France, Germany, the 
Netherlands, Slovakia and the United Kingdom – conduct national surveys on noise annoyance, 
either regularly or on demand (Sobotova et al., 2006; Lambert & Philipps-Bertin, 2008; van Poll et 
al., 2011; Centraal Bureau voor de Statistiek, 2012; Notley et al., 2014; Umweltbundesamt, 2017). 

According to these large-scale surveys, road traffic noise is the most important source of annoyance, 
generally followed closely by neighbour noise. Aircraft noise can also be a substantial source of 
annoyance. Railway noise and industrial noise are enumerated less frequently. Only limited data are 
available on the population’s perception of newer sources of noise, such as wind turbines.

While perception surveys do not provide information on actual quantitative relationships between 
noise exposure and health outcomes, it is important to note that the results of such surveys 
represent people’s preferences and values regarding environmental noise. Despite limitations and 
an incomplete picture, the available data on perception of environmental noise as a public health 
problem show concern in Europe. People are not always aware of the health impacts of noise, 
especially of those related to long-term noise exposure at lower levels. Greater awareness of the 
issue may further increase positive values and preferences.

1.4 Target audience 
The environmental noise guidelines for the European Region serve as a reference for an audience 
made up of different groups, with varied areas of expertise including decision-making, research and 
advocacy. More specifically, this covers:

•	various technical experts and decision-makers at the local, national or international levels, with 
responsibility for developing and implementing regulations and standards for noise control, urban 
planning and housing, and other relevant environment and health domains; 

•	health impact assessment and environmental impact assessment practitioners and researchers; 

•	national and local authorities responsible for developing and implementing relevant measures and 
for risk communication; 

•	nongovernmental organizations and other advocacy groups involved in risk communication and 
general awareness-raising.

These guidelines are published by the WHO Regional Office for Europe. In terms of their health 
implications, the recommended exposure levels can be considered applicable in other regions and 
suitable for a global audience, as a large body of the evidence underpinning the recommendations 
was derived not only from European noise effect studies but also from research in other parts of the 
world – mainly in America, Asia and Australia.
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2. Development of the guidelines
2.1 Overview
The process of developing WHO guidelines follows a rigorous methodology and involves several 
groups with well defined roles and responsibilities (WHO, 2014c). These include: formulation of the 
scope and key questions of the guidelines; review of the pertinent literature; selection of priority health 
outcome measures; a systematic review of the evidence; an assessment of certainty of the bodies 
of evidence resulting from systematic reviews; identification of guideline exposure levels; and setting 
of the strength of recommendations. Throughout the process, the Grading of Recommendations 
Assessment, Development and Evaluation (GRADE) approach was followed (Morgan et al., 2016).

The development of environmental noise guidelines started in 2013. Following WHO’s procedures, 
the WHO Regional Office for Europe, through its European Centre for Environment and Health in 
Bonn, Germany, obtained planning approval and established a Steering Group and a Guideline 
Development Group (GDG). The former was primarily involved in initiating, structuring and 
executing the guideline development process; the latter was composed of leading experts and 
end-users, responsible for the process of scoping the guidelines and developing the evidence-
based recommendations. During the initiation meeting in October 2013 in Bonn, the GDG members 
defined the scope of the guidelines, decided on the key questions to be addressed, prioritized health 
outcomes and set a timeline for completion of the work. Furthermore, authors were appointed for 
background papers, systematic reviews and different guideline background chapters. 

In October 2014 a main evidence review meeting was held between the GDG and the Systematic 
Review Team in Bern, Switzerland, to discuss the evidence review drafts. In October 2014 and May 
2015 the GDG met in Bern and Bonn, respectively, to refine the scope and draft recommendations. 
The revision and finalization of the systematic reviews of evidence was completed in early 2017. 
Through a series of remote meetings and teleconferences, the GDG discussed and addressed 
the remaining outstanding issues and feedback from the peer review of the draft guidelines, and 
decided on the final formulation of the recommendations. The following sections describe the steps 
of the guideline development process in detail. 

2.2 Scope of the guidelines 
Defining the scope of the guidelines included the selection of noise sources to be considered, as 
well as situations in which people are exposed, and noise indicators used for the formulation of 
recommendations. These guidelines separately consider outdoor exposure to environmental noise 
from road traffic, railway traffic, aircraft, wind turbines as well as outdoor and indoor exposure during 
leisure activities (such as attending nightclubs, pubs, fitness classes, live sporting events, concerts 
or live music venues and listening to loud music through personal listening devices). The guidelines 
are source specific and not environment specific. They therefore cover all settings where people 
spend a significant portion of their time, such as residences, educational institutions, workplaces 
and public venues, although hospital noise is exempted from the list of public institutions owing to 
the unique characteristics of the population involved. 
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The GDG agreed not to develop specific recommendations for occupational and industrial noise. 
Industrial noise can affect both people working at an industrial site and those living in its vicinity. 
The guidelines do not consider workers’ exposure to noise in industrial environments, as these 
are regulated by workplace standards and may, in some cases, require the wearing of protective 
equipment or application of other preventive and protective measures. Further, the guidelines do 
not explicitly consider industrial noise as an environmental noise source, affecting people living in 
the vicinities of industrial sites. This is mainly due to the large heterogeneity and specific features of 
industrial noise, and the fact that exposure to industrial noise has a very localized character in the 
urban population. 

Likewise, the current guidelines do not provide specific recommendations for the prevention of 
health effects linked to neighbourhood noise. Neighbourhood noise may stem from various potential 
sources of noise (such as ventilation systems; church bells; animals; neighbours; commercial, 
recreational and occupational activities; or shooting/military). As the sources may be located in close 
proximity to where people live, they can cause considerable concern even at low levels (Omlin et al., 
2011). Several of these sources can also produce low-frequency noise, and as such, require indoor 
measurements for proper exposure assessment. In general, little scientific research is available on 
exposure and health outcomes related to neighbourhood noise.

Moreover, the guidelines do not include recommendations about any kind of multiple exposures. In 
everyday life people are often exposed to noise from several sources at the same time. In Germany, 
for example, 44% of the population are annoyed by at least two and up to five sources of noise 
(Umweltbundesamt, 2015). For some health outcomes, such as obesity, new evidence indicates 
that combined exposure to noise from several means of transportation is particularly harmful (Pyko 
et al., 2015; 2017). 

Research indicates that, alongside exposure to more than one source of noise, combined exposure 
to different factors – for example, noise and vibration or noise and air pollution – has gained 
increasing relevance in recent years (Sörensen et al., 2017). The EC estimates that the social cost 
of noise and air pollution is up to €1 trillion every year (EC, 2016a). WHO acknowledges the need 
to develop comprehensive models to quantify the effects of multiple exposures on human health. 
As the main body of evidence on environmental noise still focuses on source-specific impacts of 
noise on health outcomes and does not incorporate combined exposure effects of multiple noise 
sources or other pollutants, however, the current guidelines provide recommendations for each 
source of noise specifically. No attempt has been made to combine noise from multiple sources for 
any particular health outcome.

2.2.1 Key questions
The environmental noise guidelines for the WHO European Region seek to address two main 
questions, which define the issues addressed by the guideline recommendations.

•	In the general population exposed to environmental noise, what is the exposure–response 
relationship between exposure to environmental noise (reported as various indicators) and the 
proportion of people with a validated measure of health outcome, when adjusted for confounders?

•	In the general population exposed to environmental noise, are interventions effective in reducing 
exposure to and/or health outcomes from environmental noise? 
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2.2.2 Environmental noise indicators used in the guidelines
From a scientific point of view, the best noise indicator is the one that performs best in predicting the 
effect of interest. There are, however, a number of additional criteria that may influence the choice of 
indicator because, for example, various indicators might be suitable for different health end-points 
and some indicators are more practical to use or easier to calculate than others. Some of these 
considerations are of a more political nature, as mentioned in the EC’s Position paper on EU noise 
indicators (EC, 2000).

The current guidelines are intended to be suitable for policy-making primarily in the WHO European 
Region. They are therefore based on the most frequently used average noise indicators in Europe: 
Lden and Lnight. These are often reported by authorities and are used widely for exposure assessment 
in health effect studies and noise impact assessments in the Region. The Lden (also referred to as 
“DENL”) indicator can be calculated as the A-weighted average sound pressure level, measured 
over a 24-hour period, with a 10 dB penalty added to the average level in the night (23:00–07:00 or 
22:00–06:00), a 5 dB penalty added to the evening (19:00–23:00 or 18:00–22:00) and no penalty 
added to the daytime period (07:00–19:00 or 06:00–18:00). The penalties are introduced to indicate 
people’s extra sensitivity to noise during the evening and night. The Lnight indicator is the A-weighted 
average sound pressure level, measured over an eight-hour period during night time, usually between 
23:00 and 07:00 (EC, 2002a).

In these guidelines, Lden and Lnight refer to a measurement or calculation of noise exposure at the 
most exposed façade, outdoors, reflecting the long-term average exposure. Thus, Lden and Lnight 
represent all the single noise events due to a specific noise source that occur over a longer period 
of time, such as during a year. Moreover, most health outcomes considered in these guidelines are 
expected to occur as a result of long-term exposure. It is generally accepted that the most relevant 
parts of the whole day or night, which especially account for the time when a person is at home, are 
correctly attributed when using average indicators like Lden or Lnight. 

The majority of studies that form the body of evidence for the recommendations in these guidelines 
– among them large-scale epidemiological studies and socioacoustic surveys on annoyance and 
self-reported sleep disturbance – refer to noise exposure measured outdoors, usually at the most 
exposed façade of dwellings. Virtually all noise exposure prediction models in use today estimate 
free-field exposure levels outdoors, and most noise abatement regulations refer to outdoor levels 
as well. These are the practical reasons why the GDG decided not to recommend any guideline 
values for noise indoors. Nevertheless, in certain cases it could be helpful to estimate indoor levels 
based on outdoor values. The differences between indoor and outdoor levels are usually estimated 
at around 10 dB for open, 15 dB for tilted or half-open and about 25 dB for closed windows. When 
considering more accurate estimation of indoor levels, using a range of different predictors, the 
relevant scientific literature can be consulted (Locher et al., 2018). 

The GDG was aware of the fact that many countries outside the EU are not bound by the terms of the 
END (EC, 2002a) and/or use noise indicators other than Lden or Lnight in their noise regulations. They 
still can make use of these guidelines, however, because energy-based average noise indicators 
are usually highly correlated and “rule of thumb” transformations from one indicator to another are 
possible with acceptable uncertainty, as long as the conversion accounts for the long-term average 
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of populations, rather than individual exposure situations. Empirically derived generic conversion 
terms between a wide range of different noise indicators (including Lden, Ldn, Lday, Lnight and LAeq,24h; see 
the glossary of acoustic terms for further details), with their uncertainty estimates, were published 
recently (Brink et al., 2018). The GDG encourages the use of these conversions, should the need 
arise.

In many situations, average noise levels like the Lden or Lnight indicators may not be the best to explain 
a particular noise effect. Single-event noise indicators – such as the maximum sound pressure 
level (LA,max)

6 and its frequency distribution – are warranted in specific situations, such as in the 
context of night-time railway or aircraft noise events that can clearly elicit awakenings and other 
physiological reactions that are mostly determined by LA,max. Nevertheless, the assessment of the 
relationship between different types of single-event noise indicators and long-term health outcomes 
at the population level remains tentative. The guidelines therefore make no recommendations for 
single-event noise indicators.

Different noise sources – for example, road traffic noise and railway noise – can be characterized 
by different spectra, different noise level rise times of noise events, different temporal distributions 
of noise events and different frequency distributions of maximum levels. Because of the extensive 
differences in the characteristics of individual noise sources, these guidelines only consider source-
specific exposure–response functions (ERFs) and, therefore, formulate only source-specific 
recommendations.

2.3 Evidence base 
Based on the overall scope and key questions the current guidelines review the relevant literature in 
the area of environmental noise and health in order to incorporate significant research undertaken 
since the publication of previous guidelines. The process of evidence search and retrieval involved 
several steps. These include the identification, retrieval and synthesis of the evidence, followed by a 
systematic review and assessment (described in section 2.4). 

2.3.1 Identification, retrieval and synthesis of evidence 
As a first step, the GDG identified key health outcomes associated with environmental noise. Next, 
it rated the relevance of these health outcomes according to the following three categories:

•	critical for assessing environmental noise issues 

•	important, but not critical for assessing environmental noise issues 

•	unimportant.

The GDG rated the relevance based on the seriousness and prevalence of the outcomes and the 
anticipated availability of evidence for an association with noise exposure. The following health 
outcomes were selected as either critical or important for developing recommendations on the 
health impacts of environmental noise.

6  LA,max is the maximum time-weighted and A-weighted sound pressure level within a stated time interval starting at t1 and 
ending at t2, expressed in dB. 
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Critical health outcome    Important health outcome 

Cardiovascular disease     Adverse birth outcomes 

Annoyance7     Quality of life, well-being and mental health 

Effects on sleep     Metabolic outcomes 

Cognitive impairment 

Hearing impairment and tinnitus 

The GDG noted that research into the relationship between noise exposure and its effects on humans 
brings into focus several questions concerning the definition of health and the boundary between 
normal social reaction to noise and noise-induced ill health. As stated in WHO’s Constitution: “Health 
is a state of complete physical, mental and social well-being and not merely the absence of disease 
or infirmity” (WHO, 1946). Accordingly, documenting physical health does not present a complete 
picture of general health; and being undisturbed by noise in all activities, including sleep, constitutes 
an asset worthy of protection. Therefore, in accordance with the above definition, the GDG regarded 
(long-term) annoyance and impaired well-being, as well as self-reported sleep disturbance due to 
noise, as health outcomes.

Regarding sleep disturbance, the health outcome measures considered in these guidelines largely 
disregard “objective” indicators of sleep disturbance, such as the probability of awakening reactions 
or other polysomnography parameters. The main reason for this is the nature of the body of evidence 
on acute, objectively measured effects of noise during sleep. Studies of physiological effects of 
sleep and especially polysomnographic investigations are complex and resource-demanding; they 
therefore include only a small number of participants, who are often healthy young volunteers not 
representative of the general population. For these reasons, the majority of such studies do not 
meet the requirements for inclusion in the GRADE framework and full-scale meta-analysis, including 
adjustment for confounders. Furthermore, it is currently unclear how acute physiological reactions 
that affect the microstructure of sleep but are less well correlated with global sleep parameters, such 
as total sleep time, are related to long-term health impediments, especially considering the large 
interindividual differences in susceptibility to noise (Basner et al., 2011). 

As sleeping satisfies a basic need and the absence of undisturbed sleep can have serious effects 
on human health (WHO Regional Office for Europe, 2009), the GDG set self-reported sleep 
disturbance, in line with the WHO definition of health, as a primary health outcome. Even though 
self-reported sleep disturbance might differ considerably from objectively measured parameters of 
sleep physiology, it constitutes a valid indicator in its own right, as it reflects the effects on sleep 
perceived by an individual over a longer period of time (WHO Regional Office for Europe & JRC, 
2011). The importance of considering both annoyance and self-reported sleep disturbance as health 
outcomes is further supported by evidence indicating that they may be part of the causal pathway 
of noise-induced cardiovascular and metabolic diseases. This is further elaborated in the narrative 
review on biological mechanisms (Eriksson et al., 2018).

7 Noise annoyance is defined as a feeling of displeasure, nuisance, disturbance or irritation caused by a specific sound 
(Ouis, 2001). In the current guidelines, “annoyance” refers to long-term noise annoyance. 
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The second step in the evidence retrieval process constituted formulation of the key questions for 
the critical and important health outcomes and identification of the areas of evidence to be reviewed, 
following the PICOS/PECCOS approach defined in the WHO handbook for guideline development 
(WHO, 2014c). PICOS/PECCOS is an evidence-based technique that frames health care-related 
questions to facilitate the search for suitable studies that can provide answers to the questions at 
hand (Huang et al., 2006). The PICOS approach divides intervention questions into five elements: 
population, intervention, comparator, outcome and study design. In exposure studies, PICOS 
becomes PECCOS, which stands for population, exposure, comparator, confounder, outcome and 
study design. The specification of the elements of PICOS/PECCOS serves to construct the body 
of evidence that underpins each recommendation. Due to the complex nature of environmental 
noise, several distinct areas of evidence were defined to address each of the scoping questions 
comprehensively. 

For each of the critical and important health outcomes a systematic review was conducted (see 
also section 2.3.2). Health outcomes regarded as important were given less weight in the decision-
making process than critical ones. Inclusion and exclusion criteria to be regarded in the systematic 
evidence reviews were defined in accordance with the PICOS/PECCOS framework for the evaluation 
of evidence (see Table 1). All evidence that met the inclusion criteria was included in the systematic 
reviewing process. A detailed description of the types of measure for each of the health outcomes 
under consideration is provided in the protocol for conducting the systematic reviews (Héroux & 
Verbeek, 2018a). See Annex 2 for details of all background documents and systematic reviews used 
in preparation of these guidelines.

Table 1.  Inclusion and exclusion criteria for evidence reviews of health effects of environmental 
noise

Category Inclusion criteria Exclusion criteria
Populations •	Members of the general population 

•	Specific segments of the population particularly at risk 
(children or vulnerable groups)

•	People exposed to noise in occupational settings (if 
relevant with combined exposure to environmental 
noise)

•	Does not meet inclusion criteria

Exposure •	Noise exposure levels, either measured or calculated 
and expressed in dB values

•	Representative of the individual exposure of study 
participants (for most observational studies the dwelling 
location or home)

•	Calculated levels for transportation noise (road, rail, air) 
based on traffic data reflecting the use of roads, railway 
lines and in- and outbound flight routes at airports

•	Does not meet inclusion criteria; in 
particular:

- studies using hearing loss or 
hearing impairment as a proxy for 
(previous) noise exposure

- surveys assessing noise exposure 
or number of listening hours 
based on subjective ratings given 
by subjects in a questionnaire 

Confounders •	No inclusion criteria applied since the relationship 
between exposure to noise and a health outcome can 
be confounded by other risk factors; however, possible 
confounders taken into account were assessed for 
every study

•	No exclusion criteria applied; 
however, possible confounders 
taken into account were assessed 
for every study

[
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Category Inclusion criteria Exclusion criteria

Outcomes •	Adverse birth outcomes

•	Annoyance

•	Cardiovascular disease

•	Cognitive impairment 

•	Effects on sleep

•	Hearing impairment and tinnitus

•	Metabolic outcomes

•	Quality of life, mental health and well-being 

•	Does not meet inclusion criteria

Study types •	Cohort studies 

•	Case-control studies 

•	Cross-sectional studies 

•	Ecological studies (only for cardiovascular disease)

•	Does not meet inclusion criteria

Alongside the systematic reviews of the critical and important health outcomes, the GDG decided 
to review the evidence on health effects from noise mitigation measures and interventions to reduce 
noise levels in order to inform and complement the recommendations. 

Interventions on environmental noise were defined according to five broad categories based on the 
available intervention literature and the experience of decades of environmental noise management 
(see Table 2 and Brown & van Kamp, 2017). 

Table 2. Types of noise intervention 

Intervention 
type

Intervention 
category

Intervention subcategory

A Source intervention •	 change in emission levels of sources 

•	 time restrictions on source operations 

B Path intervention •	 change in the path between source and receiver

•	path control through insulation of receiver/receiver’s dwelling

C New/closed 
infrastructure

•	 opening of a new infrastructure noise source

•	 closure of an existing one

•	planning controls between (new) receivers and sources

D Other physical 
intervention

•	 change in other physical dimensions of dwelling/neighbourhood

E Behaviour change 
intervention

•	 change in individual behaviour to reduce exposure

•	 avoidance or duration of exposure

•	 community education, communication

The GDG recognized that nonacoustic factors are an important possible confounder in both ERFs 
between noise levels and critical health effects and the effects of acoustic interventions on health 
outcomes. Whereas the inclusion criteria for confounders were not specified in PECCOS for the 
systematic reviews of evidence, they were considered at the stage of assessing the quality of 

Table 1. contd.
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evidence, using the GRADE approach. Depending on the health effect under investigation, possible 
nonacoustic factors may include:

•	gender

•	age

•	education

•	subjective noise sensitivity

•	extroversion/introversion

•	general stress score

•	co-morbidity

•	length of residence

•	duration of stay at dwelling in the day

•	window orientation of a bedroom or living room towards the street

•	personal evaluation of the source

•	attitudes towards the noise source

•	coping capacity with respect to noise

•	perception of malfeasance by the authorities responsible

•	body mass index

•	smoking habits. 

In noise annoyance studies nonacoustic factors may explain up to 33% of the variance (Guski, 
1999). The higher the quality of evidence, the lower confounding effects of nonacoustic factors may 
be expected. Nevertheless, as with measurement errors, confounding cannot be avoided. 

Based on the retrieval and evaluation of the pertinent literature, the GDG decided to address the 
association of environmental noise from different sources and health outcomes separately and 
individually for each source of noise, and for critical and important health outcomes. 

In addition to the systematic reviews of the health effects of environmental noise, a narrative review 
of biological mechanisms of nonauditory effects was conducted (Eriksson et al., 2018). This covers 
literature related to pathways for nonauditory effects and provides supporting evidence on the 
association between environmental noise and health outcomes in humans, especially related to 
cardiovascular and metabolic diseases.

2.3.2 Systematic reviewing process
After the retrieval of the evidence based on the PICOS/PECCOS approach, systematic reviews 
were conducted for all critical and important health outcomes. To meet the demands of the diverse 
and broad nature of the evidence, it was agreed that systematic reviews could vary in type. For 
some areas of evidence, a novel and fully fledged systematic reviewing process was needed to 
summarize the existing evidence; for others, the reviewing process could build upon existing (and 
mostly published) systematic reviews and summaries of evidence. Thus, the process consisted of 
two phases.
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First, a comprehensive search was conducted for available systematic reviews and meta-analyses 
on environmental noise effects published after 2000. Each of the reviews was assessed for both 
relevance and quality. To be included in the evidence review process, studies from these reviews were 
required to meet a high quality standard, judged according to high scores of the AMSTAR checklist.8 

In cases where quality criteria were met but the review was older than two years (published before 
2012), the search of the systematic review was updated to include new papers. If no good quality 
systematic reviews were available, a new search for original papers was conducted. The Systematic 
Review Team decided how the results would affect the search strategy for individual studies as part 
of the second phase. This was based on the assessment of the quality of the systematic reviews 
and on the coherence between the main research questions of the systematic reviews and the 
scope of the work of the guidelines. 

In the second phase a search for individual papers was conducted, with the search strategy adapted 
according to the outcome of the first phase. As availability of systematic reviews and meta-analyses 
differed for the various health outcomes considered in the guidelines, this process varied for each 
evidence review. The search included cohort studies, case-control studies and cross-sectional 
studies of people exposed to environmental noise. Where relevant – for example, for the health 
outcome cardiovascular disease – the search also included ecological studies.

Due to the individualized retrieval of evidence for each of the systematic reviews, the time frames 
of the literature included varied. An indication of the temporal coverage of the studies included in 
different systematic review is provided in the relevant tables in Chapter 4.

A detailed description of the methodology used to conduct the systematic evidence reviews, 
including individual protocols for the reviews of health effects resulting from environmental noise and 
from noise interventions, is available (Héroux & Verbeek, 2018b). Furthermore, all systematic reviews 
conducted in the guideline development process are publicly available in the open-access journal 
International Journal of Environmental Research and Public Health: 

•	systematic review of transport noise interventions and their impacts on health (Brown & van Kamp, 
2017);

•	systematic review on environmental noise and adverse birth outcomes (Nieuwenhuijsen et al, 
2017);

•	systematic review on environmental noise and annoyance (Guski et al., 2017);

•	systematic review on environmental noise and cardiovascular and metabolic effects (van Kempen 
et al., 2018);

•	systematic review on environmental noise and cognition (Clark & Paunovic, 2018);

•	systematic review on environmental noise and effects on sleep (Basner & McGuire, 2018);

•	systematic review on environmental noise and permanent hearing loss and tinnitus (Śliwińska-
Kowalska & Zaborowski, 2017);

•	systematic review on mental health and well-being (Clark & Paunovic, in press).

8 AMSTAR is an instrument used to assess quality of evidence; it stands for “A MeaSurement Tool to Assess systematic 
Reviews” (Shea et al., 2007).  
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The original GRADE approach was developed specifically to rate the body of evidence resulting from 
a review of intervention studies. The initial quality level is set by study design: randomized control 
trials (RCTs) are considered high quality, whereas observational (nonrandomized) study designs are 
low quality. Then five factors are considered for downgrading the quality of the body of evidence 
resulting from RCTs or observational studies, and three factors are considered for upgrading the 
body of evidence resulting from observational studies alone. 

The following five factors are used for downgrading the quality of evidence by one or two levels:

•	study limitations or risk of bias in all studies that make up the body of evidence

•	inconsistency of results between studies

•	indirectness of evidence in the studies

•	imprecision of the pooled effect estimate

•	publication bias detected in a body of evidence.

2.4 From evidence to recommendations
Once the evidence had been identified and synthesized, the Systematic Review Team assessed 
its quality. Subsequently, the GDG formulated recommendations, guided by this assessment and 
consideration of a number of other factors recognized as important. To facilitate the formulation 
of recommendations, it first prioritized the health outcome measures of the critical and important 
outcomes. A process was developed to identify the guideline exposure levels from each of the ERFs 
provided by the systematic reviews of evidence. 

The following sections describe the assessment of the overall quality of the evidence based on the 
GRADE approach, selection of priority health outcome measurements, identification of guideline 
exposure levels and setting the strength of recommendations. 

2.4.1 Assessment of overall quality of a body of evidence: the GRADE approach 
As set out in the WHO handbook for guideline development (WHO, 2014c), the main framework 
for producing evidence-informed recommendations is the GRADE approach (Guyatt et al., 2008). 
This is used to assess the quality of a body of evidence synthesized in a systematic review. The 
assessment facilitates judgements about the certainty of effect estimates, which increases with the 
quality of the body of evidence. The quality can be rated high, moderate, low or very low (see Box 1). 

Box 1 GRADE interpretations of quality of evidence

•	High quality: further research is very unlikely to change the certainty of the effect estimate 

•	Moderate quality: further research is likely to have an important impact on the certainty of the 
effect estimate and may change the estimate

•	Low quality: further research is very likely to have an important impact on the certainty of the 
effect estimate and is likely to change the estimate

•	Very low quality: any effect estimate is uncertain
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The following three factors are used for upgrading the quality of evidence:

•	high magnitude of the pooled effect

•	direction of residual confounding and biases opposes an effect (i.e. when all plausible confounders 
are anticipated to reduce the estimated effect and there is still a significant effect)

•	exposure–response gradient.

The GRADE approach was originally developed for application in the field of clinical medicine, where 
the majority of studies are randomized trials. However, to assess health effects resulting from an 
exposure such as environmental noise, randomized controlled trials are not applicable, as it would 
be unethical to expose participants deliberately to possibly harmful risk factors. The limitations of the 
application of GRADE to environmental health have been recognized and discussed in the literature 
(Morgan et al., 2016). Other types of study design dominate the evidence base in the domain of 
environmental noise research, so it was necessary to adapt the original GRADE approach to the 
subject of the current guidelines, as follows. 

Instead of using the RCT study design as the starting-point for the quality rating, the study design 
most applicable and available for the field of research at hand was used. Thus, for evidence on 
the association between noise exposure and clinical health outcome measures, the rating of an 
evidence base consisting of cohort and case-control studies9 was initially rated high quality. Cross-
sectional studies and ecological studies were rated low quality and very low quality, respectively. 
This initial point of departure was only adapted for the evidence of the association between noise 
exposure and annoyance and sleep disturbance. Here, cross-sectional studies were rated high 
quality because annoyance and sleep disturbance are regarded as an immediate effect of exposure 
to environmental noise. Finally, in accordance with the original GRADE approach, the starting-point 
for evidence on the effect of interventions was rated low quality for observational studies. After 
determining the point of departure, the evidence base was rated down or up whenever one or more 
of the criteria for downgrading or upgrading (described above) were met. Each of the systematic 
reviews commissioned for these guidelines includes a detailed report on the assessment of the 
quality of the evidence. 

A detailed discussion of the adaptations of GRADE is provided in the separate methodology 
publication (Héroux & Verbeek, 2018b).

2.4.2 Selection of priority health outcomes
In line with the WHO handbook for guideline development (WHO, 2014c), the GDG selected the 
key health outcomes associated with environmental noise at the beginning of the evidence retrieval 
process, and the systematic reviews were commissioned accordingly. The selection of health 
outcomes was based on the available evidence for the association between environmental noise 
and the specific outcome, as well as public concern about the health outcome resulting from noise 
exposure. The following health outcomes were rated critical: cardiovascular disease, annoyance, 

9 In the context of the current guidelines, “cohort studies” refer to longitudinal studies in which the occurrence of the 
outcome of interest in an exposed group is compared to the occurrence of that outcome in a reference group with no 
or lower exposure over time. 
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effects on sleep, cognitive impairment and hearing impairment and tinnitus. Adverse birth outcomes, 
quality of life, well-being and mental health, and metabolic outcomes were rated important (see also 
section 2.3.1). 

Since all these health outcomes can be measured in various ways, the GDG evaluated each 
individually and prioritized different outcome measures for each in terms of their representativeness 
and validity. These measures were used to derive the guideline exposure levels; their prioritization 
was based on the impact of the disease and the disability weights (DWs) associated with the health 
outcome measure.10

The critical health outcomes, priority outcome measures identified and justifications for their selection 
are listed in Table 3. 

Table 3. Critical health outcomes, outcome measures identified and justifications for selection

Critical health 
outcome 

Critical health outcome measures 
(priority measures marked in bold)

Justification for selection 

Cardiovascular 
disease  
(Lden)

Self-reported or measured prevalence, 
incidence, hospital admission or mortality 
due to:

•	 ischaemic heart disease (IHD) 
(including angina pectoris and/or 
myocardial infarction)

•	hypertension

•	 stroke 

Except for self-reports, these are objective 
measures of the outcome, affect a large 
proportion of the population, have important 
health consequences and can lead to more severe 
diseases and/or mortality.

DW for IHD: 0.405.

DW for hypertension: 0.117. 

Effects on sleep 
(Lnight)

•	percentage of the population highly 
sleep-disturbed (%HSD), self-reported, 
assessed with a standardized scale

•	polysomnography measured outcomes 
(probability of additional awakenings)

•	 cardiac and blood pressure outcome 
measures during sleep

•	motility measured sleep outcomes in 
adults

•	 sleep disturbance in children

This is the most meaningful, policy-relevant 
measure of this health outcome. Self-reported 
sleep disturbances are a very common problem 
in the general population: they affect quality of life 
directly and may also lead to subsequent health 
impediments. Effects on sleep may be in the causal 
pathway to cardiovascular disease. This measure 
is not a proxy for physiological sleep quality 
parameters but is an important outcome in its own 
right.

DW for %HSD: 0.07.

Annoyance (Lden) •	percentage of the population highly 
annoyed (%HA), assessed with 
standardized scale

•	percentage annoyed, preferably 
assessed with standardized scale

This is the most objective measure of this health 
outcome. Large proportions of the population are 
affected by noise annoyance, even at relatively low 
exposure levels. Annoyance may be in the causal 
pathway to cardiovascular disease.

DW for %HA: 0.02.

10 DWs are ratings that vary between 0 and 1, in which 0 indicates no disability and 1 indicates the maximum amount of 
disability. The rates are derived from large population surveys in which people are asked to rank a specific disease for 
its impact on several abilities. The DWs have been proven useful in calculating the burden of disease.

[
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Cognitive 
impairment (Lden)

•	 reading and oral comprehension, 
assessed with tests

•	 impairment assessed with standardized 
tests

•	 short and long-term memory deficit

•	 attention deficit

•	 executive function deficit (working 
memory capacity)

This outcome measure is the most meaningful: it 
can affect vulnerable individuals (children) and have 
a significant impact later in life.

DW for impaired reading and oral comprehension: 
0.006.

Hearing 
impairment and 
tinnitus  
(LAeq

11
 and LAF,max

12)

•	permanent hearing impairment, 
measured by audiometry

•	permanent tinnitus

This outcome measure can affect vulnerable 
individuals (children) and have a significant impact 
later in life. It is the most objective measure for 
which there is an ISO standard (ISO, 2013), 
specifying how to estimate noise-induced hearing 
loss. 

DW for mild severity level (threshold at 25 dB) for 
childhood onset: 0.0150.

Table 4 provides a list of the important health outcomes along with the corresponding health 
outcome measures included in the systematic reviews. There was no prioritization of health outcome 
measures leading to justification of selection, since important health outcomes had less impact on 
the development of recommendations.  

Table 4. Important health outcomes and health outcome measures reviewed

Important health outcome Health outcome measures reviewed

Adverse birth outcomes  
(Lden)

•	pre-term delivery

•	 low birth weight

•	 congenital anomalies

Quality of life, well-being and 
mental health  
(Lden)

•	 self-reported health and quality of life

•	medication intake for depression and anxiety

•	 self-reported depression, anxiety and psychological distress

•	 interviewer-assessed depressive and anxiety disorders

•	 emotional and conduct disorders in children

•	 children’s hyperactivity

•	 other mental health outcomes

Metabolic outcomes  
(Lden)

prevalence, incidence, hospital admission or mortality due to:

•	 type 2 diabetes

•	 obesity

 

11  LAeq is an A-weighted, equivalent continuous sound pressure level during a stated time interval starting at t1 and ending 
at t2, expressed in dB, of a noise at a given point in space. 

12  LAF,max is the maximum time-weighted and A-weighted sound pressure level with FAST time constant within a stated 
time interval starting at t1 and ending at t2, expressed in dB. 

Critical health 
outcome 

Critical health outcome measures 
(priority measures marked in bold)

Justification for selection 

Table 3. contd.
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2.4.3 Identification of guideline exposure levels for each noise source

The GDG agreed to set guideline exposure levels based on the definition: “noise exposure levels 
above which the GDG is confident that there is an increased risk of adverse health effects”. The 
identification of guideline values for each of the specific noise sources involved five distinct steps: 

1. assessment of the validity of ERFs resulting from the systematic reviews of the effects of noise 
on each of the critical and important health outcomes; 

2. assessment of the lowest noise level measured in the studies included in each of the corresponding 
systematic reviews; 

3. assessment of the smallest risk or relative risk (RR) increase for each of the adverse health 
outcomes considered relevant; 

4. determination of the guideline exposure level based on the ERF, starting from the lowest level 
measured (see step 2) and associated with the smallest relevant risk increase for adverse health 
outcomes (see step 3);

5. comparison of the guideline exposure levels calculated for each of the critical health outcomes of 
one source (for example, incidence of IHD, incidence of hypertension, %HA, permanent hearing 
impairment and reading and oral comprehension for road traffic noise): selection of the guideline 
exposure level for each noise source was based on the priority health outcome measure with the 
lowest exposure level for that source. 

To define an “increased risk” to set the guideline exposure level, the GDG made a judgement about 
the smallest risk or RR of the adverse health effect it considered relevant for each of the priority 
health outcome measures. It is important to note that the relevant risk increases are benchmark 
values. The GDG agreed to set them in accordance with the guiding principles it had developed, 
to provide guideline values that illustrate an increased risk of adverse health effects. It used expert 
judgements for the determination of the benchmark values; these are elaborated further in section 
2.4.3.2. 

The guideline exposure levels presented are therefore not meant to identify effect thresholds (the 
lowest observed adverse effect levels for different health outcomes). This is a difference in approach 
from prior WHO guidelines, like the night noise guidelines for Europe (WHO Regional Office for 
Europe, 2009), which explicitly aimed to define levels indicating no adverse health effects. The 
approach to making choices about relevant risk increases is outlined below and summarized in 
Table 5. 

For IHD and hypertension, RR increases were considered; for annoyance and sleep disturbance, 
absolute risks of %HA and %HSD were considered; and for reading and oral comprehension an 
average delay of reading age was defined. For the cardiovascular outcomes, incidence measures 
were prioritized, although much of the epidemiological evidence was based on prevalence data 
– particularly for hypertension – where almost no longitudinal studies were available. Prevalence 
data are generally derived from cross-sectional studies, where the temporal aspects are difficult to 
determine. 
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Table 5. Priority health outcomes and relevant risk increases for setting guideline levels

Priority health outcome measure (associated 
DW)

Relevant risk increase considered for setting 
of guideline level

Incidence of IHD (DW: 0.405) 5% RR increase

Incidence of hypertension (DW: 0.117) 10% RR increase

%HA (DW: 0.02) 10% absolute risk

%HSD (DW: 0.07) 3% absolute risk 

Permanent hearing impairment (DW: 0.0150) No risk increase due to environmental noise

Reading and oral comprehension (DW: 0.006) One-month delay in terms of reading age

The DWs used to rank the priority critical health outcomes measures were retrieved from the rel-
evant literature. For cardiovascular disease as a group and for hypertension, the burden of disease 
from environmental noise values (WHO Regional Office for Europe & JRC, 2011) were not consid-
ered applicable by the GDG for these guidelines. Thus, for cardiovascular disease, the DW value 
(DW: 0.405) specifically applied to acute myocardial infarction in the publication outlining the data 
sources, methods and results of the global burden of disease in 2002 (Mathers et al., 2003) was re-
tained. Since hypertension is mainly viewed as an important risk factor and not as a health outcome, 
no general DW has been developed. The only other available DW value available is the DW of 0.117 
for hypertensive episodes in pregnancy (Mathers et al., 1999). In the absence of any general DW, 
the GDG agreed on a conservative approach and decided to use this value. 

The DWs for high sleep disturbance (DW: 0.07), high annoyance (DW: 0.02) and impaired reading 
and oral comprehension (DW: 0.006) were developed in the context of calculating the burden of 
disease from environmental noise (WHO Regional Office for Europe & JRC, 2011). The DW for hear-
ing impairment was not included in that publication, but it was available from the technical paper 
on the burden of disease from environmental noise (WHO, 2013); the DW for permanent hearing 
impairment ranged from 0.0031 to 0.3342, depending on severity level. Environmental noise (leisure 
noise) contributes to the cumulative total noise exposure throughout the life-course, which may lead 
to permanent hearing impairment and cause more severe disability in the later years of life. As a 
result, the GDG selected a DW of 0.0150 for moderate severity level (“has difficulty following a con-
versation in a noisy environment, but no other hearing problems”). For cognitive impairment, the DW 
was derived from the estimates of the burden of disease from environmental noise (WHO Regional 
Office for Europe & JRC, 2011). This was at a very conservative value (DW: 0.006) for noise-related 
impairment of children’s cognition, equivalent to a DW for contemporaneous cognitive deficit in the 
context of a range of cognitive impairments in children ranging from 0.468 for Japanese encephalitis 
to 0.024 for iron deficiency anaemia (Lopez et al., 2006).

2.4.3.1 Development of ERFs

The systematic reviews of evidence provided either an ERF or other noise exposure value/metric that 
could be related to a risk increase of the health outcome measure. These ERFs were used to develop 
guideline exposure levels; however, only those functions where noise exposure demonstrated a 
statistically significant effect were used. 

To obtain the starting level of the ERFs derived in the systematic reviews, a weighted average of 
the lowest exposure values measured in the individual studies included in the meta-analyses was 
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calculated. The weighting used the inverse of the variance of the effect estimate of the study. Thus, 
the lowest exposure value of studies with a small variance (usually with the largest sample size) 
contributed the most to the assumed onset of the ERF.

2.4.3.2 Relevant risk increase of adverse health effects

The following sections describe in detail the rationale for the selection of the relevant relative risk (RR) 
increase percentage for each of the priority health outcome measures considered.

Cardiovascular disease: IHD and hypertension

High-quality epidemiological evidence described in the systematic review on cardiovascular and 
metabolic effects of environmental noise indicates that exposure to road traffic noise increases the 
risk of IHD (van Kempen et al., 2018). The GDG was confident that health risks result from exposure 
at an RR increase in the order of 5–10% in the incidence of IHD. This is similar to the reasoning 
in the WHO air quality guidelines for fine particulate matter (PM2.5) (WHO, 2006). To determine a 
relevant risk increase for IHD, the GDG took as a starting-point the RR increase of 5% measured 
in epidemiological studies of environmental noise or air pollution. Taking into account the incidence 
of IHD and the seriousness of the disease, it considered lowering the RR increase for IHD to 1%, 
as a 5% RR increase might imply a comparatively high absolute risk from a population perspective. 
To decide on the final benchmark value for IHD, several aspects were considered: the number of 
people in a population affected by IHD; whether health risks caused by noise would make up a large 
part of the incidence of the disease; other examples of health risks of similar magnitude leading to 
preventive action. For IHD, in an average EU country with 20 million inhabitants, an RR increase of 
5% for IHD would lead to several thousand extra cases attributable to noise yearly. This corresponds 
to a proportion of cases of IHD attributable to noise exposure of less than 10%, which is still relatively 
small. After extensive discussion at the very end of the guideline development process, the GDG 
decided to adhere to 5% as the relevant risk increase.

Hypertension is a common condition and is an important risk indicator for IHD and other 
cardiovascular diseases. Thus, the hypertension risk increase can be transformed into a risk increase 
for cardiovascular disease. To derive a relevant risk increase, the GDG focused on the incidence of 
hypertension, owing to the nature and quality of epidemiological evidence. Since hypertension is 
less serious than IHD, and not all people with hypertension will progress to cardiovascular disease, 
the relevant risk increase in the incidence of hypertension needed to be higher than that for IHD. 
Therefore, the GDG agreed on an RR increase of 10% for hypertension.

Self-reported sleep disturbance and annoyance 

The GDG initially considered 5%HSD and 10%HA due to noise as relevant absolute risks, not be 
exceeded at the guideline level. After discussion, however, members agreed that these absolute 
risks were too large, since a considerable proportion of the population would still be affected; they 
decided to lower the relevant risk from 5% being highly sleep-disturbed to 3%. In doing so, the GDG 
referred to the WHO night noise guidelines (WHO, 2009), which concluded that while there was 
insufficient evidence that physiological effects at noise levels below 40 dB Lnight are harmful to health, 
there were observed adverse health effects at levels starting from 40 dB Lnight. At 40 dB, about 3–4% 
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(depending on the noise source) of the population still reported being highly sleep-disturbed due to 
noise, which was considered relevant to health. The GDG considered it important that this level is 
consistent with the previous health-based approach adopted by the WHO night noise guidelines, 
and agreed that the absolute risk associated with the guideline value selected should not exceed 
3%HSD to be health protective.

For annoyance, which is considered a less serious health effect than self-reported sleep disturbance 
(as indicated by the respective DWs), the relevant risk remained at 10%HA. This means the absolute 
risk associated with the guideline value selected should be closest to, but not above 10%HA, to be 
health protective.

Cognitive impairment: reading and oral comprehension

Acquiring skills in reading and oral comprehension at a young age is important for further development: 
a delay in acquiring these skills can have an impact later in life (Wilson & Lonigan, 2010). This impact 
cannot be predicted very accurately, but the GDG considered a delay of one month a relevant 
absolute risk.

Permanent hearing impairment 

The literature on hearing impairment as a result of occupational noise exposure is extensive. A 
noise exposure level beyond 80 dB during 40 years of working a 40 hour work week can give rise 
to permanent hearing impairment. Given that environmental exposure to noise is much lower than 
these levels and that noise-related hearing impairments are not reversible, the GDG considered 
that there should be no risk of hearing impairment due to environmental noise and considered any 
increased risk of hearing impairment relevant.

2.4.4 Strength of the recommendations
Finally, having determined the guideline exposure levels based on the ranking of prioritized health 
outcome measures, setting the strength of the recommendation was set as the final step of the 
guideline development process.  This was also guided by the GRADE methodology (Alonso-Coello 
et al., 2016a; 2016b). According to this approach, strength of recommendation can be set as either 
strong or conditional (WHO, 2014c).

•	A strong recommendation can be adopted as policy in most situations. The guideline is based 
on the confidence that the desirable effects of adherence to the recommendation outweigh 
the undesirable consequences. The quality of evidence for a net benefit – combined with 
information about the values, preferences and resources – inform this recommendation, which 
should be implemented in most circumstances.

•	A conditional recommendation requires a policy-making process with substantial debate and 
involvement of various stakeholders. There is less certainty of its efficacy owing to lower quality 
of evidence of a net benefit, opposing values and preferences of individuals and populations 
affected or the high resource implications of the recommendation, meaning there may be 
circumstances or settings in which it will not apply.
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The GDG evaluated the strength of the recommendations based on these parameters, following a 
two-step procedure. Initially, the strength of each recommendation was set as strong or conditional 
based on an assessment of the quality of evidence. The GDG then identified and assessed contextual 

The GRADE approach defines a number of parameters that should be assessed to determine 
the strength of recommendations: quality of evidence, balance of benefits and harms, values and 
preference related to the outcomes of interventions to exposure, resources implications, priority of 
the problem, equity and human rights, acceptability and feasibility (Box 2; Morgan et al., 2016).

Box 2 Parameters determining the strength of a recommendation

Quality of evidence  further represents the confidence in the estimates of effect of the 
evaluated evidence, across outcomes critical and important to decision-making. The higher the 
quality of evidence, the greater the likelihood of a strong recommendation.

Balance of benefits and harms requires an evaluation of the absolute effects of both benefits 
and harms (or downsides) of the intervention or exposure and their importance. The greater net 
benefit or net harm associated with an intervention or an exposure, the greater the likelihood of 
a strong recommendation in favour or against an intervention or exposure.

Values and preferences related to the outcomes of an intervention or exposure set out 
the relative importance assigned to health outcomes by those affected by them; how such 
importance varies within and across populations; and whether this importance or variability 
is surrounded by uncertainty. The less uncertainty or variability there is about the values and 
preferences of people experiencing the critical or important outcomes, the greater the likelihood 
of a strong recommendation.

Resource implications take into consideration how resource-intensive and how cost-
effective and substantially beneficial an intervention or exposure is. The more advantageous 
or clearly disadvantageous the resource implications are, the greater the likelihood of a strong 
recommendation either for or against the intervention or exposure.

The priority of the problem is determined by its importance and frequency (the burden of 
disease, disease prevalence or baseline risk). The greater the importance of the problem, the 
greater the likelihood of a strong recommendation.

Equity and human rights considerations are an important aspect of the process. The greater 
the likelihood that the intervention will reduce inequities, improve equity or contribute to the 
realization of one or several human rights as defined under the international legal framework, the 
greater the likelihood of a strong recommendation.

Acceptability plays a prominent role: the greater the acceptability of an option to all or most 
stakeholders, the greater the likelihood of a strong recommendation.

Feasibility overlaps with values and preferences, resource considerations, existing 
infrastructures, equity, cultural norms, legal frameworks and many other considerations. The 
greater the feasibility of an option from the standpoint of all or most stakeholders, the greater 
the likelihood of a strong recommendation.
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parameters that might have a contributory role (see Box 2 above). Based on this qualitative evaluation, 
the initial recommendation strength was either adapted or confirmed. It is important to note that while 
the initial parameter “quality of evidence” was informed by comprehensive systematic reviewing 
processes, the remaining contextual parameters were assessed by the informed qualitative expert 
judgement of the GDG. 

Furthermore, the GDG agreed to decision-making rules, applied when formulating the 
recommendations. An evidence rating of low quality or very low quality would lead only to a conditional 
recommendation. Setting a strong recommendation was only considered if the evidence was at 
least moderate quality. The final recommendations were formulated based on the consideration 
of all the parameters and decision rules adopted by the GDG. A detailed exploration of all the 
recommendations is set out in Chapter 3. 

2.5 Individuals and partners involved in the guideline development process 
The process of WHO guideline development is conducted by several groups with clearly defined 
roles and responsibilities. Comprising WHO staff members, experts and stakeholders, these are the 
Steering Group, the GDG, the Systematic Review Team and the External Review Group. 

The Steering Group includes WHO staff members with different affiliations but whose work 
experience is relevant to the topic of environmental noise and associated health outcomes. It is 
involved at all stages of planning, selecting members of the GDG and External Review Group, 
reviewing evidence and developing potential recommendations at the main expert meetings, as well 
as ongoing consultation on revisions following peer review. Details of the members of the Steering 
Group are listed in Table A1.1 in Annex 1.

The GDG consists of a group of content experts gathered to investigate all aspects of evidence 
contributing to the recommendations, including expertise in evidence-based guideline development. 
This Group defined the key questions and priorities of the research, chose and ranked outcomes 
and provided advice on any modifications of the scope as established by the Steering Group. The 
members also outlined the systematic review methods; appraised the evidence used to inform 
the guidelines; and advised on the interpretation of this e idence, with explicit consideration of the 
overall balance of benefits and harms. Ultimately the GDG formulated the final recommendations, 
taking into account the diverse values and preferences of individuals and populations affected. It 
also determined the strength of the results and responded to external peer reviews. The complete 
list of GDG members and their specific roles, affiliations and areas of expertise are listed in Table 
A1.2 in Annex 1.

The Systematic Review Team includes experts in the field of environmental health, commissioned 
by WHO staff to undertake systematic reviews of evidence. The GDG recommended a number of 
authors to conduct the evidence reviews and summary chapters, based on their expertise. Details 
of the members of the Systtematic Review Team are included in Table A1.3 in Annex 1.

The External Review Group is composed of technical content experts and end-users as well 
as stakeholders, and is balanced geographically and by gender. The experts and end-users were 
selected for their expertise in the field, and the Group also included representatives of professional 
groups and industry associations, who will be implementing the guidelines. Members were asked to 
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review the material at different stages of the development process. The list of technical experts and 
stakeholders is provided in Tables A1.4 and A1.5, respectively, in Annex 1.

Management of conflict of interest is an integral part of WHO’s guideline development procedure. All 
members of the GDG and authors of the evidence reviews completed WHO declaration of interest 
forms. These were reviewed by the WHO Secretariat for potential conflicts of interest. A number of 
conflicts of interest were declared in the forms, but following a standardized management review 
it was not found necessary to exclude any members of the GDG or authors from their respective 
roles. Members of the External Review Group (technical experts only) were also asked to complete 
the form when invited to participate.

In addition, at the start of the meeting of the GDG all members of the GDG received a briefing about 
the nature of all types of conflict of interest (financial, academic/intellectual and nonacademic) and 
were asked to declare to the meeting any conflicts they might have. No member of the GDG or the 
Systematic Review Team was excluded from his/her respective role. A summary of the conflict of 
interest management is presented in Annex 3.

The GDG set its own rules on how it would work and how contentious issues should be resolved 
– for instance, by means of a vote. The main decision-making mechanism involved reaching 
consensus; if a vote was required, the experts involved in developing the underlying evidence for 
the specific recommendation were excluded from voting, and an agreement was reached via a two 
thirds majority of the rest of the group. 

2.6 Previously published WHO guidelines on environmental noise
Prior to this publication, WHO published community noise guidelines (CNG) in 1999 (WHO, 1999) 
and night noise guidelines for Europe (NNG) in 2009 (WHO Regional Office for Europe, 2009).

2.6.1 CNG
The scope of WHO’s efforts to develop the CNG in 1999 was similar to that for the current guidelines. 
The objective was then formulated as: “to consolidate scientific knowledge of the time on the health 
impacts of community noise and to provide guidance to environmental health authorities and 
professionals trying to protect people from the harmful effects of noise in nonindustrial environments” 
(WHO, 1999). The guidelines were based on studies carried out up to 1995 and a few meta-analyses 
from some years later. 

The health risk to humans from exposure to environmental noise was evaluated and guideline values 
derived. At that time WHO had not yet developed its guideline development process, on which the 
current guidelines are based (WHO, 2014c). The main differences in content are that the previous 
guidelines were expert-based and provided more global coverage and applicability, such as issues 
of noise assessment and control that were addressed in detail. They included a discussion on noise 
sources and measurement, including the basic aspects of source characteristics, sound propagation 
and transmission. Adverse health effects of noise were characterized, and combined noise sources 
and their effects were considered. Furthermore, the guidelines included discussions of strategies 
and priorities in the management of indoor noise levels, noise policies and legislation, environmental 
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noise impact and enforcement of regulatory standards; although there were no chapters on wind 
turbine noise and leisure noise.

2.6.2 NNG
In 2009 the WHO Regional Office for Europe published the NNG to provide scientifically based 
advice to Member States for the development of future legislation and policy action in the area of 
assessment and control of night noise exposure. 

The NNG complement the previous CNG, incorporating the advancement of research on noise and 
sleep disturbance up to 2006. The working group of experts reviewed available scientific evidence 
on the health effects of night noise and derived health-based guideline values. Again, WHO had 
not yet introduced its evidence-based recommendations policy and the NNG were mainly expert-
based. They considered the scientific evidence on the threshold of night noise exposure indicated 
by Lnight as defined in the END (EC, 2002a), and the experts concluded that a Lnight value of 40 dB 
should be the target of the NNG (for all sources) to protect the public, including the most vulnerable 
groups such as children, chronically ill and elderly people. Further, an Lnight value of 55  dB was 
recommended as an interim target for countries that could not follow the guidelines in the short term 
for various reasons or where policy-makers chose to adopt a stepwise approach.

2.6.3 Differences from the prior noise guidelines
The current guidelines differ from the older ones, recommending levels of exposure unlike those 
previously outlined (especially by the NNG). The following major differences between the previous 
and current guidelines explain the novel set of recommended values.

•	The development process for the current guidelines adhered to a new, rigorous, evidence-based 
methodology, as outlined in the WHO handbook for guideline development (WHO, 2014c). WHO 
adopted these internationally recognized standards to ensure high methodological quality and a 
transparent, evidence-based decision-making process in the guideline development. 

•	The current guidelines consider cardiovascular disease a critical health outcome measure. 

•	They also consider a broader set of health outcomes, including adverse birth outcomes, diabetes, 
obesity and mental well-being. Wherever applicable, incidence, prevalence and mortality were 
considered separately.

•	The current guidelines cover two new noise sources: wind turbines and leisure noise.

•	Critical and important health outcomes are considered separately for each of the noise sources. 

•	The guideline development process included the health effects of intervention measures to mitigate 
noise exposure from different noise sources for the first time. 

•	The style of recommendations differs: the current guidelines include an exact exposure value 
for every health outcome regarded as critical, for each noise source. Guideline recommendation 
values were set for each of the noise sources separately, based on the exact exposure values and 
a prioritization scheme, developed with the help of DWs.

•	The current guidelines apply a 1 dB increment scheme, whereas prior guidelines (CNG and NNG) 
formulated or presented recommendations in 5 dB steps. 
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•	In comparison to the 1999 CNG, which defined environment-specific exposure levels, the current 
guidelines are source specific. They recommend values for outdoor exposure to road traffic, railway, 
aircraft and wind turbine noise, and indoor as well as outdoor exposure levels for leisure noise.

•	Except for leisure noise, all exposure levels recommended in the current guidelines are average 
sound pressure levels for outdoor exposure. 

•	The current guidelines make use of the noise indices defined in the END: Lden and Lnight. 

The definition of “community noise” used in the CNG in 1999 was also adapted. The GDG agreed to 
use the term “environmental noise” instead, and offered an operational definition of: “noise emitted 
from all sources except sources of occupational noise exposure in workplaces”.

The current environmental noise guidelines for the European Region supersede the CNG from 
1999. Nevertheless, the GDG recommends that all CNG indoor guideline values and any values not 
covered by the current guidelines (such as industrial noise and shopping areas) should remain valid. 

Furthermore, the current guidelines complement the NNG from 2009. Two main aspects of the NNG 
constitute this complementarity: the different guiding principles and the comprehensive investigation 
of the immediate physiological effects of environmental noise on sleep. As guiding principles the 
NNG defined effect thresholds or “lowest observed adverse health effect levels” for both immediate 
physiological reactions during sleep (i.e. awakening reactions or body movements during sleep) and 
long-term adverse health effects (i.e. self-reported sleep disturbance). These guideline exposure 
levels defined a level below which no effects were expected to occur (corresponding to 30 dB Lnight) 
and proceeded to define the level where adverse effects start to occur (corresponding to 40 dB Lnight), 
with the aim of protecting the whole population, including – to some extent – vulnerable groups. The 
development of the NNG values relied on evidence-based expert judgement. In contrast, the current 
guidelines formulate recommendations more strictly based on the available evidence and following 
the guiding principle to identify exposure values based on a relevant risk increase of adverse health 
effects. Thus, the recommended guideline values might not lead to full protection of the population, 
including all vulnerable groups. The GDG stresses that the aim of the current guidelines is to define 
an exposure level at which effects certainly begin. 

Secondly, the NNG comprehensively investigate the immediate short-term effects of environmental 
noise during sleep, including physiological reactions such as awakening reactions and body 
movements. They also provided threshold information about single-event noise indicators (such 
as the LA,max). In contrast, the current guideline values for the night time are only based on the 
prevalence of self-reported sleep disturbance and do not take physiological effects into account. 
The causal link between immediate physiological reactions and long-term adverse health effects is 
complex and difficult to prove. Thus, the current guidelines are restricted to long-term health effects 
during night time and therefore only include recommendations about average noise indicators: 
Lnight. Nevertheless, the evidence review on noise and sleep (Basner & McGuire, 2018) includes an 
overview of single-event exposure–effect relationships.
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3. Recommendations
This chapter presents specific recommendations on guideline exposure levels and/or interventions 
to reduce exposure and/or improve health for individual sources of noise: road traffic, railway, 
aircraft, wind turbines and leisure noise. The strength of each recommendation is provided (strong 
or conditional) and a short rationale for how each of the guideline levels was achieved is given. 

The GDG discussed extensively the best way to present guideline exposure levels – either as the 
exact values or in 5 dB steps – and the approach to rounding the values to the nearest integer. 
The 5 dB increment, rounded down from the exact exposure value to the nearest 5 dB level, was 
initially chosen as being commonly applied in noise legislation and used in prior guidelines (WHO, 
1999; EC, 2002a; WHO Regional Office for Europe, 2009). It was also used to meet the principle 
of precaution, since imprecision in the exposure assessment in the field of epidemiology tends to 
attenuate the actual effects in the population. 

Use of 5 dB increments resulted in uneven magnitude of rounding down, however, raising concerns 
of arbitrariness. It became apparent that inclusion of both exact values and the 5 dB rounded-
down values might be confusing and could affect the applicability of the guidelines. Hence, the 
GDG ultimately decided that formulating recommendations based on the exact calculated values, 
rounded only to the nearest integer, would ensure more clarity and transparency. Furthermore, it 
noted that adhering to a 5 dB roster might not reflect the progress in the precision of exposure 
assessment methods in recent decades, which would justify application of a 1 dB step. 

The GDG acknowledged that the recommendations might be presented as the exact guideline 
exposure levels only, leaving the use of 5 dB bands to the potential policy decisions to formulate 
or revise noise legislation, which are beyond the scope of this publication. The WHO guideline 
values are public health-oriented recommendations, based on scientific evidence on health effects 
and on an assessment of achievable noise levels. They are strongly recommended and as such 
should serve as the basis for a policy-making process in which policy options are quantified and 
discussed. It should be recognized that in that process additional considerations of costs, feasibility, 
values and preferences should also feature in decision-making when choosing reference values 
such as noise limits for a possible standard or legislation. 

In addition to the source-specific recommendations in the following sections, a short rationale for the 
decision-making process by the GDG for developing a particular recommendation is provided, as 
well as an overview of the evidence considered. This includes a recapitulation of the specific PICOS/
PECCOS question (see section 2.3.1), along with a summary of evidence for each of the critical and 
important health effects from exposure to each of the noise sources, and for the effectiveness of 
interventions. 

Furthermore, a description is provided of the other factors considered according to the GRADE 
dimensions for the assessment of the strength of recommendations (see section 2.4.4). While 
the quality of evidence is central to determining this, the process of moving from evidence to 
recommendations involves several other considerations. These include values and preferences, 
balance of benefits and harms, consideration of the priority of the problem, resource implications, 
equity and human rights aspects, acceptability and feasibility (WHO, 2014c).

Idaho Power/1214 
Ellenbogen/49



30 E
n

viro
n

m
e

n
ta

l N
o

ise
 G

u
id

e
lin

e
s

In accordance w
ith the prioritization process (see section 2.4.3), the G

D
G

 set a guideline exposure 
level of 53.3 dB

 L
den  for average exposure, based on the relevant increase of the absolute %

H
A

. 
It w

as confident that there w
as an increased risk for annoyance below

 this noise exposure level, 
but probably no increased risk for other priority health outcom

es. In accordance w
ith the defined 

rounding procedure, the value w
as rounded to 53 dB

 L
den . A

s the evidence on the adverse effects of 
road traffic noise w

as rated m
oderate quality, the G

D
G

 m
ade the recom

m
endation strong. 

             3.1 Road traffic noise

R
eco

m
m

end
atio

ns

For average noise exposure, the G
D

G
 stro

ng
ly recom

m
ends reducing noise levels 

produced by road traffic below
 53 d

B
 L

den , as road traffic noise above this level is 
associated w

ith adverse health effects.

For night noise exposure, the G
D

G
 stro

ng
ly recom

m
ends reducing noise levels produced 

by road traffic during night tim
e below

 45 d
B

 L
night , as road traffic noise above this level is 

associated w
ith adverse effects on sleep.

To reduce health effects, the G
D

G
 stro

ng
ly recom

m
ends that policy-m

akers im
plem

ent 
suitable m

easures to reduce noise exposure from
 road traffic in the population exposed 

to levels above the guideline values for average and night noise exposure. For specific 
interventions, the G

D
G

 recom
m

ends reducing noise both at the source and on the route 
betw

een the source and the affected population by changes in infrastructure.

3.1.1 Rationale for the guideline levels for road traffic noise 
The exposure levels w

ere derived in accordance w
ith the prioritization process of critical health 

outcom
es described in section 2.4.3. For each of the outcom

es, the exposure level w
as identified 

by applying the benchm
ark, set as relevant risk increase to the corresponding E

R
F. In the case of 

exposure to road traffic noise, the process can be sum
m

arized as follow
s (Table 6). 

S
um

m
ary o

f p
rio

rity health o
utco

m
e evid

ence
B

enchm
ark level

E
vid

ence q
uality

Incid
ence o

f IH
D

The 5%
 relevant risk increase occurs at a noise exposure level 

of 59.3 dB
 L

den . The w
eighted average of the low

est noise levels 
m

easured in the studies w
as 53 dB

 L
den  and the R

R
 increase per 

10 dB
 is 1.08.

5%
 increase of R

R
H

igh quality 

Incid
ence o

f hyp
ertensio

n
O

ne study m
et the inclusion criteria. There w

as no significant increase 
of risk associated w

ith increased noise exposure in this study.

10%
 increase of R

R
Low

 quality 

P
revalence o

f hig
hly anno

yed
 p

o
p

ulatio
n

There w
as an absolute risk of 10%

 at a noise exposure level of 
53.3 dB

 L
den.

10%
 absolute risk

M
oderate quality 

P
erm

anent hearing im
pairm

ent
N

o increase
N

o studies m
et the 

inclusion criteria

R
eading skills and oral com

prehension in children
O

ne-m
onth delay

Very low
 quality 

Tab
le 6. A

verag
e exp

o
sure levels (L

d
en ) fo

r p
rio

rity health o
utco

m
es fro

m
 ro

ad
 traffic no

ise

Idaho Pow
er/1214 

Ellenbogen/50

m 



Idaho Power/1214 
Ellenbogen/51 

RECOMMENDATIONS 

Next, the GOG assessed the evidence for night noise exposure and its effect on sleep disturbance 
(Table 7). 

Table 7. Night-time exposure levels (L,.ght) for priority health outcomes from road traffic noise 

Sleep disturbance 

3% of the partic ipants in studies were highly sleep-disturbed at 
a noise level of 45.4 dB L0; ht 

3% absolute risk 

Evidence ~uali~ 
Moderate quality 

Based on the evidence of the adverse effects of road traffic noise on sleep disturbance, the GOG 
defined a guideline exposure level of 45.4 dB Lnlghr The exact exposure value was rounded to 45 dB 
Lnlghr As the evidence was rated moderate quality, the GOG made the recommendation strong. 

The GOG also considered the evidence for the effectiveness of interventions. The results showed 
that: 

• addressing the source by improving the choice of appropriate tyres, road surface, truck restrictions 
or by lowering traffic flow can reduce noise exposure; 

• path interventions such as insulation and barrier construction reduce noise exposure, annoyance 
and sleep disturbance; 

• changes in infrastructure such as construction of road tunnels lower noise exposure, annoyance 
and sleep disturbance; 

• other physical interventions such as the availability of a quiet side of the residence reduce noise 
exposure, annoyance and sleep disturbance. 

Given that it is possible to reduce noise exposure and that best practices already exist for the 
management of noise from road traffic, the GOG made a strong recommendation. 

3.1.1.1 Other factors influencing the strength of recommendations 

Other factors considered in the context of recommendations on road traffic noise included those 
related to values and preferences, benefits and harms, resource implications, equity, acceptability 
and feasibility; moreover, nonpriority health outcomes (the incidence of stroke and diabetes) were 
considered. Ultimately, the assessment of all these factors did not lead to a change in the strength 
of the recommendations. Further details are provided in section 3.1.2.3. 

3.1.2 Detailed overview of the evidence 

The following sections provide a detailed overview of the evidence constituting the basis for setting 
the recommendations on road traffic noise. It is presented and summarized separately for each of 
the critical health outcomes, and the GOG's judgement of the quality of evidence is indicated (for a 
detailed overview of the evidence on important health outcomes, see Annex 4). Research into health 
outcomes and effectiveness of interventions is addressed consecutively. 

A comprehensive summary of all evidence considered for each of the critical and important health 
outcomes can be found in the eight systematic reviews published in the International Journal of 
Environmental Research and Public Health (see section 2.3.2 and Annex 2). 
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3.1.2.1 Evidence on health outcomes

The key question posed was: in the general population exposed to road traffic noise, what is the 
exposure–response relationship between exposure to road traffic noise (reported as various noise 
indicators) and the proportion of people with a validated measure of health outcome, when adjusted 
for main confounders? A summary of the PICOS/PECCOS scheme applied (see section 2.3.1) and 
the main findings is set out in Tables 8 and 9.

Table 8. PICOS/PECCOS scheme of critical health outcomes for exposure to road traffic noise

PECO Description
Population General population

Exposure Exposure to high levels of noise produced by road traffic (average/night time)

Comparison Exposure to lower levels of noise produced by road traffic (average/night time)

Outcome(s) For average noise exposure: 
1. cardiovascular disease
2. annoyance
3. cognitive impairment
4. hearing impairment and tinnitus
5. adverse birth outcomes
6. quality of life, well-being and mental health
7. metabolic outcomes

For night noise exposure: 
1. effects on sleep

Noise 
metric

Priority health 
outcome 
measure

Quantitative 
risk for adverse 
health

Lowest level 
of exposure 
across studies

Number of 
participants 
(studies)

Quality of 
evidence

Cardiovascular disease

Lden Incidence of IHD RR = 1.08 (95% 
confidence interval 
(CI): 1.01–1.15) per 
10 dB increase

53 dB 67 224  
(7)

High (upgraded for 
dose-response)

Lden Incidence of 
hypertension 

RR = 0.97 (95% CI: 
0.90–1.05) per 10 dB 
increase

N/A 32 635  
(1)

Low (downgraded 
for risk of bias and 
because only one 
study was available)

Annoyance

Lden %HA Odds ratio 
(OR) = 3.03 (95% CI: 
2.59–3.55) per 10 dB 
increase

40 dB 34 112  
(25)

Moderate (downgraded 
for inconsistency)

Cognitive impairment

Lden Reading and oral 
comprehension

Not estimated N/A Over 2844  
(1)

Very low (downgraded 
for inconsistency)

Hearing impairment and tinnitus

Lden Permanent 
hearing 
impairment

– – – –

Table 9. Summary of findings for health effects from exposure to road traffic noise (Lden)
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Cardiovascular disease 

/HD 

A total of three cohort (Babisch & Gallacher, i990; Babisch et al., 1988; i993a; 1993b; 1999; 
2003; Caerphilly and Speedwell Collaborative Group, i984; Sorensen et al., 20i2a; 20i2c) and 
four case-control studies (Babisch, 2004; Babisch et al., i 992; i 994; 2005a; Selander et al., 2009; 
Wiens, i 995) investigated the relationship between road traffic noise and the incidence of IHD. 
These involved a total of 67 224 participants, including 7033 cases. As identified in Fig. i, the overall 
RR derived from the meta-analysis was i .08 (95% Cl: i .0i-i. i5) per i0 dB Lden increase in noise 
levels, across a noise range of 40 dB to 80 dB. This evidence was rated high quality. 

The data were supported by one ecological study conducted with 262 830 participants, including 
4 i 8 cases, which also reported a statistically significant estimate (Grazuleviciene et al., 2004; 
Lekaviciute, 2007). In this study, a positive but nonsignificant association was found: RR of i . i 2 
(95% Cl: 0.85- i .48) per i 0 dB Lden increase in noise. This evidence was rated very low quality. 

Fig. 1. The association between exposure to road traffic noise {Lden) and incidence of IHD 

Study (N) ~----------~---------~ 

Cohort studies 
Caerphilly (2369) 

Speedwell (2330) 

DCH_men (24 294) 

OCH_women (26 319) 

Pooled (4) 

Case-control studies 
BCC-1 (243) 

BCC-2 (4035) 

NAROMl_men (3054) 
NAROMl_women (1061) 

SHEEP (3518) 

Pooled (5) 

Pooled, overall (9) 

Ecological studies 
KAUNUS-1 (262 830) 

0.333 

---

I 

-i-&---
1 

' ' ' :-e-
' ' 

' : . 
1.000 

Estimated RR per 10 dB 

3.000 

Notes: The dotted vertical line corresponds to no effect of exposure to road traffic noise. The black circles correspond to the 
estimated RR per 10 dB and 95% Cl. The white circles represent the pooled random effect estimates and 95% Cl. 
For further details on the studies included in the figure please refer to the systematic review on environmental noise 
and cardiovascular and metabolic effects (van Kempen et al., 2018). 
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Notes:  The dotted vertical line corresponds to no effect of exposure to road traffic noise. The black circles correspond to the 
estimated RR per 10 dB and 95% CI. The white circle represents the pooled random effect estimates and 95% CI. 
For further details on the studies included in the figure please refer to the systematic review on environmental noise 
and cardiovascular and metabolic effects (van Kempen et al., 2018).

Mortality from IHD was also investigated in one case-control (Selander et al., 2009) and two cohort 
studies (Beelen et al., 2009; Gan et al., 2012), which involved 532 268 participants, including 6884 
cases. The quantitative relationship between road traffic noise and mortality from IHD was RR = 1.05 
(95% CI: 0.97–1.13) per 10 dB Lden increase in noise levels (see Fig. 3). This evidence was rated 
moderate quality.

Furthermore, additional evidence was available from eight cross-sectional studies that investigated 
the relationship between road traffic noise and prevalence of IHD (Babisch & Gallacher, 1990; Babisch 
et al., 1988; 1992; 1993a; 1993b; 1994; 1999; 2003; 2005a; 2008; 2012a; 2012b; Caerphilly and 
Speedwell Collaborative Group, 1984; Floud et al., 2011; 2013a; 2013b; Heimann et al., 2007; 
Jarup et al., 2005; 2008; Lercher et al., 2008; 2011; van Poll et al., 2014; Wiens, 1995). These 
studies involved a total of 25 682 participants, including 1614 cases. The overall RR was 1.24 (95% 
CI: 1.08–1.42) per 10 dB Lden increase in road traffic noise levels. The range in noise levels in the 
studies under evaluation was 30–80 dB. The results of the meta-analysis are presented in Fig. 2. 
This evidence was rated low quality.

Estimated RR per 10 dB

Fig. 2. The association between exposure to road traffic noise  (Lden) and prevalence of IHD
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Fig. 3. The association between exposure to road traffic noise (LdeJ and mortality from IHD 
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Notes: The dotted vertical line corresponds to no effect of exposure to road traffic noise. The black circles correspond to the 
estimated RR per 10 dB and 95% Cl. The white c ircles represent the pooled random effect estimates and 95% Cl. 
For further details on the studies included in the figure please refer to the systematic review on environmental noise 
and cardiovascular and metabolic effects (van Kempen et al., 2018). 

Hypertension 

One cohort study into the relationship between road traffic noise and incidence of hypertension was 
identified; it involved 32 635 participants, including 3145 cases (Sorensen et al., 2011; 2012c). The 
study found a nonsignificant effect size of 0.97 (95% Cl: 0.90--1 .05) per 10 dB Lden increase in noise 
levels, which does not support an increased risk of hypertension due to exposure to road traffic 
noise. Because of the risk of bias and the availability of only one study, this evidence was rated low 
quality. 

In addition, 26 cross-sectional studies were identified that looked at the association between road 
traffic noise and prevalence of hypertension (Babisch et al., 1988; 1992; 1994; 2005a; 2008; 2012a; 
2012b; 2013a; 2013b; 2014b; 2014c; Barregard et al., 2009; Bjork et al., 2006; Bluhm et al., 2007; 
Bodin et al., 2009; Caerphilly and Speedwell Collaborative Group, 1984; Chang et al., 2011; 2014; 
de Kluizenaar et al., 2007a; 2007b; Dratva et al., 2012; Eriksson et al., 2012; Foraster et al., 2011; 
2012; 2013; 2014a; 2014b; Fuks et al., 2011; Hense et al., 1989; Herbold et al., 1989; Jarup et al., 
2005; 2008; Knipschild et al., 1984; Lercher et al., 2008; 2011; Maschke, 2003; Maschke & Hecht, 
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Notes: The dotted vertical line corresponds to no effect of exposure to road traffic noise. The black dots correspond to 
the estimated RR per 10 dB and 95% CI. The white circle represents the summary estimate and 95% CI. For 
further details on the studies included in the figure please refer to the systematic review on environmental noise and 
cardiovascular and metabolic effects (van Kempen et al., 2018).

2005; Maschke et al., 2003; Oftedal et al., 2011; 2014; Selander et al., 2009; van Poll et al., 2014; 
Wiens, 1995; Yoshida et al., 1997). In total, these studies involved 154 398 participants, including 
18 957 cases. The overall RR for prevalence of hypertension was 1.05 (95% CI: 1.02–1.08) per 
10 dB Lden increase in noise levels. The noise range of the studies under evaluation was 20–85 dB. 
The overall evidence was rated very low quality. 

Fig. 4 shows the association between road traffic noise and incidence and prevalence of hypertension.

Estimated RR per 10 dB

Fig. 4. The association between exposure to road traffic noise (Lden)  and hypertension
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One cohort study into the relationship between road traffic noise and incidence of stroke was 
identified (Sorensen et al., 2011; 2012b; 2014). It involved 51 485 participants, including 1881 
cases, and found an RR of 1.14 (95% Cl: 1.03- 1.25) per 10 dB Lden increase in noise levels, across 
a range of around 50-70 dB. The evidence was rated moderate quality. 

Two cross-sectional studies on road traffic noise and prevalence of stroke involved 14 098 
participants, including 151 cases (Babisch et al., 2005a; 2008; 2012a; 2012b; 2013a; Floud et al., 
2011; 2013a; 2013b; Jarup et al., 2005; 2008; van Poll et al., 2014) yielded an estimated RR of 1.00 
(95% Cl: 0.91 - 1.10) per 10 dB Lden increase in noise levels. This evidence was rated very low quality. 

Furthermore, three cohort studies investigated the relationship between road traffic noise and 
mortality due to stroke (Beelen et al., 2009; Gan et al., 2012; Sorensen et al., 2011; 2012b; 2014). 
These involved 581 517 participants, including 2634 cases, and their pooled estimate was a 
statistically nonsignificant RR = 0.87 (95% Cl: 0.71 - 1.06) per 10 dB Lden increase in road traffic noise 
levels. This evidence was rated moderate quality. 

Fig. 5 presents the results of the meta-analysis for road traffic noise and measures of stroke. 

Fig. 5. The association between exposure to road traffic noise (LdJ and stroke 
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Notes: The dotted vertical line corresponds to no effect of exposure to road traffic noise. The b lack dots correspond to the 
estimated RR per 10 dB and 95% Cl. The white c ircles represent the summary estimate and 95% Cl. 
For further details on the studies inc luded in the figure please refer to the systematic review on environmental noise 
and cardiovascular and metabolic effects (van Kempen et al., 2018). 
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Children’s blood pressure

Six cross-sectional studies investigated the change in systolic and diastolic blood pressure in 
children exposed to road traffic noise in residential settings (Belojevic & Evans, 2011; 2012; Bilenko 
et al., 2013; Liu et al., 2013; 2014; Regecova & Kellerova, 1995; van Kempen et al., 2006). In total, 
4197 children were included in these studies; the number of cases was not reported. For each 
increase in 10 dB Lden in noise levels, there was a statistically nonsignificant increase in systolic and in 
diastolic blood pressure of 0.08 mmHg (95% CI: −0.48–0.64) and 0.47 mmHg (95% CI: −0.30–1.24), 
respectively. The overall evidence was rated very low quality.

Furthermore, five cross-sectional studies investigated the association between systolic and diastolic 
blood pressure in children and exposure to road traffic noise in educational settings (Belojevic & 
Evans, 2011; 2012; Bilenko et al., 2013; Clark et al., 2012; Paunovic et al., 2013; Regecova & 
Kellerova, 1995; van Kempen et al., 2006). In total, 4520 children were included in these studies; the 
number of cases was not reported. Systolic blood pressure decreased statistically nonsignificantly, 
at −0.60 mm (95% CI: −1.51–0.30) per 10 dB Lden increase in road traffic noise levels. Diastolic blood 
pressure increased statistically nonsignificantly, at 0.46 mm (95% CI: −0.60–1.53) per 10 dB Lden 
increase in road traffic noise levels. For both relationships, the evidence was rated very low quality.

Annoyance

A vast amount of research proves the association between road traffic noise and annoyance. In total, 
17 road traffic noise studies were identified that were used to model ERFs of the relationship between 
Lden and %HA (Babisch et al., 2009; Brink, 2013; Brink et al., 2016; Brown et al., 2014; 2015; 
Champelovier et al., 2003; Heimann et al., 2007; Lercher et al., 2007; Medizinische Universitaet 
Innsbruck, 2008; Nguyen et al., 2012a; Pierette et al., 2012; Sato et al., 2002; Shimoyama et al., 
2014). These incorporated data from 34 112 study participants. The estimated data points of each of 
the studies are plotted in Fig. 6, alongside an aggregated ERF including the data from all the individual 
studies (see the black line for “WHO full dataset”). The lowest category of noise exposure considered 
in any of the studies, and hence included in the systematic review, is 40  dB, corresponding to 
approximately 9%HA. The benchmark level of 10%HA is reached at 53.3 dB Lden (see Fig 6). 

Table 10 shows the %HA in relation to exposure to road traffic noise. The calculations are based on 
the regression equation %HA = 78.9270–3.1162 × Lden + 0.0342 × Lden

2 derived from the systematic 
review (Guski et al., 2017). Even though there is a large evidence base substantiating the association 
of average road traffic noise and noise annoyance, the overall evidence had to be rated low quality. 
The main reasons for downgrading included limitations regarding the acoustical data provided, 
the nature of study design (most of the studies in the realm of annoyance research follow a cross-
sectional approach), the inconsistency of results and the variety in the questions asked.

Nevertheless, the general quality of the evidence was substantiated with the help of additional 
statistical analyses that apply classic health outcome measures to estimate noise annoyance. When 
comparing road traffic noise exposure at 50 dB and 60 dB, the analyses revealed evidence rated 
moderate quality for an association between road traffic noise and %HA for an increase per 10 dB 
(OR = 2.74; 95% CI: 1.88–4.00). Moreover, there was evidence rated high quality for the increase 
of %HA per 10 dB increase in sound exposure, when data on all sound classes were included 
(OR = 3.03; 95% CI: 2.59–3.55). 
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Fig. 6.Scatterplot and quadratic regression of the relationship between road traffic noise 
{Lden) and annoyance {%HA) 
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Notes: The ERF by Miedema & Oudshoorn (2001) is added in red for comparison. 
The size of the data points corresponds to the number of participants in the respective study (size = SQRT(N)/10). 
If two results from different studies fall on the same data point, the last point plotted may mask the former one. 
The black curve is derived from aggregated secondary data, while the red one is derived from individual data. 
There is no indication of 95% Cls of the WHO full dataset, as a weighting based on the total number of participants 
for each 5 dB Lden sound class could not be calculated; weighting based on all participants of all sound classes 
proved to be unsuitable. The range of data included is illustrated by the distribution of data points. 
For further details on the studies included in the figure please refer to the systematic review on environmental noise 
and annoyance (Guski et al., 2017). 
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Cognitive impairment

Evidence rated very low quality was available for the association between road traffic noise and 
reading and oral comprehension, assessed by tests. The review identified two papers that reported 
the results of the cross-sectional road traffic and aircraft noise exposure and children’s cognition and 
health (RANCH) study, which examined exposure–effect relationships (Clark et al., 2006; Stansfeld 
et al., 2005). The study of over 2000 children aged 9–10 years, attending 89 schools around three 
major airports in the Netherlands, Spain and the United Kingdom did not find an exposure–effect 
relationship between road traffic noise exposure at primary school, which ranged from 31 to 71 dB 
LAeq,16h, and children’s reading comprehension.

Few studies have investigated other health outcome measures related to cognition. Evidence rated 
low quality was available for an association between road traffic noise and cognitive impairment 
assessed through standardized tests (Cohen et al., 1973; Lukas et al., 1981; Pujol et al., 2014; 
Shield & Dockrell, 2008). There was evidence rated very low quality for an association between 
road traffic noise and long-term memory (Matheson et al., 2010; Stansfeld et al., 2005). No studies 
examined effects on short-term memory.

There was evidence rated very low quality, however, that road traffic noise does not have a 
considerable effect on children’s attention (Cohen et al., 1973; Stansfeld et al., 2005). Further, there 
was evidence rated low quality that road traffic noise does not have a substantial effect on executive 
function (working memory), with studies consistently reporting no association (Clark et al., 2012; 
Matheson et al., 2010; Stansfeld et al., 2005; van Kempen et al., 2010; 2012).

Hearing impairment and tinnitus

No studies were found, and therefore no evidence was available for the association between road 
traffic noise and hearing impairment and tinnitus.

Sleep disturbance

For road traffic noise and self-reported sleep outcomes (awakenings from sleep, the process of 
falling asleep and sleep disturbance), 12 studies were identified that included a total of 20 120 

Table 10. The association between exposure to road traffic noise (Lden) and annoyance (%HA) 

Lden (dB) %HA 
40 9.0

45 8.0

50 8.6

55 11.0

60 15.1

65 20.9

70 28.4

75 37.6

80 48.5
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participants (Bodin et al., 2015; Brown et al., 2015; Hong et al., 2010; Phan et al., 2010; Ristovska et 
al., 2009; Sato et al., 2002; Shimoyama et al., 2014); these were cross-sectional studies, conducted 
in healthy adults. The health outcome was measured by self-reporting via general health and noise 
surveys that included questions about sleep in general, and other questions about how noise affects 
sleep (see Table 11 ). 

Table 11. Summary of findings for health effects from exposure to road traffic noise (Lnlght) 

Quantitative risk: 

Effects on sleep 

Lnirtrt %HSD OR: 2.13 (95% Cl: 43 dB 
1 .82-2.48) per 10 dB 
increase 

20 120 
(12) 

Moderate (downgraded 
for study limitations, 
inconsistency; upgraded for 
dose-response, magnitude 
of effect) 

The model in the systematic review (Basner & McGuire, 2018) was based on outdoor Lnlght levels 
between 40 dB and 65 dB only; 40 dB was chosen as the lower limit because of possible inaccuracies 
of predicting lower noise levels. The range of noise exposure reported in the studies reviewed was 
37.5- 77.5 dB Lnlghr About 2% (95% Cl: 0.90-3.15) of the population was characterized as highly 
sleep-disturbed at Lnlght levels of 40 dB. The %HSD at other, higher levels of road traffic noise is 
presented in Table 12. The association between road traffic noise and the probability of being highly 
sleep-disturbed was OR: 2.13 (95% Cl : 1.82- 2.48) per 10 dB increase in noise. This evidence was 
rated moderate quality. 

Table 12. The association between exposure to road traffic noise (Ln
1
"'J and sleep disturbance 

(%HSD) 

40 2.0 0.9- 3.15 

45 2.9 1.40-4.44 

50 4.2 2.14- 6.27 

55 6.0 3.19-8.84 

60 8.5 4.64-12.43 

65 12.0 6.59-1 7.36 

Additional analyses were conducted for other health outcome measures related to sleep, which 
provided supporting evidence on the overall relationship between road traffic noise and sleep 
disturbance. When the noise source was not specified in the question, the relationship between road 
traffic noise and self-reported sleep outcomes was still positive but no longer statistically significant, 
with an OR of 1.09 (95% Cl : 0.94-1 .27) per 10 dB increase (Bodin et al., 2015; Brink, 2011; Frei et 
al., 2014; Halonen et al., 2012). This evidence was rated very low quality. 
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There was evidence rated moderate quality for an association between road traffic noise and sleep 
outcomes measured with polysomnography (probability of additional awakenings) with an OR of 
1.36 (95% CI: 1.19–1.55) per 10 dB increase in indoor LAS,max 

13 (Basner et al., 2006; Elmenhorst et 
al., 2012). Further, evidence rated low quality showed an association between road traffic noise and 
sleep outcomes measured as motility in adults (Frei et al., 2014; Griefahn et al., 2000; Oehrstroem 
et al., 2006a; Passchier-Vermeer et al., 2007; Pirrera et al., 2014). Finally, there was evidence rated 
very low quality for an association between road traffic noise and both self-reported and motility-
measured sleep disturbance in children (Ising & Ising, 2002; Lercher et al., 2013; Oehrstroem et al., 
2006a; Tiesler et al., 2013).

3.1.2.2 Evidence on interventions 

This section summarizes the evidence underlying the recommendation on the effectiveness of 
interventions for road traffic noise exposure. The key question posed was: in the general population 
exposed to road traffic noise, are interventions effective in reducing exposure to and/or health 
outcomes from road traffic noise? A summary of the PICOS/PECCOS scheme applied and the main 
findings is set out in Tables 13 and 14.  

Table 13. PICOS/PECCOS scheme of the effectiveness of interventions for exposure to road 
traffic noise

PICO Description
Population General population

Intervention(s) The interventions can be defined as:

(a) a measures that aim to change noise exposure and associated health effects; 

(b) a measures that aim to change noise exposure, with no particular evaluation of the impact on 
health; or 

(c) a measures designed to reduce health effects, but that may not include a reduction in noise 
exposure.

Comparison No intervention

Outcome(s) For average noise exposure: 

1. cardiovascular disease

2. annoyance

3. cognitive impairment

4. hearing impairment and tinnitus

5. adverse birth outcomes

6. quality of life, well-being and mental health

7. metabolic outcomes

For night noise exposure: 

1. effects on sleep

13  LAS,max is the maximum time-weighted and A-weighted sound pressure level with SLOW time constant within a stated 
time interval starting at t1 and ending at t2, expressed in dB. 
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Table 14. Summary of findings for road traffic noise interventions by health outcome 

Annoyance 

Type A - source interventions 6096• 

(change in traffic flow rate, improved (9) 
road resurfacing, truck restriction 
strategy, complex set of barriers, 
road surfaces and other measures) 

Type B - path interventions 2970 

(dwelling insulation, barrier (7) 
construction, building intervention) 

Type C - changes in infrastructure 

(new road tunnel infrastructure) 

Type D - other physical 
interventions (availability of quiet 
side to the dwelling, existence of 
nearby green space) 

Sleep disturbance 

Type B - path interventions 

(1: fa9ade insulation; 
2: enlargement of motorway lanes 

but with dwelling insulation, 
barriers and quiet pavement) 

Type C - changes in infrastructure 

(new road tunnel infrastructure) 

Type D - other physical 
interventions 

(availability of quiet side to the 
dwelling) 

Cardiovascular disease 

Type D - other physical 
interventions 

(availability of quiet side to the 
dwelling) 

1211 
(2) 

26786 
(6) 

11 58 
(2) 

166 
(2) 

100 
(1) 

9203 
(4) 

• Changes in noise level ranged from 
around -1 5 dB to + 15.5 dB (various 
noise metrics). 

• Most studies found that the intervention 
resulted in a change in annoyance. 

• Changes in noise level ranged from 
- 3 dB to -1 3 dB (various noise 
metrics). 

• All studies found that the intervention 
resulted in a change in annoyance, as 
estimated by an ERF. 

• Noise levels reduced by an average of 
-1 2 dB (LAsQ.24J. 

• Both studies found lower annoyance 
responses post intervention, w ith no 
change in the controls. 

• Because of large variability in noise 
levels between most and least exposed 
fa9ade (quiet side), access to quiet side 
and/or green space resulted in less 
annoyance. 

• 1: fa9ade insulation resulted in a 
reduction of 7 dB for indoor noise level. 

• 2: enlargement led to reduction in 
the extent of population exposure at 
higher noise levels (55- 65 dB) with an 
increase in lower levels (45- 55 dB) 

• Both path interventions resulted in 
changes in sleep outcomes 

• Noise levels reduced by an average of 
-1 2 dB (LAsQ.24J. 

• Both studies found lower sleep 
disturbance indicators/ 
improvement in sleep post intervention, 
with no change in the controls. 

• An absence of quiet fa9ade resulted in 
increased reporting of difficulty in falling 
asleep. 

• Three studies found changes (including 
in self-reported hypertension) with and 
without a quiet side. One study found 
no change. 

Moderate 

(downgraded for 
study limitations; 
upgraded for 
dose-response) 

Moderate 

(downgraded for 
study limitations; 
upgraded for 
dose-response) 

Moderate 

(downgraded for 
study limitations; 
upgraded for 
dose-response) 

Very low 

(downgraded for 
study limitations) 

Moderate 

(downgraded for 
study limitations) 

Moderate 

(downgraded for 
study limitations) 

Very low 

(downgraded for 
study limitations, 
inconsistency) 

Very low 

(downgraded for 
study limitations) 

Note:• This figure does not include number of partic ipants from the studies by Langdon & Griffiths (1982) and Baughan & 
Huddart (1993), as the exact number of respondents was not reported. 
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Type A – source interventions 

Most of the nine source intervention studies – Baughan & Huddart (1993), Brown (1987; 2015), Brown 
et al. (1985), Griffiths & Raw (1987; 1989), Kastka (1981), Langdon & Griffiths (1982), Pedersen et al. 
(2013; 2014), Stansfeld et al. (2009b) – showed an effect in annoyance due to changes in road traffic 
flow rates. In some cases these were combined with other measures like improved road resurfacing, 
truck restrictions or complex control measures, including barriers or road surfaces. A majority of the 
changes resulted in reductions of noise levels. 

Regarding the strength of association between exposure and annoyance outcome, all intervention 
studies demonstrated that the response was of at least the magnitude estimated by a steady-
state ERF. The limited available evidence on long-term effects shows that this excess response 
undergoes some attenuation but is largely maintained over several years. In spite of the high risk of 
bias in all studies, the evidence in the systematic review was initially assessed as high quality, due 
to an upgrade because of the dose-response effect. However, the GDG decided to downgrade 
this assessment in an effort to maximize consistency with the grading approach of the remaining 
systematic reviews. It was therefore rated moderate quality.

Type B – path interventions 

Seven path intervention studies – Amundsen et al. (2011; 2013), Bendtsen et al. (2011), Gidloef-
Gunnarsson et al. (2010), Kastka et al. (1995), Nilsson & Berglund (2006), Vincent & Champelovier 
(1993) – explored the effects on annoyance by interventions related to dwelling insulation, barrier 
constructions and a combination of both, as well as a full-scale building intervention. With the help 
of pre/post designs, the studies assessed changes in noise exposure achieved by the interventions 
over different periods of time. In six studies the path intervention was associated with a change in 
annoyance outcomes. Four of these showed that the annoyance response to the change was in 
the same direction and of at least the same magnitude estimated by the ERF. In spite of the high 
risk of bias in all studies, the evidence in the systematic review was initially assessed as high quality, 
due to an upgrade because of the dose-response effect. However, the GDG decided to downgrade 
this assessment in an effort to maximize consistency with the grading approach of the remaining 
systematic reviews. The evidence was therefore rated moderate quality. 

Two of the studies (Amundsen et al., 2013; Bendtsen et al., 2011) assessed path interventions 
and sleep disturbance. The results showed a reduction in the %HSD after the interventions were 
conducted. One of the studies included a two-year follow-up, revealing the persistence of the effect. 
Risk of bias was assessed as high in both studies. The evidence was rated moderate quality.

Type C – new/closed infrastructure interventions 

Two infrastructural intervention studies (Gidloef-Gunnarsson et al., 2013; Oehrstroem, 2004; 
Oehrstroem & Skanberg, 2000) evaluated the impact on annoyance of major reductions in road 
traffic flows, combined with other environmental improvements. One was a new road tunnel 
infrastructure, resulting in substantial traffic and noise levels reductions for residents near the 
previously heavy-traffic road. Both studies were pre/post designs using repeated measures of 
annoyance outcomes. Following the reduction in noise levels (around −12 dB LAeq,24h), both studies 
demonstrated a statistically significant lower degree of annoyance, while there was no change in 

Idaho Power/1214 
Ellenbogen/64



Idaho Power/1214 
Ellenbogen/65 

RECOMMENDATIONS 

the control group. Both also reported that the after-scores in the studies matched those estimated 
by the ERF, but both reported excess response, meaning that the response to change was in the 
direction estimated by the ERF but much steeper. In spite of the high risk of bias in all studies, the 
quality of the evidence in the systematic review was initially assessed as high, due to an upgrade 
because of the dose-response effect. However, the GOG decided to downgrade this assessment in 
an effort to maximize consistency with the grading approach of the remaining systematic reviews. 
The evidence was therefore rated moderate quality. 

Two studies investigated the impact of new tunnels that removed traffic flow from surface roads 
on sleep disturbance (Oehrstroem, 2004; Oehrstroem & Skanberg, 2000; 2004). Subjective and 
objective measures of sleep quality were assessed before and after the intervention. Both studies 
demonstrated a statistically significant lower reporting of various sleep disturbance indicators 
post intervention. One study reported statistically significantly reduced time spent in bed after the 
intervention, which, according to the authors, could suggest increased sleep efficiency. Risk of bias 
was assessed as high, so this evidence was rated moderate quality. 

Type 0- other physical infrastructure interventions 

No intervention studies were available to assess impacts on annoyance of other physical interventions. 
The only relevant studies (Babisch et al., 2012; de Kluizenaar et al, 2011 ; 2013; Gidloef-Gunnarsson 
& Oehrstroem 2007; van Renterghem & Botteldooren, 2012; 2010) did not provide direct evidence 
of an intervention. Instead, they provided indirect evidence on the magnitude of the likely effect of 
certain interventions (e.g. using the quiet side of the dwelling, green space in the neighbourhood) 
by comparing responses from groups with and without the intervention/feature of interest. All 
studies found an effect of the presence of the dimension investigated; in all but one, the effect was 
statistically significant. Risk of bias was assessed as high in all studies, so the evidence was rated 
very low quality. 

One study investigated a subjective assessment of difficulty in falling asleep (van Renterghem & 
Botteldooren, 2012), before and after the intervention. The difference in the proportion of participants 
reporting difficulty falling asleep "at least sometimes" between homes with and without a quiet side 
was statistically significant. Absence of a quiet fac;ade resulted in increased reporting of this sleep 
parameter. Confounding was adjusted for in the analyses of the ERFs, including noise sensitivity, 
window-closing behaviour and front-fa9ade Lden· Risk of bias was assessed as high, so the evidence 
was rated very low quality. 

Four studies that assessed the effect of other physical interventions on cardiovascular disease were 
identified (Babisch et al., 2012; 201 4a; Bluhm et al., 2007; Larcher et al., 2011 ). Three of these 
found changes, including self-reported hypertension, with and without a quiet side of the dwelling; 
in two the difference was statistically significant. The risk of bias in these studies was generally high, 
so the evidence was rated very low quality. 

3.1.2.3 Consideration of additional contextual factors 

As the foregoing overview has shown, ample evidence about the adverse health effects of long-term 
exposure to road traffic noise exists. Based on the quality of the available evidence, the GOG set 
the strength of the recommendation on road traffic noise at strong. As a second step, it qualitatively 
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assessed contextual factors to explore whether other considerations could have a relevant impact 
on the recommendation strength. These considerations mainly concerned the balance of harms and 
benefits, values and preferences, equity, and resource use and implementation. 

When assessing the balance of harms and benefits of interventions to reduce exposure to road 
traffic noise, the GDG initially noted that road traffic is the most widespread source of noise pollution, 
measured in terms of the number of affected people both within and outside urban areas. The EEA 
estimates that more than 100 million people in Europe are exposed to Lden levels above 55 dB; for 
night-time road traffic noise, over 72 million Europeans are exposed to Lnight levels above 50 dB 
(Blanes et al., 2017).14 The amount of road traffic noise emitted is unlikely to decrease significantly: 
both transport demand, including for passenger cars (EC, 2016b), and the number of city inhabitants 
(Eurostat, 2016) are expected to increase. Considering the significant burden of disease attributable 
to exposure to road traffic noise (WHO Regional Office for Europe & JRC, 2011), the GDG expects 
substantial health benefits to evolve from implementing the recommendations to reduce population 
exposure to road traffic noise. Depending on the intervention measures used (such as restrictions 
of traffic), possible harms could include effects on the transportation of goods and on individual 
mobility of the population. Both can have impacts on local, national and international economies. 
Overall, the GDG estimated that the benefits gained from minimizing adverse health effects due to 
road traffic noise exposure outweigh the possible (economic) harms. 

Considering values and preferences, it has been established that people appreciate quiet areas as 
beneficial for their health and well-being, especially in urban areas (Shepherd et al., 2013; Gidloef-
Gunnarsson & Oehrstroem, 2007; Oehrstroem et al., 2006b). Nevertheless, the GDG recognized 
that the convenience of individual mobility with the help of passenger cars is valued overall by 
large parts of the population in the EU, as illustrated by the sustained high volume of passenger 
kilometres driven in Europe (EEA, 2016a; 2017a). In general, values and preferences are expected 
to vary throughout society, as exposure to environmental noise and continuous road traffic noise is 
not equally distributed: those of individuals directly affected by long-term road traffic exposure are 
likely to differ from those that are not affected. Individuals with a higher average sound pressure level 
of road traffic noise are, for example, more willing to pay to reduce their noise exposure (Bristow et 
al., 2014). 

In light of the dimension of equity, the GDG highlighted the fact that the risk of exposure to road 
traffic noise is not equally distributed throughout society. People with lower socioeconomic status 
and other disadvantaged groups often live in more polluted and louder areas, including in proximity 
to busy roads (EC, 2016a). Moreover, socioeconomic factors are not only related to differences in 
exposure to environmental factors such as noise but are also associated with increased vulnerability 
and poorer coping capacities (Karpati et al., 2002). 

With resource use and implementation considerations, the GDG recognized that no comprehensive 
cost–benefit analysis for the WHO European Region yet exists, so this assessment is based on 
informed expert judgement regarding the feasibility of implementing the recommendation for the 
majority of the population. As the systematic review of environmental noise interventions and their 

14 These are gap-filled figures based on the reported data and including the situation both within and outside cities, as 
defined by the END. 
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associated impact on health shows, various effective measures exist to reduce noise exposure from 
road traffic and improve health (Brown & van Kamp, 2017). The resources needed to implement 
these measures vary as they rely on the type of intervention and the context. The GOG pointed out 
the following four major solutions, which are known to be cost-effective: choice of appropriate tyres, 
use of low-noise road surfaces, building of noise barriers and installation of soundproof windows 
(CSES et al., 2016). Other types of intervention include limitations of speed or type of traffic allowed 
on roads. 

Regarding feasibility of implementation, the GOG was convinced that many of the solutions can be 
planned as part of regular maintenance processes and accelerated fleet and road modernization. 
In particular, appropriate tyres and road surfaces are only slightly more expensive than existing 
products, and various countries have already considered or adopted similar interventions to 
reduce noise levels (Ohiduzzaman et al., 2016; Sirin, 2016). This indicates that solutions to achieve 
recommended noise levels can be implemented and carry a reasonable cost on a societal level. 
The GOG noted, however, that the feasibility of implementing measures can be hindered by the 
fact that costs and benefits are not evenly distributed. In most cases, the health benefits gained 
by interventions that reduce long-term road traffic exposure accrue to citizens, whereas the costs 
are borne by road users, private companies and public authorities. Furthermore, the GOG expects 
challenges in the implementation of all long-term measures that include changes in behaviour of 
the population, such as increased use of car-sharing or public transport. Even though the overall 
costs are expected to be significant, because of the large number of people affected, the benefit of 
implementation of the recommendation to minimize the risk of adverse health effects due to road 
traffic noise for a majority of the population exceeds the resources needed. 

In light of the assessment of the contextual factors in addition to the quality of evidence, the 
recommendation remains strong. 

Other nonpriority adverse health outcomes 

As an additional consideration, although not priority health outcomes and coming from a single 
study, the GOG noted the evidence rated moderate quality for an association between road traffic 
noise and the prevalence of diabetes (van Kempen et al., 2018). The noise levels in the study 
identified ranged from around 50 dB to 70 dB Lden• so the recommendation proposed is thought to be 
protective enough for this health outcome. Thus, it did not lead to a change in the recommendation. 

Additional considerations or uncertainties 

Individual noise annoyance judgements of residents are to a large extent moderated by personal 
variables (such as noise sensitivity and coping capacity). However, further situational factors that apply 
to many residents should be taken into account when analysing noise annoyance from road traffic 
noise, as they may moderate the relationship. These include the type(s) of road being considered 
(highways, urban main roads, secondary roads and so on) and the related traffic composition (share 
of cars, motorcycles and heavy and loud trucks) and pattern (fluctuation, frequency, intermittency). 
Moreover, the location of settlements and/or individual dwellings, proximity to the road, and location 
and availability of a quiet fac;ade can also influence the relationship when predicting health outcomes 
such as annoyance. 
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3.1.3 Summary of the assessment of the strength of the recommendations
Table 15 provides a comprehensive summary of the different dimensions for the assessment of the 
strength of the road traffic noise recommendations. 

Factors influencing 
the strength of 
recommendation

Decision

Quality of evidence Average exposure (Lden)

Health effects
•	Evidence for a relevant RR increase for incidence of IHD at 59 dB Lden was 

rated high quality.
•	Evidence for the incidence of hypertension was rated low quality.
•	Evidence for a relevant absolute risk of annoyance at 53 dB Lden was rated 

moderate quality.
•	Evidence for a relevant RR increase for reading and oral comprehension was 

rated very low quality.

Interventions
•	Evidence on effectiveness of interventions to reduce noise exposure and/or 

health outcomes from road traffic noise is of varying quality.

Night-time exposure (Lnight)

Health effects
•	Evidence for a relevant absolute risk of sleep disturbance related to night noise 

exposure from road traffic at 45 dB Lnight was rated moderate quality. 

Interventions
•	Evidence on effectiveness of interventions to reduce noise exposure and/or 

sleep disturbance from road traffic noise is of varying quality. 

Balance of benefits versus 
harms and burdens

Health benefits can be gained from markedly reducing exposure of the 
population to road traffic noise; benefits outweigh the harms of interventions to 
reduce continuous road traffic noise. 

Values and preferences Quiet areas are valued by the population, especially by those affected by 
continuous noise exposure. Some variability is possible between those who 
benefit from interventions to reduce road traffic noise and those who finance the 
interventions. 

Equity Risk of exposure to road traffic noise is not equally distributed. 

Resource use and implications No comprehensive cost–effectiveness analysis data are available; nevertheless, a 
wide range of solutions exists and several are being implemented, showing that 
effective interventions are both feasible and economically reasonable. 

Decisions on recommendation 
strength 

•	Strong for guideline level for average noise exposure (Lden) 

•	Strong for guideline value for average night noise exposure (Lnight)

•	Strong for specific interventions to reduce noise exposure

Table 15. Summary of the assessment of the strength of the road traffic noise recommendation
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~ 3.2 Railway noise 

~ 
Recommendations 

For average noise exposure, the GDG strongly recommends reducing noise levels 
produced by railway traffic below 54 dB Lden' as railway noise above this level is associated 
with adverse health effects. 

For night noise exposure, the GOG strongly recommends reducing noise levels produced 
by railway traffic during night time below 44 dB Lnlght' as railway noise above this level is 
associated with adverse effects on sleep. 

To reduce health effects, the GOG strongly recommends that policy-makers implement 
suitable measures to reduce noise exposure from railways in the population exposed to 
levels above the guideline values for average and night noise exposure. There is, however, 
insufficient evidence to recommend one type of intervention over another. 

3.2.1 Rationale for the guideline levels for railway noise 

The exposure levels were derived in accordance with the prioritizing process of critical health 
outcomes described in section 2.4.3. For each of the outcomes, the exposure level was identified 
by applying the benchmark, set as relevant risk increase to the corresponding ERF. In the case of 
exposure to railway noise, the process can be summarized as follows (Table 16). 

Table 16. Average exposure levels (Lden) for priority health outcomes from railway noise 

Incidence of IHD 
No studies were available and therefore incidence of IHD could not be 
used to assess the exposure level. 

Incidence of hypertension 
One study met the inclusion criteria. There was no significant increase of 
risk associated with increased noise exposure in this study. 

5% increase of RR No studies met the 
inclusion criteria/no 
studies available 

10% increase of RR Low quality 

Prevalence of highly annoyed population 10% absolute risk Moderate quality 

There was an absolute risk of 10% at a noise exposure level of 53. 7 dB Lden. 

Permanent hearing impairment 

Reading skills and oral comprehension in children 

No increase 

One-month delay 

No studies met the 
inclusion criteria/no 
studies available 

No studies met the 
inclusion criteria/no 
studies available 

In accordance with the prioritization process (see section 2.4.3), the GOG set a guideline exposure 
level of 53. 7 dB Lden for average exposure, based on the relevant increase of the absolute %HA 
In accordance with the defined rounding procedure, the value was rounded to 54 dB Lden· As the 
evidence on the adverse effects of railway noise was rated moderate quality, the GDG made the 
recommendation strong. 
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Next, the GDG assessed the evidence for night noise exposure and its effect on sleep disturbance 
(Table 17).

Based on the evidence of the adverse effects of railway noise on sleep disturbance, the GDG 
defined a guideline exposure level of 43.7 dB Lnight. The exact exposure value was rounded to 44 dB 
Lnight. As the evidence was rated moderate quality, the GDG made the recommendation strong.

The GDG also considered the evidence for the effectiveness of interventions. The results showed 
that: 

•	intervening at the source by applying rail grinding procedures can reduce noise annoyance;

•	behavioural interventions such as informing the community about noise interventions can reduce 
noise annoyance. 

In light of the strong evidence about the adverse health effects, the GDG followed a precautionary 
approach and made a strong recommendation for interventions on railway noise, as it was confident 
that interventions are realizable and that best practices already exist for the management of noise 
from railways. Since the empirical evidence on the effectiveness of different types of intervention 
was rated either low or very low quality, the GDG felt that no recommendation could be made on 
the preferred type of intervention, and agreed not to recommend any specific type of intervention 
over another. 

3.2.1.1 Other factors influencing the strength of recommendations 

Other factors considered in the context of recommendations on railway noise included those related 
to values and preferences, benefits and harms, resource implications, equity, acceptability and 
feasibility; moreover, nonpriority health outcomes were considered. The assessment of all these 
factors – especially the values and preferences involved in railway noise – did not lead to a change 
in the strength of the recommendations. Further details are provided in Section 3.2.2.3.

3.2.2 Detailed overview of the evidence 
The following sections provide a detailed overview of the evidence constituting the basis for setting 
the recommendations on railway noise. It is presented and summarized separately for each of the 
critical health outcomes, and the GDG’s judgement of the quality of evidence is indicated (for a 
detailed overview of the evidence on important health outcomes, see Annex 4). Research into health 
outcomes and effectiveness of interventions is addressed consecutively. 

A comprehensive summary of all evidence considered for each of the critical and important health 
outcomes can be found in the eight systematic reviews published in the International Journal of 
Environmental Research and Public Health (see section 2.3.2 and Annex 2).

Summary of priority health outcome evidence Benchmark level Evidence quality
Sleep disturbance

3% of the participants in studies were highly sleep-disturbed 
at a noise level of 43.7 dB Lnight 

3% absolute risk Moderate quality 

Table 17. Night-time exposure levels (Lnight) for priority health outcomes from railway noise
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3.2.2.1 Evidence on health outcomes 

The key question posed was: in the general population exposed to railway noise, what is the 
exposure-response relationship between exposure to railway noise (reported as various noise 
indicators) and the proportion of people with a validated measure of health outcome, when adjusted 
for main confounders? A summary of the PICOS/PECCOS scheme applied and the main findings 
is set out in Tables i 8 and 19. 

Table 18. PICOS/PECCOS scheme of critical health outcomes for exposure to railway noise 

Population General population 

Exposure Exposure to high levels of noise produced by railway traffic (average/night time) 

Comparison Exposure to lower levels of noise produced by railway traffic (average/night time) 

Outcome(s) For average noise exposure: 

1 . cardiovascular disease 

2. annoyance 

3. cognitive impairment 

4. hearing impairment and tinnitus 

5. adverse birth outcomes 

6. quality of life, well -being and mental health 

7. metabolic outcomes 

For night noise exposure: 

1 . effects on sleep 

Table 19. Summary of findings for health effects from exposure to railway noise (lden) 

Lowest level 

Cardiovascular disease 

Ld"" Incidence of IHD -

Incidence of 
hypertension 

RR = 0.96 (95% Cl: NIA 

Annoyance 

%HA 

Cognitive impairment 

0.88-1 .04) per 1 0 
dB increase 

OR = 3.53 (95% 
Cl: 2.83-4.39) per 
10 dB increase 

Ld"" Reading and oral -
comprehension 

Hearing impairment and tinnitus 

Ld.,, Permanent 
hearing 
impairment 

34 

Note: • Results are partly derived from population-based studies. 

Number of Quality of evidence 
participants 
{studies)a 

7249 
(1) 

10 970 
(10) 

Low (downgraded for risk 
of bias and availability of 
only one study) 

Moderate (downgraded 
for inconsistency, 
directness; upgraded for 
dose-response) 
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Notes:  The dotted vertical line corresponds to no effect of exposure to railway noise. The black circles correspond to the 
estimated RR per 10 dB and 95% CI. The white circle represents the pooled random effect estimates and 95% CI.

 For further details on the studies included in the figure please refer to the systematic review on environmental noise 
and cardiovascular and metabolic effects (van Kempen et al., 2018).

Hypertension

One cohort study on the relationship between railway noise and hypertension was identified; it 
assessed the incidence among people living in Denmark (Sörensen et al., 2011; 2012a). The study 
involved 7249 participants, including 3145 cases. The authors did not find an association between 
railway noise exposure and incidence of hypertension, with RR = 0.96 (95% CI: 0.88–1.04) per 
10 dB Lden increase. This evidence was rated low quality.

Cardiovascular disease

IHD

No evidence was available on the relationship between railway noise and the incidence of or mortality 
from IHD. Four cross-sectional studies were identified, however, that assessed the prevalence of 
IHD in a total of 13 241 participants, including 283 cases (Heimann et al., 2007; Lercher et al., 2008; 
2011; van Poll et al., 2014). The overall risk was not statistically significantly increased: the RR was 
1.18 (95% CI: 0.82–1.68) per 10 dB Lden increase, with inconsistency across studies (see Fig. 7). The 
evidence was rated very low quality.

Fig. 7. The association between exposure to railway noise (Lden) and prevalence of IHD
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In addition, five cross-sectional studies assessed the prevalence of hypertension in 15 850 
participants, including 2059 cases (Barregard et al., 2009; Eriksson et al., 2012; Lercher et al., 
2008; 2011; van Poll et al., 2014). The overall RR increase was not statistically significant, at 1 .05 
(95% Cl : 0.88-1 .26) per 10 dB Lden increase. Moreover, there was inconsistency among the results 
across studies. The evidence was rated very low quality. 

Fig. 8 presents the studies investigating the relationship between railway noise and different measures 
of hypertension. 

Fig. 8. The association between exposure to railway noise (L~ and hypertension 

Study (N) ~-------------------~ 

Cross-sectional studies 

LERUM (1857) 

AWACS (9247) 

ROADSIDE (2497) 

BBT_Total (2249) 

Pooled (4) 

Cohort studies 

DCH (7249) 

0.11 1 0.333 

--
----i-e--

-... 
' ' ' ' ' 

1.000 

Estimated RR per 10 dB 

3.000 

Notes: The dotted vertical line corresponds to no effect of exposure to railway noise. The black dots correspond to the 
estimated RR per 10 dB and 95% Cl. The white circle represents the summary estimate and 95% Cl. 
For further details on the studies inc luded in the figure please refer to the systematic review on environmental noise 
and cardiovascular and metabolic effects (van Kempen et al., 2018). 

Stroke 

As for IHD, no evidence was available on the relationship between railway noise and incidence 
of or mortality from stroke. However, one cross-sectional study was identified that assessed the 
prevalence of stroke in 9365 participants, including 89 cases (van Poll et al., 2014). The overall 
risk was not statistically significantly increased, with RR = 1 .07 (95% Cl: 0.92-1 .25) per 10 dB Lden 

increase. The evidence was rated very low quality. 
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Children's blood pressure 

No evidence was available for the association between railway noise and the systolic and/or diastolic 
blood pressure of children in residential and/or educational settings. 

Annoyance 

In total, 10 studies with ERFs on the association between railway noise and annoyance were 
included in analyses (Champelovier et al., 2003; Gidloef-Gunnarsson et al., 2012; Larcher et al., 
2007; 2008; Sato et al., 2004; Schreckenberg, 2013; Yano et al., 2005; Yokoshima et al., 2008). 
The studies incorporated individual data from 10 970 participants. The estimated data points of 
each of these studies are plotted in Fig. 9, alongside an aggregated ERF including the data from 
all the individual studies (see the black line for "WHO dataset, Rail"). The lowest category of noise 
exposure considered in any of the studies, and hence included in the systematic review is 40 dB, 
corresponding to approximately 1.5%HA. The 10% benchmark for %HA is reached at 53. 7 dB Lden 

(see Fig. 9). 

Fig. 9. Scatterplot and quadratic regression of the relationship between railway noise (Loo,) 
and annoyance (%HA) 
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There is no indication of 95% Cls of the WHO dataset curve, as a weighting based on the total number of participants 
for each 5 dB L

00
n sound class could not be calculated; weighting based on all participants of all sound classes 

proved to be unsuitable. The range of data included is illustrated by the distribution of data points. 
For further details on the studies included in the figure please refer to the systematic review on environmental no ise 
and annoyance (Guski et al., 2017). 
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Table 20 shows the %HA for railway noise exposure. The calculations are based on the regression 
equation %HA = 38.1596-2.05538 x Lden + 0.0285 x Lde/ derived from the systematic review (Guski 
et al., 2017). The overall evidence was rated moderate quality. Additional statistical analyses of 
annoyance outcomes supported these findings. When comparing railway noise exposure at 50 dB 
and 60 dB, the analyses revealed evidence rated moderate quality for an association between 
railway noise and %HA for an increase per 10 dB (OR = 3.40; 95% Cl: 2.05-5.62). Moreover, 
evidence rated high quality was available for the increase in %HA per 10 dB increase in sound 
exposure, when data on all sound classes were included (OR = 3.53; 95% Cl : 2.83-4.39). 

Table 20. The association between exposure to railway noise (Lden) and annoyance (%HA) 

40 1.5 

45 3.4 

50 6.6 

55 11 .3 

60 17.4 

65 25.0 

70 33.9 

75 44.3 

80 56.1 

Cognitive impairment 

Studies of railway noise on children's reading and oral comprehension were lacking. Nevertheless, 
other measures of cognition yielded evidence rated very low quality for an association between 
railway noise and children with poorer performance on standardized assessment tests (Bronzaft, 
1981 ; Bronzaft & McCarthy, 1975). Evidence for the association between railway noise and children 
having poorer long-term memory (Lercher et al., 2003) was rated very low quality. No studies 
examined effects on short-term memory. 

There was no clear relation between railway noise and attention in children (Lercher et al., 2003), and 
this evidence was rated very low quality. 

Hearing impairment and tinnitus 

No studies were found, and therefore no evidence was available on the association between railway 
noise and hearing impairment and tinnitus. 

Sleep disturbance 

For railway noise and self-reported sleep outcomes (awakenings from sleep, the process of falling 
asleep and sleep disturbance), five studies were identified that included a total of 7133 participants 
(Bodin et al., 2015; Hong et al., 2010; Sato et al., 2004; Schreckenberg, 2013). The studies 
were cross-sectional and conducted on healthy adults. The health outcome was measured by 
self-reporting via general health surveys and noise surveys that included questions about sleep in 
general, and other questions about how noise affects sleep (Table 21). 
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Noise 
metric

Priority health 
outcome 
measure

Quantitative 
risk for adverse 
health

Lowest level 
of exposure 
across studies

Number of 
participants 
(studies)

Quality of evidence

Effects on sleep

Lnight %HSD OR: 3.06 (95% CI: 
2.38–3.93) per 10 
dB increase

33 dB 7133  
(5)

Moderate (downgraded 
for study limitations, 
inconsistency; upgraded for 
dose-response, magnitude 
of effect)

Table 21. Summary of findings for health effects from exposure to railway noise (Lnight)

The model in the systematic review (Basner & McGuire, 2018) was based on outdoor Lnight levels 
between 40 dB and 65 dB only; 40 dB was chosen as the lower limit because of possible inaccuracies 
in predicting lower noise levels. The range of noise exposure reported in the studies was 27.5–82.5 dB 
Lnight. About 2% (95% CI: 0.79–3.48) of the population was characterized as highly sleep-disturbed 
for Lnight levels of 40 dB. The %HSD at other, higher levels of railway noise is presented in Table 17. 
The association between railway noise and the probability of being sleep-disturbed was OR: 3.1 
(95% CI: 2.4–3.9) per 10 dB increase in noise. This evidence was rated moderate quality.

Table 22. The association between exposure to railway noise (Lnight) and sleep disturbance 
(%HSD)

Lnight  (dB) %HSD 95% CI
40 2.1 0.79–3.48

45 3.7 1.63–5.71

50 6.3 3.12–9.37

55 10.4 5.61–15.26

60 17.0 9.48–24.37

65 26.3 15.20–37.33

Additional analyses were conducted for sleep quality measures, which provided supporting evidence 
on the overall relationship between railway noise and sleep. When the noise source was not specified 
in the question, the relationship between railway noise and self-reported sleep outcomes was still 
positive but no longer statistically significant, with an OR of 1.27 (95% CI: 0.89–1.81) per 10  dB 
increase (Bodin et al., 2015; Brink, 2011; Frei et al., 2014). This evidence was rated very low quality. 

There was evidence rated moderate quality for an association between railway noise and the probability 
of additional awakenings, measured with polysomnography, with an OR of 1.35 (95% CI: 1.21–1.52) 
per 10 dB increase in indoor LAS,max (Elmenhorst et al., 2012). Finally, evidence rated low quality was 
available for an association between railway noise and sleep outcomes measured as motility in adults 
(Griefahn et al., 2000; Hong et al., 2006; Lercher et al., 2010; Passchier-Vermeer et al., 2007), and 
rated very low quality for an association between railway noise and both self-reported and motility-
measured sleep disturbance in children (Ising & Ising, 2002; Lercher et al., 2013; Tiesler et al., 2013).

3.2.2.2 Evidence on interventions 

This section summarizes the evidence underlying the recommendation on the effectiveness of 
interventions for railway noise exposure (Tables 23 and 24). The key question posed was: in the 
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general population exposed to railway noise, are interventions effective in reducing exposure to and/ 
or health outcomes from railway noise? A summary of the PICOS/PECCOS scheme applied and the 
main findings is set out in Tables 23 and 24. 

Table 23. PICOS/PECCOS scheme of the effectiveness of interventions for exposure to 
railway noise 

Population 

lntervention(s) 

Comparison 

Outcome(s) 

.. 
General population 

The interventions can be defined as: 

(a) a measure that aims to change noise exposure and associated health effects; 

(b) a measure that aims to change noise exposure, with no particular evaluation of the impact on 
health; or 

(c) a measure designed to reduce health effects, but that may not include a reduction in noise 
exposure. 

No intervention 

For average noise exposure: 

1 . cardiovascular disease 

2.annoyance 

3. cognitive impairment 

4. hearing impairment and tinnitus 

5. adverse birth outcomes 

6. quality of life, well -being and mental health 

7. metabolic outcomes 

For night noise exposure: 

1 . effects on sleep 

Table 24. Summary of findings for railway noise interventions by health outcome 

Annoyance 

Type A - source 
interventions 

(rail grinding) 

Type C - changes in 
infrastructure 

(new rail infrastructure) 

Type E - behaviour 
change interventions 

(informing the 
community about a 
noise intervention) 

Number of Effect of intervention Quality of 
participants evidence 
(studies) 

81 
(1) 

6000· 
(1) 

411 
(1) 

• Changes in noise level as a consequence of the 
intervention ranged from around - ?dB to - 8 dB. 

• Most studies found changes in annoyance 
outcomes, persisting more than 12 months after 
the intervention. 

• A very small increase in total noise exposure 
was found (most had < + 1 dB change; some had 
+2- 4 dB change). 

• Original noise from road traffic overwhelmed the 
train noise for effectively all participants. 

• Exposure levels were not reported; emission 
levels reduced by 1-2 dB. 

• A reduction in annoyance of the community as a 
result of the intervention was reported. 

Very low 

(downgraded for 
study limitations, 
inconsistency, 
imprecision) 

Very low 

(downgraded for 
study limitations, 
inconsistency, 
imprecision) 

Very low 

(downgraded for 
study limitations, 
inconsistency, 
imprecision) 

Note:•According to Lam & Au (2008), th is records the number of invitation letters sent; the response rate was not reported. 
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Three studies on railway noise interventions met the criteria to be included in the evidence base. 
All studies consisted of a pre/post design and reported annoyance outcomes at people’s dwellings 
(Lam & Au, 2008; Moehler et al., 1997; Schreckenberg et al., 2013). They could be categorized as 
a source intervention, a new/closed infrastructure intervention and a communication intervention. 
In two of the studies, the changes in exposure after the intervention were only small, although there 
were significant effects on noise annoyance. The study on source interventions and annoyance 
revealed that a change of −10 dB in noise exposure led to a significant reduction in annoyance, which 
persisted over a period of 12 months after the intervention. As confounding was not addressed, and 
railway noise was not the dominant sound source in the studies, the evidence was rated very low 
quality. 

3.2.2.3 Consideration of additional contextual factors 

As the foregoing overview has shown, sufficient evidence about the adverse health effects of long-
term exposure to railway noise exists. Based on the quality of the available evidence, the GDG 
set the strength of recommendation on railway noise at strong. As a second step, it qualitatively 
assessed contextual factors to explore whether other considerations could have a relevant impact 
on the recommendation strength. These contextual considerations mainly concerned the balance of 
harms and benefits, values and preferences, and resource use and implementation. 

When assessing the balance of harms and benefits of interventions to reduce exposure to railway 
noise and minimize noise-associated adverse health effects, the GDG recognized that railway 
transportation is the second most dominant source of environmental noise in Europe. Based on 
EEA estimates, the number of people exposed to Lden above 55 dB and Lnight above 50 dB from 
railway noise is 17 million and 15 million, respectively (Blanes et al., 2017).15 In light of the burden of 
disease from environmental noise, and railway noise in particular, the GDG agreed that the health 
benefits from a reduction of long-term railway noise exposure (especially during night time) to the 
recommended values would be significant. Considering possible harms related to adaptation of the 
recommended values, the GDG noted that reliance on railway transportation has increased in recent 
years in Europe and is expected to increase further, as an important component of the shift towards 
a greener economy. At a societal level, an environmental and economic benefit from the use of rail 
transportation is expected: trains contribute to lower environmental pollution and carbon emission 
than road transportation. Therefore, there is a need to balance the expected health benefits from 
reduced continuous railway noise exposure and the overall positive effects on the health of the 
population from increased reliance on the comparatively environmentally friendly mode of railway 
transportation. Overall, the GDG agreed that even though fewer people are exposed to railway noise 
than road traffic noise, it remains a major source of localized noise pollution; therefore, considerable 
benefits are gained by reducing exposure to railway noise. 

When exploring values and preferences, the GDG acknowledged that, in general, people value 
rail as an alternative and more sustainable transportation method than air or road traffic (EEA, 
2016a; 2016b; 2017b). Furthermore, the values and preferences in relation to implementation of 
the recommendation are expected to vary: those of individuals living in the vicinity of railway tracks 
are expected to differ from those of the rest of the population not exposed to railway noise on a 
long-term basis. Economic depreciation of housing and fear of adverse health effects were assumed 

15 These are gap-filled figures based on the reported data and including the situation both within and outside cities, as 
defined by the END. 
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to be two main aspects influencing the evaluation of affected individuals. This especially applies 
to areas where new railway tracks are being built, as this results in considerable change for local 
inhabitants. Moreover, the GOG acknowledged that preferences might also vary in the policy-making 
domain across different countries as the implementation of the recommendations would mean a 
renunciation of the so-called "railway bonus".16 

On resource use and implementation considerations, the GOG pointed out that no comprehensive 
cost-benefit analysis for the WHO European Region has yet been conducted, so this assessment 
is based on informed qualitative expert judgement regarding the feasibility of implementing 
the recommendation for the majority of the population. The systematic review of environmental 
noise interventions and their associated impact on health shows that various measures to reduce 
continuous noise from railway traffic exist, although knowledge about their effectiveness remains 
limited (Brown & van Kamp, 2017). The GOG noted that the resources needed to implement different 
measures may vary considerably, as they depend on the situation and the type of intervention 
required. Implementation of some measures is expected to be most feasible during the development 
of new railway tracks; such as rail pads, bi-bloc sleepers, small noise barriers and - in extreme 
cases - tunnels, cuttings or earthwork barriers. Other interventions include acoustic rail grinding, 
noise barriers built alongside the tracks, construction of quieter locomotives and wagons and 
replacement of brakes on freight trains. The GOG assumed that most of these solutions could be 
planned as part of regular maintenance or, for instance, by speeding up fleet modernization and 
track modernization. Even though not broadly implemented, the solutions mentioned above have 
already been considered or adopted to reduce noise levels from railway noise exposure. Some EU 
countries (such as Germany), have programmes to replace old brake blocks from freight trains with 
newer, quieter ones and to ban all freight trains with old brake blocks from 2020 (Umweltbundesamt, 
2017). This illustrates that solutions to achieve recommended noise levels can be implemented at a 
reasonable cost. Overall, the GOG agreed that the benefit of implementation of the recommendation 
to minimize the risk of adverse health effects due to railway noise for a majority of the population 
exceeds the (monetary) resources needed. 

In light of the assessment of the contextual factors in addition to the quality of evidence, the 
recommendation remains strong. 

Additional considerations or uncertainties 

The GOG acknowledged that the main body of evidence for the recommendations on railway noise 
for average exposure was based on annoyance studies, conducted mainly in Asia and Europe. 
Studies are few for other priority health outcomes, and the evidence was generally rated low/very 
low quality. There is therefore uncertainty about the effects on health outcomes. Nevertheless, as a 
precautionary approach, a strong recommendation is made for average exposure to Lden' as a broad 
evidence base exists for health effects from exposure to other sources of transportation noise. 
However, the GOG stressed the importance of further research into health effects due to long-term 
exposure to railway noise. 

Moreover, situational factors should be taken into account when analysing annoyance from railway 
noise. In particular, ground-borne vibrations are sometimes an additional exposure variable in railway 

16 The "railway bonus" is a correction factor commonly applied in the noise abatement policy domain in recent decades. 
It subsidizes the noise rating level for railway transportation by a predefined factor (Schuemer & Schuemer-Kohrs, 
i 99i ). 
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noise situations – especially in the case of annoyance – which may be difficult to separate from noise 
effects. In the set of 11 studies included in the systematic review on railway noise and annoyance, 
only two explicitly mentioned ground-borne vibrations as an additional source of annoyance. 

Overall, the low-carbon, low-polluting nature of railway transport, especially using electric trains, 
means that rail is favoured over road and air traffic. However, night-time railway traffic on busy lines, 
including freight traffic, can be a significant source of sleep disturbance. Thus, guideline values 
should be set to encourage the development of rail traffic in Europe while at the same time giving 
adequate protection to residents from sleep disturbance. 

3.2.3 Summary of the assessment of the strength of the recommendations
Table 25 provides a comprehensive summary of the different dimensions for the assessment of the 
strength of the railway noise recommendations. 

Table 25. Summary of the assessment of the strength of the recommendation

Factors influencing 
the strength of 
recommendation

Decision

Quality of evidence Average exposure (Lden)

Health effects

•	Evidence for a relevant absolute risk of annoyance at 54 dB Lden was rated moderate 
quality.

•	Evidence for a relevant RR increase of the incidence of hypertension was rated low 
quality. One study met the inclusion criteria but did not find a significant increase. 

Interventions

•	Evidence that different types of intervention reduce noise annoyance from railways 
was rated very low quality.

Night-time exposure (Lnight)

Health effects

•	Evidence for a relevant absolute risk of sleep disturbance related to night noise 
exposure from railways at 44 dB Lnight was rated moderate quality. 

Interventions

•	No evidence was available on the effectiveness of interventions to reduce noise 
exposure and/or sleep disturbance from railway noise.

Balance of benefits versus 
harms and burdens

Railway noise is a major source of localized pollution. The health benefits of adapting 
the recommendation outweigh the harms. Nevertheless, it is important to consider the 
relevance of railways as an environmentally friendly mode of transportation.

Values and preferences Quiet areas are valued by the population; especially by those affected by continuous 
noise exposure. Some variability is expected among those directly affected by railway 
noise and those not affected. 

Resource implications No comprehensive cost–effectiveness-analysis data are available, although a 
wide range of interventions exists, indicating that measures are both feasible and 
economically reasonable.

Decisions on 
recommendation strength 

•	Strong for guideline value for average noise exposure (Lden). 

•	Strong for guideline value for night noise exposure (Lnight).

•	Strong for specific interventions to reduce noise exposure.
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~ 3.3 Aircraft noise 

Recommendations 

For average noise exposure, the GDG strongly recommends reducing noise levels 
produced by aircraft below 45 dB Lden' as aircraft noise above this level is associated with 
adverse health effects. 

For night noise exposure, the GOG strongly recommends reducing noise levels produced 
by aircraft during night time below 40 dB Lnlght' as aircraft noise above this level is 
associated with adverse effects on sleep. 

To reduce health effects, the GOG strongly recommends that policy-makers implement 
suitable measures to reduce noise exposure from aircraft in the population exposed 
to levels above the guideline values for average and night noise exposure. For specific 
interventions the GOG recommends implementing suitable changes in infrastructure. 

3.3.1 Rationale for the guideline levels for aircraft noise 

The exposure levels were derived in accordance with the prioritization process of critical health 
outcomes described in section 2.4.3. For each of the outcomes, the exposure level was identified 
by applying the benchmark, set as relevant risk increase to the corresponding ERF. In the case of 
exposure to aircraft noise, the process can be summarized as follows (Table 26). 

Table 26. Average exposure levels (Lden) for priority health outcomes from aircraft noise 

Incidence of IHD 

A relevant risk increase from exposure to aircraft noise occurs 
at 52.6 dB Loon· The weighted average of the lowest noise levels 
measured in the studies was 47 dB Ld.,, and the corresponding RR in 
the meta-analysis was i .09 per i 0 dB. 

5% increase of RR 

Incidence of hypertension i 0% increase of RR 

One study met the inclusion criteria. There was no significant increase 
of risk associated w ith increased noise exposure in this study. 

Prevalence of highly annoyed population i 0% absolute risk 

There was an absolute risk of i 0% at a noise exposure level of 
45.4 dB Loon· 

Permanent hearing impairment 

Reading skills and oral comprehension in children 

A relevant risk increase was found at 55 dB Ld.,,. 

No increase 

One-month delay 

Very low quality 

Low quality 

Moderate quality 

No studies met the 
inclusion criteria 

Moderate quality 
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Based on the evidence of the adverse effects of aircraft noise on sleep disturbance, the GDG 
defined a guideline exposure level of 40.0 dB Lnight. It should be stressed that this recommendation 
for average aircraft noise levels at night far exceeds the benchmark of 3%HSD defined as relevant 
risk increase, but since no reliable acoustic data below this level were available, the GDG decided 
not to lower the guideline exposure level further, as an extrapolation of the exposure–response 
relationship to achieve these values would have been unavoidable. As the evidence was rated 
moderate quality, the GDG made the recommendation strong.

The GDG also considered the evidence for the effectiveness of interventions. The results showed 
that changes in infrastructure (opening and/or closing of runways, or flight path rearrangements) 
can lead to a reduction in aircraft noise exposure, as well as a decline in cognitive impairment in 
children and a reduction in annoyance. Moreover, examples of best practice already exist for the 
management of noise from aircraft, so the GDG made a strong recommendation.

3.3.1.1 Other factors influencing the strength of recommendations

Other factors considered in the context of recommendations on aircraft traffic noise included those 
related to values and preferences, benefits and harms, resource implications, equity, acceptability 
and feasibility; moreover, nonpriority health outcomes were considered. Ultimately, the assessment 
of all these factors did not lead to a change in the strength of the recommendations. Further details 
are provided in section 3.3.2.3.

Based on the evaluation of evidence on relevant risk increases from the prioritized health outcomes, 
the GDG set a guideline exposure level of 45.4  dB Lden for average exposure to aircraft noise, 
based on the absolute %HA. It was confident that there was an increased risk for annoyance 
below this exposure level, but probably no relevant risk increase for other priority health outcomes. 
In accordance with the defined rounding procedure, the value was rounded to 45 dB Lden. As the 
evidence on the adverse effects of aircraft noise was rated moderate quality, the GDG made the 
recommendation strong. 

Next, the GDG considered the evidence for night noise exposure and its effect on sleep disturbance 
(Table 27).

Table 27. Night-time exposure levels (Lnight) for priority health outcomes from aircraft noise 

Summary of priority health outcome evidence Benchmark level Evidence 
quality

Sleep disturbance

11% of participants were highly sleep-disturbed at a noise level of 
40 dB Lnight.

3% absolute risk Moderate quality 
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The following sections provide a detailed overview of the evidence constituting the basis for setting 
the recommendations on aircraft noise. It is presented and summarized separately for each of the 
critical health outcomes, and the GOG 's judgement of the quality of evidence is indicated (for a 
detailed overview of the evidence on important health outcomes, see Annex 4). Research into health 
outcomes and effectiveness of interventions is addressed consecutively. 

A comprehensive summary of all evidence considered for each of the critical and important health 
outcomes can be found in the eight systematic reviews published in the International Journal of 
Environmental Research and Public Health (see section 2.3.2 and Annex 2). 

3.3.2.1 Evidence on health outcomes 

The key question posed was: in the general population exposed to aircraft noise, what is the 
exposure-response relationship between exposure to aircraft noise (reported as various noise 
indicators) and the proportion of people with a validated measure of health outcome, when adjusted 
for main confounders? A summary of the PICOS/PECCOS scheme applied and the main findings 
is set out in Tables 28 and 29. 

Table 28. PICOS/PECCOS scheme of critical health outcomes for exposure to aircraft noise 

Population 

Exposure 

Comparison 

Outcome(s) 

. -
General population 

Exposure to high levels of noise produced by aircraft traffic (average/night time) 

Exposure to lower levels of noise produced by aircraft traffic (average/night time) 

For average noise exposure: 

1 . cardiovascular d isease 

2. annoyance 

3. cognitive impairment 

4. hearing impairment and tinnitus 

5. adverse birth outcomes 

6. quality of life, well-being and mental health 

7. metabolic outcomes 

For night noise exposure: 

1 . effects on sleep 
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Cardiovascular disease

IHD

No cohort or case-control studies on the relationship between aircraft noise and IHD are available. 
However, two ecological studies were identified that provide information on the relationship between 
aircraft noise and incidence (hospital admission) of IHD (Correia et al., 2013; Hansell et al., 2013). 
These involved a total of 9 619 082 participants, including 158 977 cases. The RR was 1.09 (95% 
CI: 1.04–1.15) per 10 dB Lden increase, and the lowest exposure range was ≤51 dB and <45 dB. 
Given the weights in the meta-analysis of these two studies, the weighted average starting level was 
calculated as 47 dB. The evidence was rated very low quality. 

Two cross-sectional studies were identified that assessed the prevalence of IHD in people living in 
cities located around airports in Europe. The studies involved 14 098 participants, including 340 
cases (Babisch et al., 2005b; 2008; 2012a; 2012b; 2013a; Floud et al., 2011; 2013a; 2013b; Jarup 
et al., 2005; 2008; van Poll et al., 2014). The overall risk was RR = 1.07 (95% CI: 0.94–1.23) per 
10 dB Lden increase. The evidence was rated low quality.

With regard to the relationship between aircraft noise and mortality due to IHD, one cohort study 
(Huss et al., 2010) and two ecological studies (Hansell et al., 2013; van Poll et al., 2014) were 
identified. The cohort study identified 4 580 311 participants, including 15 532 cases, living in 
Switzerland, and the authors found an RR of 1.04 (95% CI: 0.98–1.11) per 10 dB Lden increase in 
noise. The evidence was rated low quality. The two ecological studies identified a total of 3 897 645 

Table 29 .Summary of findings for health effects from exposure to aircraft noise (Lden)

Noise 
metric

Priority health 
outcome 
measure

Quantitative 
risk for adverse 
health

Lowest level 
of exposure 
across studies

Number of 
participants 
(studies)a

Quality of evidence

Cardiovascular disease

Lden Incidence of IHD RR = 1.09 (95% CI: 
1.04–1.15) per 10 
dB increase

47 dB 9 619 082a  
(2)

Very low (downgraded 
for risk of bias; upgraded 
for dose-response)

Lden Incidence of 
hypertension 

RR = 1.00 (95% CI: 
0.77–1.30) per 10 
dB increase

N/A 4712  
(1)

Low (downgraded for 
risk of bias and because 
only one study available)

Annoyance

Lden %HA OR = 4.78 (95% 
CI: 2.27–10.05) per 
10 dB increase

33 dB 17 094  
(12)

Moderate (downgraded 
for inconsistency)

Cognitive impairment

Lden Reading and oral 
comprehension

1–2-month delay 
per 5 dB increase

Around 55 dB (4) Moderate (downgraded 
for inconsistency)

Hearing impairment and tinnitus

Lden Permanent 
hearing 
impairment

– – – –

Note: a Results are partly derived from population-based studies.
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participants, including 26 066 cases in the Netherlands and the United Kingdom. The overall RR 
was 1.04 (95% Cl: 0.97- 1.12) per 10 dB Lden increase in noise, and the evidence was rated very 
low quality. 

Fig. 10 summarizes the results for the relationship between aircraft noise and different measures of 
IHD. 

Fig. 10. The association between exposure to aircraft noise (LdeJ and IHD 
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Notes: The dotted vertical line corresponds to no effect of exposure to aircraft noise. The black c ircles correspond to the 
estimated RR per 10 dB and 95% Cl. The white circles represent the pooled random effect estimates and 95% 
Cl. For further details on the studies included in the figure please refer to the systematic review on environmental 
noise and cardiovascular and metabolic effects (van Kempen et al., 2018). 

Hypertension 

One cohort study was identified that assessed the relationship between aircraft noise and 
hypertension in people living in Sweden (Bluhm et al., 2004; 2009; Eriksson et al., 2007; 2010). 
The study involved 4712 participants, including 1346 cases. The authors found a nonstatistically 
significant effect size of RR = 1.00 (95% Cl : 0.77- 1.30) per 10 dB Lden increase. This evidence was 
rated moderate quality. 

Furthermore, nine cross-sectional studies assessed the prevalence of hypertension in 60 121 
participants, including 9487 cases (Ancona et al., 2010; Babisch et al., 2005b; 2008; 2012a; 2012b; 
2013a; Breugelmans et al., 2004; Evrard et al., 2013; 2015; Houthuijs & van Wiechen, 2006; Jarup 
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et al., 2005; 2008; Matsui, 2013; Matsui et al., 2001; 2004; Rosenlund et al., 2001; van Kamp et al., 
2006; van Poll et al., 2014). The overall RR was 1.05 (95% CI: 0.95–1.17) per 10 dB Lden increase, 
with inconsistency across studies. The evidence was rated low quality. 

Fig. 11 summarizes the results for both prevalence and incidence of hypertension.

Fig. 11. The association between exposure to aircraft noise (Lden) and hypertension in cross-
sectional and cohort studies

Study (N) 
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Estimated RR per 10 dB

Notes:  The dotted vertical line corresponds to no effect of aircraft noise exposure. The black dots correspond to the 
estimated RR per 10 dB and 95% CI. The white circle represents the pooled summary estimate and 95% CI. 

 For further details on the studies included in the figure please refer to the systematic review on environmental noise 
and cardiovascular and metabolic effects (van Kempen et al., 2018).

Stroke

No cohort or case-control studies on the relationship between aircraft noise and incidence (hospital 
admission) of stroke were available, but two ecological studies were conducted in cities around 
airports in the United Kingdom and United States of America, involving 9 619 082 participants, 
including 97 949 cases (Correia et al., 2013; Hansell et al., 2013). An overall RR of 1.05 (95% CI: 
0.96–1.15) per 10 dB Lden increase in noise was found. The evidence was rated very low quality. 
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Two cross-sectional studies were identified that assessed the prevalence of stroke in 14 098 
participants, including 151 cases (Babisch et al., 2005b; 2008; 2012a; 2012b; 2013a; Floud et al., 
2011; 2013a; 2013b; Jarup et al., 2005; 2008; van Poll et al., 2014). The overall RR was 1.02 (95% 
Cl: 0.80-1 .28) per 10 dB Lden increase. The evidence was rated very low quality. 

On the relationship between aircraft noise and mortality due to stroke, one cohort study (Huss et 
al., 2010) and two ecological studies (Hansell et al., 2013; van Poll et al., 2014) were identified. 
The cohort study identified 4 580 311 participants, including 25 231 cases, living in Switzerland; 
the authors found an RR of 0.99 (95% Cl: 0.94- 1.04) per 10 dB Lden increase in noise. The overall 
evidence was rated moderate quality. The two ecological studies identified a total of 3 897 645 
participants, including 12 086 cases, in the Netherlands and the United Kingdom. The overall RR 
was 1.07 (95% Cl: 0.98- 1.17) per 10 dB Lden increase in noise. The evidence was rated very low 
quality. 

Fig. 12 summarizes the results for the relationship between aircraft noise and different measures of 
stroke. 

Fig. 12. The association between exposure to aircraft noise (Lden) and stroke 

Study (N) 

Prevalence of stroke 

HHYENA (4712) 

AWACS-1 (9386) 

Pooled (2) 

Incidence of stroke 

LSAS (3 591 719) 

USAairports (6 027 363) 

Pooled (2) 

Mortality due to stroke 

Cohort studies 

SNC (4 580 311) 

Ecological studies 

LSAS (3 591 719) 

AWACS-2 (305 926) 

Pooled (2) 

0.333 

........ 
• I 

~ 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I • I 
I 
I 
I 
I 
I 
I 
I ---
I 
I • 
t-e-
1 
I 

1.000 

Estimated RR per 1 0 dB 

3.000 

Notes: The dotted vertical line corresponds to no effect of exposure to aircraft noise. The black dots correspond to the 
estimated RR per 10 dB and 95% Cl. The white circle represents the summary estimate and 95% Cl. 
For further details on the studies included in the figure please refer to the systematic review on environmental noise 
and cardiovascular and metabolic effects (van Kempen et al., 2018). 
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Children's blood pressure 

For the association between aircraft noise and blood pressure in children, two cross-sectional 
studies were conducted in Australia, the Netherlands and the United Kingdom, including a total 
of 2013 participants (Clark et al., 2012; Morrell et al., "1998; 2000; van Kempen et al., 2006). The 
change in both systolic and diastolic blood pressure was assessed, in residential and/or educational 
settings. There was serious inconsistency in the results and therefore no overall estimate of the 
effect was developed. The evidence was rated very low quality. 

Annoyance 

A vast amount of evidence proves the association between aircraft noise and annoyance. In total, 12 
aircraft noise studies were identified that were used to model ERFs of the relationship between Lden and 
%HA (Babisch et al., 2009; Bartels et al., 2013; Breugelmans et al., 2004; Brink et al., 2008; Gelderblom 
et al., 2014; Nguyen et al., 2011; 2012a; 2012b; Sato & Yano, 2011; Schreckenberg & Meis, 2007). 
These include data from 1 7 094 study participants. The estimated data points of each of the studies are 
plotted in Fig. 13, alongside an aggregated ERF including the data from all the individual studies (see 
the black line for "Regr WHO full dataset"). The lowest category of noise exposure considered in any 
of the studies, and hence included in the systematic review, is 40 dB, corresponding to approximately 
1 .2%HA. The benchmark level of 10%HA is reached at approximately 45 dB Lden (see Fig. 13). 

Fig. 13. Scatterplot and quadratic regression of the relationship between aircraft noise (LdeJ 

and annoyance (%HA) 
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There is no indication of 95% Cls of the WHO dataset curve, as a weighting based on the total number of 
participants for each 5 dB Ld.., sound class could not be calculated; weighting based on all participants of all 
sound classes proved to be unsuitable. The range of data included is illustrated by the distribution of data points. 
For further details on the studies included in the figure please refer to the systematic review on environmental noise 
and annoyance (Guski et al., 2017). 
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Table 30 shows the %HA in relation to exposure to aircraft traffic noise. It is based on the regression 
equation %HA = - 50.9693 + 1.0168 x Lden + 0.0072 x Ld€n2 derived from the systematic review 
(Guski et al., 2017). As the majority of the studies are cross-sectional, the evidence was rated 
moderate quality. 

The general quality of the evidence was further substantiated with the help of additional statistical 
analyses that apply classical health outcome measures to estimate noise annoyance. When 
comparing aircraft noise exposure at 50 dB and 60 dB, the analyses revealed evidence rated high 
quality for an association between aircraft noise and %HA for an increase per 10 dB (OR = 3.40; 
95% Cl: 2.42-4.80). Moreover, there was evidence rated high quality for the increase of %HA per 
10 dB increase in sound exposure, when data on all sound classes were included (OR = 4.78; 95% 
Cl: 2.27- 10. 05). 

Table 30. The association between exposure to aircraft noise (Lden) and annoyance (%HA) 

40 1.2 

45 9.4 

50 17.9 

55 26.7 

60 36.0 

65 45.5 

70 55.5 

Cognitive impairment 

Evidence rated moderate quality was available for an association between aircraft noise and reading 
and oral comprehension, assessed by standardized tests. This is based on a narrative review of 14 
studies that examined aircraft noise exposure effects on reading and oral comprehension {Clark et 
al., 2006; 2012; 2013; Evans & Maxwell, 1997; Haines et al., 2001a; 2001 b; 2001c; Hygge et al., 
2002; Klatte et al., 2014; Matsui et al., 2004; Seabi et al., 2012; 2013; Stansfeld et al., 2005; 2010). 
Of these studies, 10 were cross-sectional, and only four had a longitudinal and/or intervention 
design (Clark et al., 2013; Haines et al., 2001c; Hygge et al., 2002; Seabi et al., 2013). Most of the 
studies (10 of 14) demonstrated a statistically significant association or at least demonstrated a 
trend between higher aircraft noise exposure and poorer reading comprehension. 

This relationship is supported by evidence on other health outcome measures related to cognition. 
Evidence rated moderate quality was available for an association between aircraft noise and children 
with poorer performance on standardized assessment tests (Eagan et al., 2004; FICAN, 2007; 
Green et al., 1982; Sharp et al., 2014). There was also evidence rated moderate quality on aircraft 
noise being associated with children having poorer long-term memory (Haines et al., 2001 b). No 
studies examined the effects on short-term memory. 

However, there was no substantial effect (evidence rated low quality) of aircraft noise on children's 
attention (Haines et al., 2001a; Hygge et al., 2002; Matsui et al., 2004; Stansfeld et al., 2005; 
2010), or on executive function (working memory) (evidence rated very low quality), with studies 
consistently suggesting no association for aircraft noise (Clark et al., 2012; Haines et al., 2001a; 
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Haines et al., 2001b; Klatte et al., 2014; Matheson et al., 2010; Stansfeld et al., 2005; 2010; van 
Kempen et al., 2010; 2012).

Hearing impairment and tinnitus

No studies were found, and therefore no evidence was available on the association between aircraft 
noise and hearing impairment and tinnitus.

Sleep disturbance

For aircraft noise and self-reported sleep outcomes, six studies were identified that included a total of 
6371 participants (Nguyen et al., 2009; 2010; 2011; 2012c; 2015; Schreckenberg et al., 2009; Yano 
et al., 2015). The majority of studies were cross-sectional by design and were conducted in otherwise 
healthy adults. The model was based on outdoor Lnight levels between 40 dB and 65 dB only; the 
lower limit of 40 dB was set because of inaccuracies in predicting lower noise levels (Table 31).

Table 31. Summary of findings for health effects from exposure to aircraft noise (Lnight)

Noise 
metric

Priority 
health 
outcome 
measure

Quantitative 
risk for adverse 
health

Lowest level 
of exposure 
across 
studies

Number of 
participants 
(studies)

Quality of evidence

Effects on sleep

Lnight %HSD OR: 1.94 (95% CI: 
1.61–2.33) per 10 
dB increase

35 dB 6371  
(6)

Moderate (downgraded for 
study limitations, inconsistency; 
upgraded for dose-response, 
magnitude of effect)

The range of noise exposure reported in studies was 37.5–62.5 dB. Over 11% (95% CI: 4.72–17.81) 
of the population was characterized as highly sleep-disturbed at Lnight levels of 40 dB. The %HSD at 
other, higher levels of aircraft noise is presented in Table 27. The table is derived from the regression 
model in the systematic review specified as %HSD = 16.79–0.9293 × Lnight + 0.0198 × Lnight

2. The 
health outcome was measured in the studies by self-reporting, focusing on questions asking about 
awakenings from sleep, the process of falling asleep and/or sleep disturbance, where the question 
referred specifically to how noise affects sleep. The same relationship between aircraft noise and 
reporting being sleep-disturbed (all questions combined) can also be expressed as an OR of 1.94 
(95% CI: 1.61–2.33) per 10 dB increase in noise. This evidence was rated moderate quality.

Table 32. The association between exposure to aircraft noise (Lnight) and sleep disturbance 
(%HSD)

Lnight %HSD 95% CI
40 11.3 4.72–17.81

45 15.0 6.95–23.08

50 19.7 9.87–29.60

55 25.5 13.57–37.41

60 32.3 18.15–46.36

65 40.0 23.65–56.05
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Additional analyses were included in the systematic review and provided supporting evidence on the 
association between aircraft noise and sleep. When the noise source was not specified in the survey 
question, the relationship between aircraft noise and self-reported sleep outcomes was still positive, 
although no longer statistically significant (OR: 1.17 (95% Cl: 0.54--2.53) per 10 dB increase) (Brink, 
2011 ). This evidence was rated very low quality. 

Further, there was evidence rated moderate quality for an association between aircraft noise and 
polysomnography-measured outcomes (probability of additional awakenings), with an OR of 1.35 
(95% Cl: 1.22- 1.50) per 10 dB increase in indoor LAS.max (Basner et al., 2006). Evidence rated low 
quality was also available for an association between aircraft noise and motility-measured sleep 
outcomes in adults (Passchier-Vermeer et al., 2002). 

3.3.2.2 Evidence on interventions 

The following section summarizes the evidence underlying the recommendation on the effectiveness 
of interventions for aircraft noise exposure. The key question posed was: in the general population 
exposed to aircraft noise, are interventions effective in reducing exposure to and/or health outcomes 
from aircraft noise? A summary of the PICOS/PECCOS scheme applied and the main findings is set 

out in Tables 33 and 34. 

Seven studies examining different types of interventions on aircraft noise met the inclusion criteria to 
become part of the evidence base of the systematic review. Six of these investigated infrastructure 
interventions (Breugelmans et al., 2007; Brink et al., 2008; Fidell et al., 2002; Hygge et al., 2002), 

and one assessed a path intervention (Asensio et al., 2014). The majority of studies focused on 
annoyance as a health outcome, but two also included effects on sleep and one investigated the 
effects of path interventions on cognitive development in children. 

Table 33. PICOS/PECCOS scheme of the effectiveness of interventions for exposure to 
aircraft noise 

Population 

lntervention(s) 

Comparison 

Outcome(s) 

•• 
General population 

The interventions can be defined as: 

(a) a measure that aims to change noise exposure and associated health effects; 

(b) a measure that aims to change noise exposure, with no particular evaluation of the impact on 
health; or 

(c) a measure designed to reduce health effects, but that may not include a reduction in noise 
exposure. 

No intervention 

For average noise exposure: 

1. cardiovascular disease 

2. annoyance 

3. cognitive impairment 

4. hearing impairment and tinnitus 

5. adverse birth outcomes 

6. quality of life, well-being and mental health 

7. metabolic outcomes 

For night noise exposure: 

1 . effects on sleep 
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Table 34. Summary of findings for aircraft noise interventions by health outcome

Type of intervention Number of 
participants 
(studies)

Effect of intervention Quality of evidence

Annoyance

Type B – path interventions

(retrofitting dwellings close 
to airports with acoustic 
insulation)

689  
(1)

•	Change in noise levels was not 
reported.

•	 The study found a drop in annoyance 
following the insulation intervention

Very low

(downgraded for study 
limitations, inconsistency, 
precision)

Type C – changes in 
infrastructure

(opening and/or closing 
of runways, or flight path 
rearrangements)

2101  
(3)

•	 There was a wide range of changes in 
noise levels (from −12 dB to +13.7 dB; 
most between ±1 dB and 2 dB; different 
noise indicators used).

•	All studies found changes in annoyance 
outcomes as a result of the intervention.

Moderate

(downgraded for study 
limitations; upgraded for 
dose-response)

Sleep disturbance

Type C – changes in 
infrastructure

(flight path changes)

1707  
(2)

•	Changes in noise levels were mostly 
between ±1 dB and 2 dB.

•	Both studies found changes in sleep 
disturbance outcomes as a result of the 
intervention.

Low

(downgraded for study 
limitations)

Cognitive development of children

Type C – changes in 
infrastructure

(opening and/or closing 
of runways, or flight path 
rearrangements)

326  
(1)

•	Changes in noise levels of +9 dB at the 
new airport and of −14 dB at the old 
airport were reported.

•	 The study found various cognitive 
effects on children (for both the 
reduction and the increase in exposure). 
Effects disappeared when the old airport 
closed, emerging after the new airport 
opened.

Moderate

(downgraded for 
inconsistency)

The largest body of research concentrated on the opening and closing of runways, leading to 
subsequent changes in flight paths (Breugelmans et al., 2007; Brink et al., 2008; Fidell et al., 2002). 
It showed that changes in noise exposure as a consequence of rearrangement of flight paths, 
step changes or increase or removal of over-flights resulted in statistically significant changes of 
the annoyance ratings of residents living in the vicinity of airports. The studies investigated both 
increases and reductions in exposure. Moreover, all the studies provided evidence that the change 
in response to noise exposure was an excess response to the intervention. As all the studies either 
adjusted for confounding or ruled out confounding by design, and the risk of bias was high in two 
studies but low in one, the evidence was rated moderate quality. 

Two of these studies also investigated the effects of interventions on sleep disturbance. The results 
indicated that the percentage of sleep disturbance changed in association with the change in noise 
exposure caused by flight path adaptations (Breugelmans et al., 2007; Fidell et al., 2002). Both 
studies adjusted for confounding, but the risk of bias was assessed as high. Thus, the evidence 
was rated low quality.

One study examined the impact of rearranging flight paths on the cognitive effects on children 
(Hygge et al., 2002), showing various effects (for both the reduction and the increase in exposure). 
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The study ruled out confounding by study design and the risk of bias was assessed as low. The 
evidence was therefore rated moderate quality. 

Alongside infrastructure interventions, a Spanish study presented evidence on path interventions 
(Asensio et al., 20'14), showing a drop in annoyance following an insulation intervention. The study 
did not control for confounding and the risk of bias was assessed as high. The evidence was 
therefore rated very low quality. 

3.3.2.3 Consideration of additional contextual factors 

As the foregoing overview has shown, substantial evidence about the adverse health effects of 
long-term exposure to aircraft noise exists. Based on the quality of the available evidence, the GOG 
set the strength of the recommendation of aircraft noise at strong. As a second step, it qualitatively 
assessed contextual factors to explore whether other considerations could have a relevant impact 
on the recommendation strength. These considerations mainly concerned the balance of harms and 
benefits, values and preferences, equity, and resource use and implementation. 

When assessing the balance of harms and benefits from implementing the recommendations on 
aircraft exposure, the GOG acknowledged that the number of people affected was lower than for 
road traffic or railway noise, since aircraft noise only affects the areas surrounding airports and under 
flight paths. Data from the EEA show that the estimated number of people in Europe exposed to Lden 

levels above 55 dB and Lnlght levels above 50 dB is 3 million and i .2 million, respectively (Blanes et al., 
20'17).17 Nevertheless, it remains a major source of localized noise pollution and has been predicted 
to increase (EASA et al., 2016). Furthermore, aircraft noise is regarded as more annoying than the 
other sources of transportation noise (Schreckenberg et al., 20'15; Miedema & Oudshoorn, 200'1 ); it 
is therefore associated with a significant burden on public health, and the GOG expects substantial 
health benefits for the population to evolve from implementing the recommendations to reduce 
exposure to aircraft traffic noise. Furthermore, the GOG noted that, depending on the intervention 
measure implemented (such as a night flight ban), additional health benefits could evolve, resulting 
from a simultaneous reduction in air pollution (EC, 20'16a). The GOG also acknowledged that 
intervention measures like night flight bans might also reduce carbon emission, thereby positively 
influencing the shift towards a greener and more sustainable economy. Possible harms in relation to 
the applied noise abatement strategy, on the other hand, could include effects on the transportation 
of goods, as well as individual mobility of the population. Both could have impacts on local, national 
and international economies. Overall, the GOG estimated that the benefits gained from minimizing 
adverse health effects due to aircraft noise exposure outweigh the possible (economic) harms. 

Considering values and preferences, the GOG noted that negative attitudes towards aircraft noise 
are especially prevalent in affected individuals who can see and hear aircraft from their house, or 
who fear that living in proximity of airports will have an impact on their health (Schreckenberg et 
al., 20'15) or property value (economic loss) (Bristow et al., 20'14). A lack of trust in the airport and 
government authorities can enhance these negative attitudes towards airports and aircraft noise 
(Borsky, i 979; Schreckenberg, 20'17). Furthermore, the GOG recognized that values and preferences 
of individuals living in the vicinity of different airports may vary, as the infrastructural characteristics 

17 These are gap-filled figures based on the reported data and including the situation both within and outside cities, as 
defined by the END. 
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of airports have a significant effect on the evaluation of residents. Airports with a stable number 
of aircraft movements in the near past and no intention to change the number in the future can 
give rise to a different evaluation of values and preferences than airports with relatively sustained 
increases in the number of aircraft movements. This can result from the fact that opening new 
runways or increasing the number of flights usually means considerable change in the environment 
for inhabitants of the affected area. It has been postulated that the change of exposure itself may be 
an annoying factor, and this may explain why aircraft noise annoyance is generally higher than that 
for other sources of transportation noise at a comparable noise level (Brown & van Kamp, 2009). The 
GDG acknowledged that, in general, air travel is an important means of transportation relevant for 
businesses, the public and the economy. In Europe, aviation is projected to be the fastest-growing 
sector from passenger transport demand, by 2050 (EEA, 2016a). The general population tends 
to value the convenience of travel by air. Moreover, the GDG pointed out that exposure to aircraft 
noise is not equally distributed throughout society. The preferences of people living in the vicinity of 
airports are expected to differ from those of the general population that does not experience the 
same noise burden. This might facilitate variance in the values and preference of the population, as 
those benefiting from the services and revenues generated by an airport may regard noise reduction 
measures as an additional, unnecessary extra cost, while those living around an airport and affected 
by aircraft noise may be in favour of noise reductions, since this concerns their health and well-
being. Despite these differences, however, the GDG was confident that a majority of the population 
would value the minimization of adverse health effects and therefor welcome the implementation of 
the recommendations. 

Regarding the dimension of equity, the GDG highlighted that the risk of exposure to aircraft noise is 
not equally distributed throughout society. Members of society with a lower socioeconomic status 
and other disadvantaged groups often live in more polluted and louder areas, including in close 
proximity to airports (EC, 2016a). In addition to the increased risk of exposure to environmental 
noise, socioeconomic factors are also associated with increased vulnerability and poorer coping 
capacities (Karpati et al., 2002). 

With resource use and implementation considerations, the GDG acknowledged that the economic 
evaluation of the health impacts of environmental noise is most elaborate and extensive for aircraft 
noise (Berry & Sanchez, 2014). Nevertheless, no comprehensive cost–benefit analysis for the WHO 
European Region yet exists, so this assessment is based on informed qualitative expert judgement 
regarding the feasibility of implementing the recommendation for the majority of the population. The 
systematic review of interventions and their associated impact on environmental noise and health 
shows that various measures to reduce continuous noise from aircraft exist. Moreover, the quality 
of the evidence was judged to be moderate (Brown & van Kamp, 2017). The GDG noted that the 
resources needed to implement different intervention measures may vary considerably, because 
they depend on the situation and the type of intervention required. The distribution of costs also 
differs from that for other modes of transportation, since exposure to aircraft noise is localized in a 
more agglomerated way, and overall the population affected is smaller compared to other modes of 
transportation. The GDG furthermore recognized that multiple cost-effective intervention strategies 
exist (EC, 2016b). Prohibition or discouragement strategies against citizens moving to the direct 
proximity of airports, for example, can be implemented in the context of urban planning. Likewise, 
diverting flight paths above less-populated areas can lead to a reduction in exposure. In principle, 
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such intervention measures do not involve any direct costs, although safety concerns may limit the 
feasibility of these strategies. Passive noise abatement measures like the installation of soundproof 
windows at the dwelling were also regarded as feasible and economically reasonable by the GOG, 
as these are implemented at several airports already. In relation to active abatement measures, the 
GOG acknowledged the "balanced approach" elaborated by International Civil Aviation Organization, 
which states that noise reduction should take place first at the source. As indicated by the Clean 
Sky Programme, this could, for example, entail shifting towards the introduction of new aircraft. This 
broad European research programme estimates that, depending on type, the shift to newly produced 
aircraft could lead to a reduction of approximately 55-79% of the area affected by aircraft noise, 
and consequently the population exposed. As this solution has been put forward by the aviation 
sector, it is considered feasible. Overall, this indicates that solutions to achieve recommended noise 
levels can be implemented and at reasonable costs. The GOG agreed that implementation of the 
recommendation to minimize the risk of adverse health effects due to aircraft noise for a majority of 
the population would require a reasonable amount of (monetary) resources. It noted, however, that 
the feasibility of implementing the measures could be hindered by the fact that costs and benefits 
are not equally distributed. In most cases, the health benefits citizens gain from interventions that 
reduce aircraft exposure are borne by private companies and public authorities. 

In light of the assessment of the contextual factors in addition to the quality of evidence, the 
recommendation remains strong. 

Other nonpriority adverse health outcomes 

Although not a priority health outcome and coming from a single study, the GOG noted the evidence 
rated moderate quality for the statistically significant association between aircraft noise and the 
change in waist circumference (Eriksson et al., 2014). The range of noise levels in the study identified 
was 48 to 65 dB Lden' and therefore the recommendation would also be protective enough for this 
health outcome. 

In the context of aircraft noise, when considering the impacts of exposure on cognitive impairment 
in children, these guideline recommendations also apply particularly to the school setting. Noise 
exposure at primary school and at home is often highly correlated; however, the evidence base 
considered comes mainly from studies designed around sampling at school and not residences. 

Additional considerations or uncertainties 

There is additional uncertainty when characterizing exposure using the acoustical description of 
aircraft noise by means of Lden or Lnlghr Use of these average noise indicators may limit the ability 
to observe associations between exposure to aircraft noise and some health outcomes (such 
as awakening reactions); as such, noise indicators based on the number of events (such as the 
frequency distribution of LA ma) may be better suited. However, such indicators are not widely used. 

The GOG acknowledged that the guideline recommendation for Lnlght may not be fully protective of 
health, as it implies that around 11 % (95% Cl: 4. 72- 17 .81) of the population may be characterized 
as highly sleep-disturbed at the recommended Lnlght level. This is higher than the 3% absolute risk 
considered for setting the guideline level. However, the high calculation uncertainty in predicting 
noise levels lower than 40 dB prevented the GOG from recommending a lower level. Furthermore, 
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lower levels would probably require a ban on night or early morning flights altogether, which is not 
feasible in many situations, given that the general population tends to value the convenience of air 
travel.

3.3.3 Summary of the assessment of the strength of recommendation
Table 35 provides a comprehensive summary of the different dimensions for the assessment of the 
strength of the aircraft noise recommendations. 

Table 35. Summary of the assessment of the strength of the recommendation

Factors influencing 
the strength of 
recommendation

Decision

Quality of evidence Average exposure (Lden)

Health effects

•	Evidence for a relevant RR increase of the incidence of IHD at 52 dB Lden was 
rated very low quality.

•	Evidence for a relevant RR increase of the incidence of hypertension was rated 
low quality. 

•	Evidence for a relevant absolute risk of annoyance at 45 dB Lden was rated 
moderate quality.

•	Evidence for a relevant RR increase of impaired reading and oral comprehension 
at 55 dB Lden was rated moderate quality.

Interventions

•	Evidence on effectiveness of interventions to reduce noise exposure and/or 
health outcomes from aircraft noise was of varying quality.

Night-time exposure (Lnight)

Health effects

•	Evidence for a relevant absolute risk of sleep disturbance related to night noise 
exposure from aircraft at 40 dB Lnight was rated moderate quality. 

Interventions 
•	Evidence on effectiveness of changes in infrastructure (flight path changes) to 

reduce sleep disturbance from aircraft noise was rated low quality.

Balance of benefits versus 
harms and burdens

Aircraft noise is a major source of localized noise pollution. The health benefits of 
adapting the recommendations are expected to outweigh the harms. 

Values and preferences Quiet areas are valued by the population, especially by those affected by 
continuous aircraft noise exposure. Some variability is expected among those 
directly affected by aircraft noise and those not affected. 

Equity Risk of exposure to aircraft noise is not equally distributed.

Resource implications No comprehensive cost–effectiveness analysis data are available; nevertheless, a 
wide variety of interventions exist (some at very low cost), indicating that measures 
are both feasible and economically reasonable.

Decisions on recommendation 
strength

•	Strong for guideline value for average noise exposure (Lden)

•	Strong for guideline value for night noise exposure (Lnight)

•	Strong for specific interventions to reduce noise exposure
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1- 3.4 Wind turbine noise 

Recommendations 

For average noise exposure, the GOG conditionally recommends reducing noise levels 
produced by wind turbines below 45 dB Lden• as wind turbine noise above this level is 
associated with adverse health effects. 

To reduce health effects, the GOG conditionally recommends that policy-makers 
implement suitable measures to reduce noise exposure from wind turbines in the 
population exposed to levels above the guideline values for average noise exposure. No 
evidence is available, however, to faci litate the recommendation of one particular type of 
intervention over another. 

3.4.1 Rationale for the guideline levels for wind turbine noise 

The exposure levels were derived in accordance with the prioritizing process of critical health 
outcomes described in section 2.4.3. For each of the outcomes, the exposure level was identified 
by applying the benchmark, set as relevant risk increase to the corresponding ERF. In the case of 
exposure to wind turbine noise, the process can be summarized as follows (fable 36). 

Table 36. Average exposure levels (Lden) for priority health outcomes from wind turbine noise 

Incidence of IHD 

Incidence of IHD could not be used to assess the exposure level. 

Incidence of hypertension 

Incidence of hypertension could not be used to assess the 
exposure level. 

Prevalence of highly annoyed population 

Four studies were available. An exposure-response curve of the 
four studies revealed an absolute risk of i 0%HA (outdoors) at a 
noise exposure level of 45 dB L den' 

Permanent hearing impairment 

Reading skills and oral comprehension in children 

5% increase of RR No studies were available 

i 0% increase of RR No studies were available 

i 0% absolute risk Low quality 

No increase No studies were available 

One-month delay No studies were available 

In accordance with the prioritization process, the GOG set a guideline exposure level of 45.0 dB Lden 

for average exposure, based on the relevant increase of the absolute %HA. The GOG stressed that 
there might be an increased risk for annoyance below this noise exposure level, but it could not state 
whether there was an increased risk for the other health outcomes below this level owing to a lack 
of evidence. As the evidence on the adverse effects of wind turbine noise was rated low quality, the 
GOG made the recommendation conditional. 

Next, the GOG considered the evidence for night noise exposure to wind turbine noise and its effect 
on sleep disturbance (fable 37). 
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Table 37. Night-time exposure levels (Lnight) for priority health outcomes from wind turbine 
noise 

Summary of priority health outcome evidence Benchmark level Evidence quality
Sleep disturbance 

Six studies were available; they did not reveal consistent results 
about effects of wind turbine noise on sleep.

3% absolute risk Low quality 

Based on the low quantity and heterogeneous nature of the evidence, the GDG was not able to 
formulate a recommendation addressing sleep disturbance due to wind turbine noise at night time. 

The GDG also looked for evidence about the effectiveness of interventions for wind turbine noise 
exposure. Owing to a lack of research, however, no studies were available on existing interventions 
and associated costs to reduce wind turbine noise. 

Based on this assessment, the GDG therefore provided a conditional recommendation for average 
noise exposure (Lden) to wind turbines and a conditional recommendation for the implementation 
of suitable measures to reduce noise exposure. No recommendation about a preferred type of 
intervention could be formulated; nor could a recommendation be made for an exposure level for 
night noise exposure (Lnight), as studies were not consistent and in general did not provide evidence 
for an effect on sleep.

3.4.1.1 Other factors influencing the strength of recommendation

Other factors considered in the context of recommendations on wind turbine noise included those 
related to values and preferences, benefits and harms, resource implications, equity, acceptability 
and feasibility. Ultimately, the assessment of all these factors did not lead to a change in the strength 
of recommendation, although it informed the development of a conditional recommendation on the 
intervention measures. Further details are provided in section 3.4.2.3.

3.4.2 Detailed overview of the evidence 
The following sections provide a detailed overview of the evidence constituting the basis for setting 
the recommendations on wind turbine noise. It is presented and summarized separately for each of 
the critical health outcomes, and the GDG’s judgement of the quality of evidence is indicated (for a 
detailed overview of the evidence on important health outcomes, see Annex 4). Research into health 
outcomes and effectiveness of intervention is addressed consecutively. 

A comprehensive summary of all evidence considered for each of the critical and important health 
outcomes can be found in the eight systematic reviews published in the International Journal of 
Environmental Research and Public Health (see section 2.3.2 and Annex 2).

It should be noted that, due to the time stamp of the systematic reviews, some more recent studies 
were not included in the analysis. This relates in particular to several findings of the Wind Turbine 
Noise and Health Study conducted by Health Canada (Michaud, 2015). Further, some studies were 
omitted, as they did not meet the inclusion criteria, including, for instance, studies using distance to 
the wind turbine instead of noise exposure to investigate health effects. The justification for including 
and excluding studies is given in the systematic reviews (Basner & McGuire, 2018; Brown et al., 
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2017; Clark & Paunovic, 2018; in press; Guski et al., 2017; Niewenhuijsen et al.,2017; Sliwinska
Kowalska & Zaborowski, 2017; van Kempen et al., 2018; see Annex 2 for further details). 

3.4.2.1 Evidence on health outcomes 

The key question posed was: in the general population exposed to wind turbine noise, what is the 
exposure-response relationship between exposure to wind turbine noise (reported as various noise 
indicators) and the proportion of people with a validated measure of health outcome, when adjusted 
for main confounders? A summary of the PICOS/PECCOS scheme applied and the main findings 
is set out in Tables 38 and 39. 

Table 38. PICOS/PECCOS scheme of critical health outcomes for exposure to wind turbine 
noise 

Population General population 

Exposure Exposure to high levels of noise produced by wind turbines (average/night time) 

Comparison Exposure to lower levels of noise produced by wind turbines (average/night time) 

Outcome(s) For average noise exposure: 

1 . cardiovascular d isease 

2. annoyance 

3. cognitive impairment 

4. hearing impairment and tinnitus 

5. adverse birth outcomes 
6. quality of life, well-being and mental health 

7. metabolic outcomes 

For night noise exposure: 

1 . effects on sleep 

Table 39. Summary of findings for health effects from exposure to wind turbine noise (Ld
0
J 

Cardiovascular disease 

Incidence of IHD 

Incidence of 
hypertension 

Annoyance 

Cognitive impairment 

Not able to 
pool because of 
heterogeneity 

Ld.,, Reading and oral -
comprehension 

Hearing impairment and tinnitus 

Ldeo Permanent 
hearing 
impairment 

30dB 

Number of Quality of 
participants evidence 
(studies) 

2481 
(4) 

Low (downgraded 
for inconsistency and 
imprecision) 
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Cardiovascular disease 

For the relationship between wind turbine noise and prevalence of hypertension, three cross-sectional 
studies were identified, with a total of 1830 participants (van den Berg et al., 2008; Pedersen, 2011; 
Pedersen & Larsman, 2008; Pedersen & Persson Waye, 2004; 2007). The number of cases was 
not reported. All studies found a positive association between exposure to wind turbine noise and 
the prevalence of hypertension, but none was statistically significant. The lowest levels in studies 
were either <30 or <32.5 Lden. No meta-analysis was performed, since too many parameters were 
unknown and/or unclear. Due to very serious risk of bias and imprecision in the results, this evidence 
was rated very low quality (see Fig. 14). 

The same studies also looked at exposure to wind turbine noise and self-reported cardiovascular 
disease, but none found an association. No evidence was available for other measures of 
cardiovascular disease. As a result, only evidence rated very low quality was available for no 
considerable effect of audible noise (greater than 20 Hz) from wind turbines or wind farms on self-
reported cardiovascular disease (see Fig. 15). 

Notes:  The dotted vertical line corresponds to no effect of exposure to wind turbine noise. The black dots correspond to 
the estimated RR per 10 dB and 95% CI. For further details on the studies included in the figure please refer to the 
systematic review on environmental noise and cardiovascular and metabolic effects (van Kempen et al., 2018).

Fig. 14. The association between exposure to wind turbine noise (sound pressure level in dB) 
and hypertension
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Fig. 15. The association between exposure to wind turbine noise (sound pressure level) and 
self-reported cardiovascular disease 

SWE-00 (351) 

SWE-05 (754) 

NL-07 (725) 

0.012 0.037 0.111 0.333 1.000 3.000 9.000 

Estimated RR per 10 dB 

Notes: The dotted vertical line corresponds to no effect of exposure to w ind turbine noise.The black circles correspond to 
the estimated RR per 10 dB (sound pressure level) and 95% Cl. For further details on the studies included in the 
figure please refer to the systematic review on environmental noise and cardiovascular and metabolic effects (van 
Kempen et al., 2018). 

Annoyance 

Two publications containing descriptions of four individual studies were retrieved (Janssen et al., 
2011 ; Kuwano et al., 2014). All four studies used measurements in the vicinity of the respondents' 
addresses; the noise exposure metrics used in the three original studies (Pedersen, 2011 ; Pedersen 
& Persson Waye, 2004; 2007) included in Janssen et al. (2011) were recalculated into Lden· The noise 
levels in the studies ranged from 29 dB to 56 dB. Different scales were used to assess annoyance, 
with slightly different definitions of "highly annoyed" and explicit reference to outdoor annoyance 
in the data used for the Janssen et al. (2011) curve. Construction of the ERFs provided in the two 
publications differed and they were therefore not further combined in a meta-analysis. Fig. 16 shows 
the %HA from the two publications. The 10% criterion for %HA is reached at around 45 dB Lden 

(where the two curves coincide). There was a wide variability in %HA between studies, with a range 
of 3-13%HA at 42.5 dB and 0-32%HA at 47.5 dB. The %HA in the sample is comparatively high, 
given the relatively low noise levels. There is evidence rated low quality for an association between 
wind turbine noise and annoyance, but this mainly applies to the association between wind turbine 
noise and annoyance and not to the shape of the quantitative relationship. 
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Fig. 16. Overlay of the two wind turbine annoyance graphs
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Further statistical analyses of annoyance yield evidence rated low quality for an association between 
wind turbine noise and %HA when comparing an exposure at 42.5 dB and 47.5 dB, with a mean 
difference in %HA of 4.5 (indoors) and 6.4 (outdoors). There is also evidence rated moderate quality 
for a correlation between individual noise exposure and annoyance raw scores (r = 0.28).

Notes:  Overlay of the two wind turbine outdoor annoyance graphs adapted from Janssen et al. (2011, red) and Kuwano 
et al. (2014, blue). The Kuwano et al. curve is based on Ldn; no correction for Lden has been applied.18

 For further details on the studies included in the figure please refer to the systematic review on environmental noise 
and annoyance (Guski et al., 2017).

Cognitive impairment, hearing impairment and tinnitus, adverse birth outcomes

No studies were found, and therefore no evidence was available on the relationship between wind 
turbine noise and measures of cognitive impairment; hearing impairment and tinnitus; and adverse 
birth outcomes. 

Sleep disturbance

Six cross-sectional studies on wind turbine noise and self-reported sleep disturbance were identified 
(Bakker et al., 2012; Kuwano et al., 2014; Michaud, 2015; Pawlaczyk-Luszczynska et al., 2014; 
Pedersen & Persson Waye, 2004; 2007). Noise levels were calculated using different methods, and 
different noise metrics were reported. Three of the studies asked how noise affects sleep; the other 
three evaluated the effect of wind turbine noise on sleep using questions that explicitly referred to 
noise (Table 40).

18 Ldn is the day-night-weighted sound pressure level as defined in section 3.6.4 of ISO 1996-1:2016. 

Idaho Power/1214 
Ellenbogen/102



Idaho Power/1214 
Ellenbogen/103 

RECOMMENDATIONS 

Table 40. Summary of findings for health effects from exposure to wind turbine noise (Lnlght) 

Effects on sleep 

Lnght %HSD 1.60 (95% Cl: 31 dB 
0.86-2.94) per 10 
dB increase 

3971 
(6) 

Low 

(downgraded for study 
limitations, inconsistency, 
precision) 

The risk of bias was assessed as high for all six studies, as effects on sleep were measured by self
reported data. There were a limited number of subjects at higher exposure levels. A meta-analysis 
was conducted for five of the six studies, based on the OR for high sleep disturbance for a 1 0 dB 
increase in outdoor predicted sound pressure level. The pooled OR was 1.60 (95% Cl: 0.86- 2.94). 
The evidence was rated low quality. 

3.4.2.2 Evidence on interventions 

This section summarizes the evidence underlying the recommendation on the effectiveness of 
interventions for wind turbine noise exposure. The key question posed was: in the general population 
exposed to wind turbine noise, are interventions effective in reducing exposure to and/or health 
outcomes from wind turbine noise? A summary of the PICOS/PECCOS scheme applied is set out 
in Table 41 . 

Table 41. PICOS/PECCOS scheme of the effectiveness of interventions for exposure to wind 
turbine noise 

PICO Description 

Population 

lntervention(s) 

Comparison 

Outcome(s) 

General population 

The interventions can be defined as: 

(a) a measure that aims to change noise exposure and associated health effects; 

(b) a measure that aims to change noise exposure, w ith no particular evaluation of the impact on 
health; or 

(c) a measure designed to reduce health effects, but that may not include a reduction in noise 
exposure. 

No intervention 

For average noise exposure: 

1. cardiovascular disease 

2. annoyance 

3. cognitive impairment 

4. hearing impairment and tinnitus 

5. adverse birth outcomes 

6. quality of life, well -being and mental health 

7. metabolic outcomes 

For night noise exposure: 

1 . effects on sleep 
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No studies were found, and therefore no evidence was available on the effectiveness of interventions 
to reduce noise exposure from wind turbines.

3.4.2.3 Consideration of additional contextual factors

As the foregoing overview has shown, very little evidence is available about the adverse health 
effects of continuous exposure to wind turbine noise. Based on the quality of evidence available, 
the GDG set the strength of the recommendation on wind turbine noise to conditional. As a second 
step, it qualitatively assessed contextual factors to explore whether other considerations could have 
a relevant impact on the recommendation strength. These considerations mainly concerned the 
balance of harms and benefits, values and preferences, and resource use and implementation. 

Regarding the balance of harms and benefits, the GDG would expect a general health benefit 
from a marked reduction in any kind of long-term environmental noise exposure. Health effects of 
individuals living in the vicinity of wind turbines can theoretically be related not only to long-term 
noise exposure from the wind turbines but also to disruption caused during the construction phase. 
The GDG pointed out, however, that evidence on health effects from wind turbine noise (apart from 
annoyance) is either absent or rated low/very low quality (McCunney et al., 2014). Moreover, effects 
related to attitudes towards wind turbines are hard to discern from those related to noise and may 
be partly responsible for the associations (Knopper & Ollson, 2011). Furthermore, the number of 
people exposed is far lower than for many other sources of noise (such as road traffic). Therefore, 
the GDG estimated the burden on health from exposure to wind turbine noise at the population level 
to be low, concluding that any benefit from specifically reducing population exposure to wind turbine 
noise in all situations remains unclear. Nevertheless, proper public involvement, communication and 
consultation of affected citizens living in the vicinity of wind turbines during the planning stage of future 
installations is expected to be beneficial as part of health and environmental impact assessments. 
In relation to possible harms associated with the implementation of the recommendation, the GDG 
underlined the importance of wind energy for the development of renewable energy policies. 

The GDG noticed that the values and preferences of the population towards reducing long-term noise 
exposure to wind turbine noise vary. Whereas the general population tends to value wind energy 
as an alternative, environmentally sustainable and low-carbon energy source, people living in the 
vicinity of wind turbines may evaluate them negatively. Wind turbines are not a recent phenomenon, 
but their quantity, size and type have increased significantly over recent years. As they are often 
built in the middle of otherwise quiet and natural areas, they can adversely affect the integrity of a 
site. Furthermore, residents living in these areas may have greater expectations of the quietness of 
their surroundings and therefore be more aware of noise disturbance. Negative attitudes especially 
occur in individuals who can see wind turbines from their houses but do not gain economically 
from the installations (Kuwano et al., 2014; Pedersen & Persson Waye, 2007; van den Berg et 
al., 2008). These situational variables and the values and preferences of the population may differ 
between wind turbines and other noise sources, as well as between wind turbine installations, which 
makes assessment of the relationship between wind turbine noise exposure and health outcomes 
particularly challenging.

Assessing resource use and implementation considerations, the GDG noted that reduction of noise 
exposure from environmental sources is generally possible through simple measures like insulating 
windows or building barriers. With wind turbines, however, noise reduction interventions are more 
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complicated than for other noise sources due to the height of the source and because outdoor 
disturbance is a particularly large factor. As generally fewer people are affected (compared to 
transportation noise), the expected costs are lower than for other environmental sources of noise. 
The GOG was not aware of any existing interventions (and associated costs) to reduce harms from 
wind turbine noise, or specific consequences of having regulations on wind turbine noise. Therefore, 
it could not assess feasibility, or discern whether any beneficial effects of noise reduction would 
outweigh the costs of intervention. In particular, there is no clear evidence on an acceptable and 
uniform distance between wind turbines and residential areas, as the sound propagation depends 
on many aspects of the wind turbine construction and installation. 

In light of the assessment of the contextual factors in addition to the quality of evidence, the 
recommendation for wind turbine noise exposure remains conditional. 

Additional considerations or uncertainties 

Assessment of population exposure to noise from a particular source is essential for setting health
based guideline values. Wind turbine noise is characterized by a variety of potential moderators, 
which can be challenging to assess and have not necessarily been addressed in detail in health 
studies. As a result, there are serious issues with noise exposure assessment related to wind turbines. 

Noise levels from outdoor sources are generally lower indoors because of noise attenuation from 
the building structure, closing of windows and similar. Nevertheless, noise exposure is generally 
estimated outside, at the most exposed fac;ade. As levels of wind turbine noise are generally much 
lower than those of transportation noise, the audibility of wind turbines in bedrooms, particularly 
when windows are closed, is unknown. 

In many instances, the distance from a wind farm has been used as a proxy to determine audible 
noise exposure. However, in addition to the distance, other variables - such as type, size and 
number of wind turbines, wind direction and speed, location of the residence up- or downwind from 
wind farms and so on - can contribute to the resulting noise level assessed at a residence. Thus, 
using distance to a wind farm as a proxy for noise from wind turbines in health studies is associated 
with high uncertainty. 

Wind turbines can generate infrasound or lower frequencies of sound than traffic sources. However, 
few studies relating exposure to such noise from wind turbines to health effects are available. It is also 
unknown whether lower frequencies of sound generated outdoors are audible indoors, particularly 
when windows are closed. 

The noise emitted from wind turbines has other characteristics, including the repetitive nature of 
the sound of the rotating blades and atmospheric influence leading to a variability of amplitude 
modulation, which can be a source of above average annoyance (Schaffer et al., 2016). This 
differentiates it from noise from other sources and has not always been properly characterized. 
Standard methods of measuring sound, most commonly including A-weighting, may not capture 
the low-frequency sound and amplitude modulation characteristic of wind turbine noise (Council of 
Canadian Academies, 2015). 

Even though correlations between noise indicators tend to be high (especially between LAeq-like 
indicators) and conversions between indicators do not normally influence the correlations between 
the noise indicator and a particular health effect, important assumptions remain when exposure to 
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Factors influencing the 
strength of recommendation

Decision

Quality of evidence Average exposure (Lden)
Health effects

•	Evidence for a relevant absolute risk of annoyance at 45 dB Lden was rated 
low quality.

Interventions

•	No evidence was available on the effectiveness of interventions to reduce 
noise exposure and/or health outcomes from wind turbines.

Night-time exposure (Lnight)
Health effects

•	No statistically significant evidence was available for sleep disturbance 
related to exposure from wind turbine noise at night. 

Interventions

•	No evidence was available on the effectiveness of interventions to reduce 
noise exposure and/or sleep disturbance from wind turbines.

Balance of benefits versus harms 
and burdens

Further work is required to assess fully the benefits and harms of exposure 
to environmental noise from wind turbines and to clarify whether the potential 
benefits associated with reducing exposure to environmental noise for 
individuals living in the vicinity of wind turbines outweigh the impact on the 
development of renewable energy policies in the WHO European Region.

Values and preferences There is wide variability in the values and preferences of the population, with 
particularly strong negative attitudes in populations living in the vicinity of 
wind turbines.

Resource implications Information on existing interventions (and associated costs) to reduce harms 
from wind turbine noise is not available. 

Additional considerations or 
uncertainties

There are serious issues with noise exposure assessment related to wind 
turbines.

Decisions on recommendation 
strength 

•	Conditional for guideline value for average noise exposure (Lden)

•	Conditional for the effectiveness of interventions (Lnight)

Table 42. Summary of the assessment of the strength of the recommendation

wind turbine noise in Lden is converted from original sound pressure level values. The conversion 
requires, as variable, the statistical distribution of annual wind speed at a particular height, which 
depends on the type of wind turbine and meteorological conditions at a particular geographical 
location. Such input variables may not be directly applicable for use in other sites. They are sometimes 
used without specific validation for a particular area, however, because of practical limitations or lack 
of data and resources. This can lead to increased uncertainty in the assessment of the relationship 
between wind turbine noise exposure and health outcomes.

Based on all these factors, it may be concluded that the acoustical description of wind turbine noise 
by means of Lden or Lnight may be a poor characterization of wind turbine noise and may limit the 
ability to observe associations between wind turbine noise and health outcomes. 

3.4.3 Summary of the assessment of the strength of recommendations
Table 42 provides a comprehensive summary of the different dimensions for the assessment of the 
strength of the wind turbine recommendations.
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For average noise exposure, the GOG conditionally recommends reducing the yearly average 
from all leisure noise sources combined to 70 dB LAeq,24h, as leisure noise above this level is 
associated with adverse health effects. The equal energy principle 19 can be used to derive 
exposure limits for other time averages, which might be more practical in regulatory processes. 

For single-event and impulse noise exposures, the GOG conditionally recommends following 
existing guidelines and legal regulations to limit the risk of increases in hearing impairment from 
leisure noise in both children and adults. 

Following a precautionary approach, to reduce possible health effects, the GOG strongly 
recommends that policy-makers take action to prevent exposure above the guideline values 
for average noise and single-event and impulse noise exposures. This is particularly relevant 
as a large number of people may be exposed to and at risk of hearing impairment through 
the use of personal listening devices (PLOs). There is insufficient evidence, however, to 
recommend one type of intervention over another. 

3.5.1 Rationale for the guideline levels for leisure noise 

As specific evidence for the relationship between leisure noise and hearing loss is of insufficient 
quality, the GOG decided to follow a different approach for this noise source, based on knowledge 
regarding prevention of hearing loss in the workplace and on the CNG (WHO, 1999). There is 
sufficient evidence that the nature of the noise matters little in causing hearing loss, so using the 
existing guidelines is a justified step to prevent permanent hearing loss from leisure noise. 

In accordance with the procedures for the other noise sources, the GOG would have considered 
evidence on exposure-response relationships for the prioritized health outcomes. However, no such 
ERFs could be established in the systematic reviews for any of the health outcomes (Table 43). 

Table 43. Average exposure levels (LAeq,2.J for priority health outcomes from leisure noise 

Incidence of IHD 

Incidence of hypertension 

Prevalence of highly annoyed population 

Reading skills and oral comprehension in children 

Permanent hearing impairment 

There is an indication that PLDs have an effect on hearing 
impairment and tinnitus. 

There was no evidence (because no studies were found) for an 
effect of other sources of leisure noise on hearing impairment 
or tinnitus. The results of the studies could not be synthesized 
because of heterogeneity of outcome measurement. 

No increase 

No evidence was 
available 

Very low quality/no 
evidence 

19 The equal energy principle states that the total effect of sound is proportional to the total amount of sound energy 
received by the ear, irrespective of the distribution of that energy in time (WHO, 1999). 
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In accordance with the evidence on the effects of PLDs on permanent hearing loss from leisure noise, 
the GDG recommended a guideline exposure level of 70 dB LAeq,24h yearly average from all leisure 
noise sources combined. It was confident that there was no relevant risk increase for permanent 
hearing impairment below this exposure level of average leisure noise. The GDG recognized that a 
conversion to alternative time averages for exposure to leisure noise might be helpful for regulatory 
purposes; thus, a detailed table converting hourly and weekly exposure into yearly averages is 
provided in the subsection on additional considerations or uncertainties in section 3.5.2.3, Table 
49. Furthermore, the GDG recommended sticking to the CNG recommendations for single events 
to limit the risk of hearing impairment from leisure noise increases for both children and adults 
(WHO, 1999).20 Due to the nature and limited amount of available evidence, the GDG made the 
recommendation conditional. 

Next, the GDG assessed the evidence for night noise exposure and its effect on sleep disturbance 
(Table 44).

Table 44. Night-time exposure levels (Lnight) for priority health outcomes from leisure noise 

Summary of priority health outcome evidence Benchmark level Evidence quality
Sleep disturbance 3% absolute risk No evidence was 

available

Because of a lack of evidence, the GDG was not able to formulate a recommendation addressing 
sleep disturbance due to leisure noise at night time. 

The GDG also looked for evidence about the effectiveness of interventions for leisure noise 
exposure. Owing to a lack of research, however, no studies were available on existing interventions 
and associated costs to reduce leisure noise. As no evidence was available, it was not possible 
to develop a recommendation on any specific type of intervention measure. However, following a 
precautionary approach, to reduce possible health effects, the GDG made a strong recommendation 
that policy-makers take action to prevent exposures above the guideline values for average noise 
and single-event and impulse noise exposures. This is particularly relevant as a large number of 
people may be exposed to and at risk of hearing impairment through the use of PLDs. There is 
insufficient evidence, however, to recommend one type of intervention over another.

3.5. 1.1 Other factors influencing the strength of recommendations

Other factors considered in the context of recommendations on leisure noise included those related 
to values and preferences, benefits and harms, resource implications, equity, acceptability and 
feasibility; moreover, nonpriority health outcomes were considered. Ultimately, the assessment of 
all these factors did not lead to a change in the strength of recommendation. Further details are 
provided in section 3.5.2.3.

20 The GDG acknowledged the scarcity of cohort study-based evidence to define a threshold for hearing damage due 
to single loud exposures. It initially decided to propose LAF,max = 110, but after much discussion it appeared that the 
conversion of relevant standing limits (expressed in Lpeak,C and others) lacked sufficient basis.  
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The following sections provide a detailed overview of the evidence constituting the basis for setting 
the recommendations on leisure noise. As noted above, however, only limited evidence was available 
for several of the prioritized health outcomes, so it is presented and summarized for all critical and 
important health outcomes where possible, along with indications of the GDG's judgement of the 
quality of evidence. Research into health outcomes and effectiveness of interventions is addressed 
consecutively. 

A comprehensive summary of all evidence considered for each of the critical and important health 
outcomes can be found in the eight systematic reviews published in the International Journal of 
Environmental Research and Public Health (see section 2.3.2 and Annex 2). 

3.5.2.1 Evidence on health outcomes 

The key question posed was: in the general population exposed to leisure noise, what is the 
exposure-response relationship between exposure to leisure noise (reported as various noise 
indicators) and the proportion of people with a validated measure of health outcome, when adjusted 
for main confounders? A summary of the PICOS/PECCOS scheme applied and the main findings 
is set out in Tables 45 and 46. 

Table 45. PICOS/PECCOS scheme of critical health outcomes for exposure to leisure noise 

PECO Description 
Population 

Exposure 

Comparison 

Outcome(s) 

General population 

Exposure to high levels of noise produced by leisure activities (average/night time) 

Exposure to lower levels of noise produced by leisure activit ies (average/night time) 

For average noise exposure: 

1 . cardiovascular d isease 

2. annoyance 

3. cognitive impairment 

4. hearing impairment and tinnitus 

5. adverse birth outcomes 

6. quality of life, well-being and mental health 

7. metabolic outcomes 

For night noise exposure: 

1 . effects on sleep 
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Table 46. Summary of findings for health effects from exposure to leisure noise (LAeq,24h)

Noise 
metric

Priority health 
outcome 
measure

Quantitative 
risk for adverse 
health

Lowest level 
of exposure 
across studiesa

Number of 
participants 
(studies)

Quality of evidence

Cardiovascular disease

LAeq,24 Incidence of IHD – – – –

LAeq,24 Incidence of 
hypertension

– – – –

Annoyance

LAeq,24 %HA – – – –

Cognitive impairment

LAeq,24 Reading and oral 
comprehension

– – – –

Hearing impairment and tinnitus

LAeq,24 Permanent 
hearing 
impairment

Not estimated – 484  
(3)

Very low

(downgraded for study 
limitations, precision)

Hearing impairment and tinnitus

Several types of leisure activity are accompanied by loud sounds, such as attending nightclubs, 
pubs and fitness classes; live sporting events; concerts or live music venues; listening to loud music 
through PLDs. This recommendation is informed by a systematic review that assessed the evidence 
on permanent hearing loss and tinnitus due to exposure to leisure noise (Śliwińska-Kowalska & 
Zaborowski, 2017). The review identified two existing systematic reviews that summarized recent 
estimates of the risk of developing permanent hearing loss from the use of PLDs. It did not identify 
any studies with objective measurement of exposure to any other type of leisure noise.

The Scientific Committee on Emerging and Newly Identified Hazards and Risk (SCENIHR) (EC, 
2008b) report concluded that prolonged exposure to sounds from PLDs may result in temporary 
hearing threshold shift, permanent hearing threshold shift and tinnitus, as well as poor speech 
communication in noisy conditions. However, based on the data available, there was no direct 
evidence for an effect of repeated, regular daily exposure to music through PLDs on development of 
permanent noise-induced hearing loss. Data on tinnitus were inadequate and therefore inconclusive. 
No meta-analysis was provided for any of the hearing effects; nor were the exposure–effect curves 
reported. The SCENIHR report was based on a narrative review of 30 original papers with over 2000 
participants and exposure to music sounds that covered a range of 60–120 dB. Studies included in 
the review were carried out between 1982 and 2007.

In 2014 a second systematic review was published by Vasconcellos et al. (2014). Although the 
objective of this publication was to determine threshold levels of personally modifiable risk factors 
for hearing loss in the paediatric population, specific thresholds analyses were limited. Based on 
the descriptive overview of original papers, the authors identified exposure to loud music (including 
use of PLDs) and working on a mechanized farm as the main risk factors for hearing loss in children 
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and teenagers. Thresholds of exposure to music, significantly associated with hearing loss in youth, 
were: 

• more than four hours per week or more than five years of personal headphone usage; 

• more than four visits per month to a discotheque. 

The evidence review identified five new cross-sectional studies on noise from PLDs since the 
publication of the SCENIHR report (Feder et al., 2013; Levesque et al., 2010; Sulaiman et al., 2013; 
2014; Vogel et al., 2014). Direct measurement of hearing thresholds with pure tone audiometry was 
performed only in three studies- by Feder et al. (2013) and Sulaiman et al. (2013 and 2014). In total, 
audiometric data from 484 subjects were analysed; among them, 449 were exposed and 35 were 
not exposed to PLO music. Two other studies by Levesque et al. (2010) and Vogel et al. (2014) did 
not perform audiometric measurement but reported on tinnitus in a total of 1 067 participants. 

Noise from PLDs was estimated based on direct measurement of equivalent sound pressure levels 
(In dB) in four studies (Feder, 2013; Levesque et al., 2010; Sulaiman et al., 2013; 2014) and based 
on converting volume-control setting levels of PLO into dB levels in one study (Vogel et al., 2014). 
The resulting exposure levels (LAeq values) had a mean of between 72 dB and 91 dB, although in two 
studies these data were not provided. In all studies, individual LAeq,sh value was calculated based on 
an estimated level of music and the number of hours a day listening to the music through the PLO 
declared by an individual in the questionnaire. Resulting LAeq,8h mean values were between 62 dB 
and 83 dB when provided. 

Potential confounding was controlled by excluding the subjects with exposure to other sources 
of high-level noise or prior ear problems (Sulaiman et al., 2013), by excluding those with these 
factors and ototoxic drug intake (Sulaiman et al., 2014) or by controlling for these confounders by 
accounting for them in the statistical models. The confounders comprised socioeconomic status, 
demographic factors, tubes in the ear and leisure exposures in one study (Feder, 2013), and age 
and sex in one study (Vogel et al., 2014). One of the studies did not adjust for confounding factors 
(Levesque et al., 2010). 

Data on permanent hearing loss were taken from audiometric measurements (Feder, 2013; Sulaiman 
et al., 2013; 2014), while data about permanent tinnitus were taken from self-reported responses to 
questionnaires (Levesque et al., 201 O; Vogel et al., 2014). In one case, the outcome was defined as 
"permanent hearing-related symptoms", but it is not clear what proportion of subjects experienced 
permanent tinnitus (Vogel et al., 2014). 

For permanent hearing loss, there is no pooled effect size, because the authors of the original 
studies either did not report data or reported in different formats. However, these studies indicate 
a harmful effect of listening to PLDs. For permanent tinnitus, there is no pooled effect size because 
the effects of noise from PLDs on permanent tinnitus were contradictory. These results are generally 
consistent with previous reviews by SCENIHR (EC, 2008b) and Vasconcellos et al. (2014). 

The risk of bias was assessed as high for all five studies. The overall evidence for an effect of PLDs 
on hearing impairment and tinnitus was rated very low quality. 
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3.5.2.2 Evidence on interventions 

The following section summarizes the evidence underlying the recommendation on the effectiveness 
of interventions for leisure noise exposure. The key question posed was: in the general population 
exposed to leisure noise, are interventions effective in reducing exposure to and/or health outcomes 
from leisure noise? A summary of the PICOS/PECCOS scheme applied and the main findings is set 
out in Tables 47 and 48.

Table 47. PICOS/PECCOS scheme of the effectiveness of interventions for exposure to 
leisure noise

PICO Description
Population General population

Intervention(s) The interventions can be defined as:

(a) a measure that aims to change noise exposure and associated health effects; 

(b) a measure that aims to change noise exposure, with no particular evaluation of the impact on 
health; or 

(c) a measure designed to reduce health effects, but that may not include a reduction in noise 
exposure.

Comparison No intervention

Outcome(s) For average noise exposure: 

1. cardiovascular disease

2. annoyance

3. cognitive impairment

4. hearing impairment and tinnitus

5. adverse birth outcomes

6. quality of life, well-being and mental health

7. metabolic outcomes

For night noise exposure: 

1. effects on sleep

Table 48. Summary of findings for interventions for leisure noise 

Type of intervention Number of 
participants 
(studies)

Effect of intervention Quality of 
evidence

Hearing impairment

Type E – behaviour change 
interventions

(education programme/campaign)

4151  
(7)

None of the studies involved 
measurement or estimation of exposure 
levels or health outcomes.

Most studies found a significant effect 
of change in knowledge or behaviour.

–

Seven individual studies on PLDs, attendance at music venues and participation in other recreational 
activities where there was risk of hearing damage and/or tinnitus were included in the systematic 
review (Dell & Holmes, 2012; Gilles & Van de Heyning, 2014; Kotowski et al., 2011; Martin et al., 
2013; Taljaard et al., 2013; Weichbold & Zorowka, 2003; 2007). All studies examined interventions 
directed at changes in knowledge or behaviour and hearing impairment. 

The studies all sought evidence on the effectiveness of some form of educational programme or 
campaign aimed at children, adolescents or college students. These addressed perceptions and 
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knowledge of the risk of high levels of noise - generally, but not exclusively, from PLO sources 
or from attendance at music events - and actual or intended changes to hearing damage risk 
behaviours, including avoidance, frequency or duration of exposure, regeneration periods when in 
high noise, or playback levels. 

The outcome assessed in all intervention studies was the change in knowledge and behaviours 
towards hearing damage risk. The health outcome measures varied widely and included 
measurements on the youth attitude towards noise scale, participants' knowledge about hearing 
damage, participants' PLO usage patterns, participants' attitudes to wearing hearing protection 
(some in general; some at discotheques) and frequency of discotheque attendance. A majority of 
the studies found a significant effect of change in knowledge or behaviour. No indication on the 
persistence of knowledge and behavioural change was given, though. 

None of the studies included objectively measured outcomes or a measured change in noise level 
exposure; thus, the effectiveness of the interventions could not be assessed, and the quality of the 
evidence was not rated according to GRADE. 

3.5.2.3 Consideration of additional contextual factors 

Based on the quality of the available evidence discussed in the foregoing overview, the GOG set 
the strength of recommendation of leisure noise to conditional. As a second step, it qualitatively 
assessed contextual factors to explore whether other considerations could have a relevant impact 
on the recommendation strength. These considerations mainly concerned the balance of harms and 
benefits, values and preferences, and resource use and implementation. 

When assessing the balance of benefits and harms, the GOG recognized that exposure to leisure 
noise is widespread and frequent. In particular, as many as 88-90% of teenagers and young adults 
report listening to music through PLDs earphones (Pellegrino et al., 2013; Vogel et al., 2011). In 
2015 WHO estimated that 1 .1 billion young people worldwide could be at risk of hearing loss due 
to unsafe listening practices (WHO, 2015a). Furthermore, among young people aged 12-35 years 
in middle- and high-income countries, nearly 50% listen to unsafe levels of sound through personal 
audio devices (mp3 players, smartphones and others), and around 40% are exposed to potentially 
damaging levels of sound at nightclubs, bars and sporting events. Noise-induced hearing loss can 
be prevented by following safe listening practices, so the GOG concluded that health benefits can 
be gained from markedly reducing population exposure to leisure noise, including through actions 
to promote safe listening practices. A reduction of leisure noise is also assumed to reduce nuisance 
that can be caused to other people than those who enjoy leisure activities, such as neighbours. 
Furthermore, specifically for PLDs, it can reasonably be expected that a reduction of noise exposure 
could also lead to a reduction in accidents, injuries and other potential safety risks. In relation to 
possible harms and burdens, the GOG could not identify any harms (except economic costs, which 
are addressed in the paragraph on resource use and implementation) arising from implementation 
of the recommended guideline values. 

Considering values and preferences, the GOG recognized that listening to music with the help 
of a PLO, going to concerts and attending sport events are activities regarded as enjoyable and 
therefore assumed to be valued by the overall population. Furthermore, it is expected that values and 
preferences might vary in particular with respect to the use of PLDs and embracing leisure activities 
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involving loud noise, like concerts, and that some population groups – especially younger individuals 
– might voluntarily expose themselves to high levels of sound during these activities. Despite this, 
the GDG was confident that recommendations to lower noise levels for the prevention of hearing 
damage from leisure noise would be welcome by a majority of the population. Recommendations 
are expected to be particularly welcome when it comes to protecting the hearing of young children 
and teenagers, as these vulnerable groups often do not have control over their environment and the 
noise levels to which they are exposed, such as from noisy toys or at school.

With resource use and implementation, the GDG noted that interventions exist to reduce exposure 
to leisure noise from PLDs, attendance at music venues and participation in recreational activities, 
as aggregated by the systematic review on environmental noise interventions and their associated 
impacts (Brown & van Kamp, 2017). As most of these relate to implementation of a behaviour 
change, the reduction of exposure to leisure noise is expected to be technically feasible and cheap. 
None of the empirical investigations objectively measured outcomes or a measured change in 
noise level exposure, so the effectiveness of such measures cannot be assessed. Nevertheless, it 
is important to note that there is ample evidence from the occupational health field that high noise 
levels cause hearing damage, and that occupational interventions to reduce noise exposure are 
effective at lowering the risk of hearing problems or hearing damage (EC, 2003; Garcia et al., 2018; 
ISO, 2013; Maassen et al., 2001). In conclusion, resources needed to reduce exposure to leisure 
noise are not expected to be intensive, but implementation and long-term success of measures 
might be challenging, owing to cultural factors, as changes in behaviour are expected to be tricky 
to implement. 

In light of the assessment of the contextual factors in addition to the quality of evidence, the 
recommendation remains conditional. 

Additional considerations or uncertainties

The GDG considers the noise levels selected for this recommendation to be reasonable precautionary 
measures, in view of the rating of very low quality for the available evidence on an effect of leisure 
noise on permanent hearing impairment and tinnitus identified in the systematic review. 

Extensive literature shows hearing impairment in populations exposed to specific types of 
nonoccupational environments, although these exposures are generally not well characterized. There 
are no studies with objective measurement of exposure to any other type of leisure noise (except 
PLDs) and permanent hearing impairment or tinnitus. Nevertheless, this recommendation generally 
applies to all leisure noise exposures, such as events in public venues (concerts halls, sports events, 
bars and discotheques) and educational facilities, and use of PLDs. The recommendation also 
applies to exposure to impulse sounds, such as those in shooting facilities or from the use of toys 
and firecrackers. 

Hearing loss is the resultant value of combined exposures to different sources of leisure noise 
including, but not limited to, PLDs. Therefore, the recommendations apply to the combined noise 
levels from all sources. 

Noise-induced hearing loss develops very slowly over years of exposure, giving rise to challenges 
in the assessment of the health impacts from prolonged use of PLDs and exposure to leisure noise. 
The induction period for the development of hearing impairment and tinnitus is long, and varying 

Idaho Power/1214 
Ellenbogen/114



Idaho Power/1214 
Ellenbogen/115 

RECOMMENDATIONS 

exposure conditions and changing lifestyle habits Oncluding confounding noise sources), particularly 
among young people, will have an impact. Therefore, recommendations regarding leisure noise 
have often been inferred from the occupational field, where exposure conditions are more stable 
over time. 

Indeed, long-term exposure to noise, objectively assessed and at levels measured in occupational 
settings for various professions, can lead to permanent hearing loss and tinnitus. This evidence, 
while not reviewed systematically as part of the work related to these guidelines, can be used as 
supportive evidence and justification for the need to develop a recommendation for leisure noise, 
given that many people could be at risk of developing hearing loss and/or tinnitus from exposure to 
lower levels of environmental noise. Similar otobiological mechanisms must also be considered for 
environmental noise. 

To date, no commonly accepted method for assessing the risk of hearing loss due to environmental 
exposure to noise has been developed. One of the main challenges is to conduct a long-term 
objective exposure assessment of environmental noise and relate this to the development of 
permanent hearing impairment and tinnitus. The GOG underlined the strong need for research to 
develop a comprehensive methodology. In the absence of a method, and as long as no other tools 
are available, the equal energy principle outlined in the ISO standard for the estimation of noise
induced hearing loss (WHO, 1999) can be used as a practical tool for protecting public health from 
exposure to leisure noise. As a result, the relationship between leisure noise exposure and auditory 
effects can be quantified for a variety of exposure levels, duration and frequency. 

Several organizations have established regulations for the protection of workers from risks to their 
health and safety arising from exposure to noise, and in particular risk to hearing. Of particular 
relevance is EU Directive 2003/10/EC on the minimum health and safety requirements regarding 
the exposure of workers to the risks arising from physical agents (noise) (EC, 2003). Based on the 
ISO 1999 standard (ISO, 2013), the Directive sets limits of exposure depending on equivalent noise 
level for an eight-hour working day and obliges the employer to take suitable steps if the limits are 
exceeded. It recommends three action levels for occupational settings, setting the lowest, most 
conservative value at Lex.ah, = 80 dB. According to the Directive, no consequences of exposure to 
occupational noise are expected at this level. While exposure patterns and certain characteristics 
of occupational and leisure noise exist, knowledge of the hearing impairment risks and preventive 
interventions can be used to assess health risks associated with leisure noise (Neitzel & Fligor, 2017). 

The CNG recommend a limit of LAeq,
2

4h = 70 dB(A) for preventing hearing loss from industrial, 
commercial shopping and traffic areas, indoors and outdoors (WHO, 1999). Health and safety 
regulations are usually based on an exposure profile of a typical worker (eight hours per day, five days 
per week). Using the existing knowledge from the ISO standard and established health and safety 
regulations, it is possible to use the equal energy principle to derive the resulting noise exposure level 
for an exposure profile more appropriately suited for leisure noise. Converting 40 hours at 80 dB to a 
continuous exposure to noise (24 hours per day, seven days per week), this leads to a yearly average 
exposure of 71 dB for lifelong exposure.21 This is the same value as the WHO recommendation of 

21 7i dB = 80 dB (derived from ISO standard) - 6.2 dB (conversion of yearly average of 40 working hours divided 
by continuous exposure to noise: (i 0 log (2080hrs/8760 hrs)) - 3 dB (extrapolation of 40 working years to lifelong 
exposure). 
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70 dB (WHO, 1999). Table 49 presents the noise levels per hour for various time averages in order to 
keep within the recommended yearly average exposure, and assuming that exposure to other noise 
sources generally does not contribute significantly. For example, for specific events taking place for 
one-, two- or four-hour averages, once a week (such as visiting a discotheque or watching a loud 
movie}, an hourly noise level of 85 dB would lead to an average yearly exposure of 63 dB, 66 dB and 
69 dB, respectively. However, the same hourly exposure of 85 dB for an activity taking place for 14 
hours per week (two hours per day, seven days a week) would lead to a yearly exposure of 7 4 dB, 
which exceeds the recommendations. 

Table 49. Combination of hourly exposure and number of hours per week to arrive at a yearly 
average LAeq 

Hours of exposure per week One-hour exposure level (LAe<i) 
I 

70 75 80 85 90 95 100 I 

1 48 53 58 63 68 73 78 
I 

2 51 56 61 66 71 76 81 
I 

4 54 59 64 69 74 79 84 
I 

1 4 (2 hours per day, 7 days per 
59 64 69 74 79 84 89 

I week) 

28 (4 hours per day, 7 days per 
62 67 72 77 82 87 92 

I week) 

40 (8 hours per day, 5 days per 
64 69 74 79 84 89 94 

I week) 

168 (24 hours per day, 7 days per 
70 75 80 85 90 95 mo 

I week) 

Note: green = combinations of exposure/duration below current guideline level; red = combinations of exposure/duration 
above current guideline level; blue = input parameters. 

The equal energy principle cannot be used to derive single-event limits because at high levels 
the ear starts to respond with nonlinear behaviour. The CNG provides several values, in different 
units: LAF,max = 110 dB for industrial noises (no distance stated}, LpeaJ<.Hn = 140 dB for adults and 
Lpea1<,un = 120 dB for children (measured at 100 mm) (WHO, 1999). EU Directive 2003/10/EC on the 
minimum health and safety requirements regarding the exposure of workers recommends a lower 
action level of LpeaJ<,c = 135 dB (at 100 mm). In a recent overview Hohmann (2015) provided an ERF 
for hearing damage caused by shooting noise, from which it appears that a safe level of LE = 120 dB 
can be derived. 

Although it is clear that high noise levels cause acute hearing damage, there is no agreement on a 
safe level. Further research is highly recommended. In the mean time, existing guidelines should be 
applied. 
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3.5.3 Summary of the assessment of the strength of recommendation 

Table 50 provides a comprehensive summary of the different dimensions for the assessment of the 
strength of the leisure noise recommendations. 

Table 50. Summary of the assessment of the strength of the recommendation 

Quality of evidence 

Balance of benefits versus 
harms and burdens 

Values and preferences 

Resource implications 

Decision on strength of 
recommendation 

3.6 Interim targets 

•• 

Average exposure (LAeq.24hl 

Health effects 

• Evidence of an effect from PLDs on hearing impairment and tinnitus, in the 
absence of evidence for other health outcomes and absence of evidence 
on hearing impairment and tinnitus from other types of leisure noise besides 
PLDs, was rated very low quality. 

Interventions 

• No evidence was available on the effectiveness of interventions to reduce 
noise exposure and/or health outcomes from leisure noise. 

The general benefit from reduction of leisure noise outweighs any potential 
harms. 

There is variability in the values and preferences of the general population. 

The resources needed to reduce exposure to leisure noise are not expected to 
be intensive, but implementation and the long-term success of measures may 
be challenging, mainly due to cultural factors. 

• Conditional for guideline level for average noise exposure (LAeq,24h) 

• Conditional for single-event and impulse noise 

• Strong for interventions to reduce noise exposure 

An interim target was proposed in the NNG (WHO Regional Office for Europe, 2009), "recommended 
in situations where the achievement of NNG is not feasible in the short run for various reasons". The 
NNG emphasized that an interim target is "not a health-based limit value by itself. Vulnerable groups 
cannot be protected at this level". 

The GOG discussed whether to propose interim targets as part of the current guidelines, and if so, 
what process would be needed to derive those values. The current recommendations are health
based and already provide guideline values per noise source (for both Lden and LnlghJ. They also 
include information on exposure-response relationships for various health outcomes, which can be 
used by policy-makers or other stakeholders to inform the selection of different values, if needed. 
Further, interim targets may work differently in different countries and for different noise sources, 
and it may not be optimal to propose them Europe-wide. As a result, there was consensus among 
members of the GOG not to provide interim targets. 
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4. Implications for research
The development of these environmental noise guidelines for the WHO European Region has made 
evident some key knowledge gaps and research needs. The main ones specific to the guideline 
recommendations are presented as implications for research in the sections that follow. 

4.1 Implications for research on health impacts from transportation noise 
For the assessment of health effects from the main sources of transportation noise (road traffic, 
railways and aircraft), the various evidence reviews show the following knowledge gap: there is a 
need for longitudinal studies on the health impacts from exposure to environmental noise, to inform 
future recommendations properly (Table 51). 

Table 51. Implications for research on health impacts from transportation noise (air, rail, road)

Current state of the 
evidence

Limited evidence is available on health impacts from transportation noise from large-scale 
cohort and case-control studies, with objective measurement of both noise exposure and 
health outcomes.

Population of 
interest

Research is needed into effects of exposure on children and adults exposed to environmental 
noise from transportation sources.

Exposure of interest Objective measurement or calculation of transportation noise exposure is required; in 
particular, from studies of health effects related to combined exposure to different noise 
sources.

Comparison of 
interest

The data should be compared to the effects of lower levels of transportation noise.

Outcomes of 
interest

Measures of the following health outcomes is required, assessed objectively and harmonized 
where possible – for example, according to common protocols: 

•	 annoyance 

•	 effects on sleep

•	 cardiovascular and metabolic effects

•	 adverse birth outcomes

•	 cognitive impairment

•	mental health, quality of life and well-being

•	 hearing impairment and tinnitus 

•	 any other relevant health outcome.

Time stamp The systematic review included studies between October 2014 and December 2016.

4.1.1 Specific implications for annoyance
To predict absolute %HA at the full range of levels (and the corresponding CIs), an integrated 
analysis of the original raw data from all of individual studies would be necessary. The evidence 
review conducted as part of the guidelines focused only on secondary data handling and therefore 
does not replace a full meta-analysis of all individual data. The development of a generic exposure–
response relationship (from a full meta-analysis based on all individual data) is suggested as a 
priority research recommendation (see Table 52).

Idaho Power/1214 
Ellenbogen/119



100

Envi ronmenta l  Noise Guidel ines

Table 52. Recommendation for research addressing the exposure–response relationship

Current state of the 
evidence

The evidence review on annoyance conducted as part of the guidelines does not provide a 
generalized ERF but points to significant differences compared to the curves used in the past. 
It shows that the available generalized ERFs are in need of adjustment, preferably as a result 
of undertaking a full meta-analysis. This is especially the case for the sources aircraft and 
railway noise, which new data show are more annoying than previously documented.

Population of 
interest

Research is needed into effects of exposure on children and adults exposed to air, rail and/or 
road traffic noise.

Exposure of interest Objective measurement of transportation noise exposure is required.

Comparison of 
interest

The data should be compared to the effects of lower levels of transportation noise.

Outcomes of 
interest

Measures of health outcomes are required, assessed objectively according to common 
protocols (such as the International Commission on Biological Effects of Noise (ICBEN) scale 
for annoyance).

Time stamp The systematic review included studies up to October 2014.

4.2  Implications for research on health impacts from wind turbine noise
Further research into the health impacts from wind turbine noise is needed so that better-quality 
evidence can inform any future public health recommendations properly. For the assessment of 
health effects from wind turbines, the evidence was either unavailable or rated low/very low quality. 
Recommendations for research addressing this priority are proposed in Table 53.

Table 53. Implications for research on health impacts from wind turbine noise

Current state of the 
evidence

The current evidence on health outcomes related to wind turbine noise is unavailable or of 
low/very low quality and mainly comes from cross-sectional studies. Methodologically robust 
longitudinal studies with large samples investigating the quantitative relationship between 
noise from wind turbines and health effects are needed.

Population of 
interest

Research is needed into effects of exposure on children and adults exposed and living near 
sources of wind turbine noise. Studies should assess subgroup differences in effects for 
vulnerable groups such as children, elderly people and those with existing poor physical and 
mental health. 

Exposure of interest Exposure to noise at a wide range of levels and frequencies (including low-frequency noise), 
with information on noise levels measured outdoors and indoors (particularly relevant for 
effects on sleep) at the residence is needed. The noise exposure should be measured 
objectively and common protocols for exposure to wind turbine noise should be established, 
considering a variety of noise characteristics specific to wind turbine noise. 

Comparison of 
interest

The data should be compared to the effects in similar areas without wind turbines. Pre/
post studies of new wind turbine installations are needed, especially if “before measures” 
unbiased by the stress and knowledge of potential wind turbine farm development need to be 
developed. 

Outcomes of 
interest

Measures of health outcomes are required, assessed objectively – for example, according 
to common protocols (ICBEN scale for annoyance and self-reported sleep disturbance). The 
studies should include the most important situational and personal confounding variables, 
such as negative attitudes towards wind turbines, visual impact, economic gain and other 
socioeconomic factors.

Time stamp The systematic review included studies between October 2014 (review on annoyance) and 
December 2016 (review on cardiovascular disease).
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Alongside the defined needs for research on wind turbine noise it should be noted that research 
regarding industrial noise in general is required. More specifically, there is a need to investigate 
stationary sources (including heat, ventilation and acclimatization devices) and their impacts on 
health. Studies on hearing disorders from impulse and/or intermittent sounds are also needed; these 
would enable assessment of adverse effects created by one or several sounds of short duration with 
a high maximum sound level or impulse sound level. 

4.3 Implications for research on health impacts from leisure noise
For the assessment of effects from leisure noise, the evidence to make a recommendation on the 
ERF to use for health risk assessment, or of a threshold for effects, was either unavailable or rated 
very low quality. This is a research gap: longitudinal studies with longer follow-up are needed; these 
should measure noise objectively, not only from PLDs but also from other types of leisure noise. 

There is uncertainty in the measurement of early hearing disorders among young people using the 
tonal audiometry commonly applied. Precise methods to identify early hearing impairment and other 
hearing disorders are needed. Owing to long induction periods, however, adequate research may be 
difficult to perform, particularly among young people who change their exposure in terms of sound 
level and frequency as they age (for example, changing their music listening habits and venue visits). 
As a result, the recommendations refer to the results derived from stationary noise sources in the 
occupational field, in conjunction with the equal energy principle (see Table 54).

Table 54. Implications for research on health impacts from leisure noise

Current state of the 
evidence

Currently, no evidence is available on hearing impairment and tinnitus from large-scale cohort 
and case-control studies, with objective measurement of noise exposure and using a suitable 
method to assess hearing impairment in young people. 

Population of 
interest

Research is needed into effects of exposure on children and adults exposed to environmental 
noise from different sources and in different settings.

Exposure of interest Objective measurement of leisure noise exposure is required.

Comparison of 
interest

The data should be compared to the effects of no leisure noise exposure from these sources.

Outcomes of 
interest

The primary outcomes identified are:

•	 hearing loss measured by audiometry;

•	 specific threshold analyses focused on stratifying the risk of permanent hearing loss 
according to clearly defined levels of exposure to leisure noise, such as music through 
PLDs;

•	 concise methods to identify early hearing impairment and other hearing disorders;

•	 temporary threshold shift after exposure to leisure noise, as it may be reasonably predictive 
of future permanent threshold shift;

•	 age-related hearing loss progression depending on early-age exposure to leisure noise, 
such as to loud music; and

•	 tinnitus, measured objectively and subjectively.

Time stamp The systematic review included studies up to June 2015.
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4.4 Implications for research on effectiveness of interventions to reduce 
exposure and/or improve public health

The quality of the evidence on the effectiveness of interventions to reduce exposure to and health 
outcomes from environmental noise was variable. Further studies directly linking noise interventions 
to health outcomes are required, particularly for sources other than road traffic noise, and for human 
health outcomes other than annoyance. 

Most studies involved road traffic noise (63%), followed by aircraft noise (13%) and railway noise 
(6%). The remaining interventions were for leisure noise (13%) and noise in hospital settings (4%). 
No interventions were identified that either addressed wind turbine noise or focused on educational 
settings. 

Exposure-related interventions were mainly associated with a reduction in environmental noise 
exposure. However, in five studies (four road traffic noise studies and one aircraft noise study) some 
or all of the participants experienced noise exposure increases. 

There is no clear evidence with respect to thresholds, which are defined as:

•	the smallest change in exposure levels that results in a change in outcome; and 

•	the minimum before-level, regarding changes in health outcomes as a result of interventions.

The limited evidence base on the health effects of environmental noise interventions is thinly spread 
across different noise source types, outcomes and intervention types. Diversity exists between 
studies even within intervention types in terms of study designs, methods of analysis, exposure 
levels and changes in exposure experienced as a result of the interventions. For these reasons, 
carrying out a meta-analysis across studies examining the association between changes in level and 
changes in outcome was not possible.

To remedy this main research gap, longitudinal studies assessing noise exposure and health 
outcomes objectively should be developed, taking into account the most relevant confounders. The 
establishment of common protocols for future research is warranted (see Table 55). 

Authorities should include significant funding for the design and implementation of studies to evaluate 
the effectiveness of interventions to reduce noise and their impact on health. 
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Table 55. Implications for research on effectiveness of interventions to reduce exposure and/
or improve public health

Current state of 
the evidence

The current evidence on effectiveness of interventions to reduce health outcomes is limited 
and of varying quality. Few longitudinal studies have been done that take into account the 
most relevant confounders and measure the noise exposure and the outcomes objectively.

Population of 
interest

Research is needed into effects of interventions on defined populations exposed to and/or 
living near sources of environmental noise. 

Intervention of 
interest

Research into any noise intervention at various points along the system pathway between 
source and outcome, for a variety of noise sources, is required.

Comparison of 
interest

The data should be compared to:

•	 a steady-state control group, in similar areas with various exposure gradients from 
environmental noise sources; 

•	 the noise exposure in the same population, through a series of sequential measurements 
assessing the change before and after the intervention, preferably with multiple after 
measurements. 

Outcomes of 
interest

Future intervention studies should use validated and, where possible, harmonized measures of 
exposure and outcome, as well as of moderators and confounders.

The studies should use measures of exposure including noise exposure at a wide range 
of levels and frequencies (including low-frequency noise), with information on noise levels 
outdoors and indoors (particularly relevant for effects on sleep). 

They should also use measures of health outcomes, including the following outcomes 
assessed objectively – for example, according to common protocols (ICBEN scale for 
annoyance) – with consideration that the change in human response for some health outcomes 
from a step change in exposure may have a different time course to that of the change in 
exposure:

•	 annoyance 

•	 effects on sleep

•	 cardiovascular and metabolic diseases

•	 adverse birth outcomes

•	 cognitive impairment

•	mental health, quality of life and well-being

•	 hearing impairment and tinnitus 

•	 any other relevant health outcome.

Further, they should use measures of moderators and confounders, including repeated 
measurements of situational and personal variables such as activity interference, potential 
confounders such as noise sensitivity, coping strategies and a range of other attitudinal 
variables.

Time stamp The systematic review included studies up to October 2014.
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5. Implementation of the guidelines

5.1 Introduction
These guidelines focus on the WHO European Region and provide guidance to Member States 
that is compatible with the noise indicators used in the EU’s END (EC, 2002a). They provide 
information on the exposure–response relationships between exposure to environmental noise from 
different noise sources and the proportion of people affected by certain health outcomes, as well as 
interventions that are considered efficient in reducing exposure to environmental noise and related 
health outcomes.

The WHO guideline values are evidence-based public health-oriented recommendations. As such, 
they are recommended to serve as the basis for a policy-making process in which policy options 
are considered. In the policy decisions on reference values, such as noise limits for a possible 
standard or legislation, additional considerations – such as feasibility, costs, preferences and so on 
– feature in and can influence the ultimate value chosen as a noise limit. WHO acknowledges that 
implementing the guideline recommendations will require coordinated effort from ministries, public 
and private sectors and nongovernmental organizations, as well as possible input from international 
development and finance organizations. WHO will work with Member States and support the 
implementation process through its regional and country offices.

5.2 Guiding principles
Four guiding principles provide generic advice and support when incorporating the recommendations 
into a policy framework, and apply to the implementation of all the recommendations. 

The first principle is to reduce exposure to noise, while conserving quiet areas. The recommendations 
focus on reduction of population exposure to environmental noise from a variety of sources, in 
different settings. The general population can be exposed regularly to more than one source of 
noise simultaneously (including, in some cases, occupational noise), as well as to other nonacoustic 
factors that can modify the response to noise (such as vibration from railways, air pollution from 
traffic or visual aspects of wind turbines). Thus, overall reduction of exposure from all sources should 
be promoted. Furthermore, noise exposure reduction in one area should not come at the expense 
of an increase in noise elsewhere; existing large quiet outdoor areas should be preserved.

The second principle is to promote interventions to reduce exposure to noise and improve health. 
The evidence from epidemiological studies on adverse health effects at certain noise levels, used as 
a basis to derive the guideline values proposed in the recommendations, supports the promotion of 
noise interventions. The potential health impacts from environmental noise are significant, especially 
when considering the widespread exposure to environmental noise across the population and the 
high baseline rates for various health outcomes associated with environmental noise. 

There are challenges in assessment of the effectiveness of interventions to reduce noise exposure 
and/or improve health, as there is often a significant time lag between the intervention and a 
measurable change in exposure and related health benefits. The lack of – or limited direct evidence 
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for – quantifiable health benefits of some specific interventions does not imply that measures to 
achieve population exposure according to the proposed guidelines should be ignored.

Given the different factors that determine noise exposure, a single measure alone may not be 
sufficient to reduce exposure and/or improve health significantly, and a combination of methods 
may be warranted. Nevertheless, it is widely acknowledged that the most effective actions to reduce 
exposure tend to be those that reduce noise at the source. Such actions have the biggest potential, 
whereas other measures can be less effective or sustained over time, especially when they depend 
on behaviour change or noise reductions inside houses.

The third principle is to coordinate approaches to control noise sources and other environmental 
health risks. Considering the common transport-related sources of environmental noise and air 
pollution, and in particular the evidence of independent effects on the cardiovascular system, a 
coordinated approach to policy development in the sectors related to urban planning, transport, 
climate and energy should be adopted for policies with an impact on environmental noise, air quality 
and/or climate. Such an approach should yield multiple benefits through increased commitment 
and financial resources; increased attention to securing health considerations in all policies; and use 
of policy to control noise and other environmental risks such as air pollutants, including short-lived 
climate pollutants. There is wide consensus on the value of pursuing coordinated policies that can 
deliver health and other benefits, such as those associated with the local environment and economic 
development. Furthermore, coordinated policy-making is potentially cost-saving.

The fourth principle is to inform and involve communities that may be affected by a change in noise 
exposure. In planning new urban and/or rural developments (transport schemes, new infrastructures 
in less densely populated areas, noise abatement and mitigation strategies), bringing together 
planners, environmental professionals and public health experts with policy-makers and citizens 
is key to public acceptability and involvement and to the successful guidance of the decision-
making proces. Potential health effects from environmental noise should be included as part of 
health impact assessments of future policies, plans and projects, and the communities potentially 
affected by a positive or negative change in noise exposure should be well informed and engaged 
from the outset to maximize potential benefits to health. Introducing measures incrementally may 
help with acceptance.

5.3 Assessment of national needs and capacity-building
National needs, including the need for capacity-building, differ between Member States in the 
WHO European Region. They depend on the existence and level of implementation of national and/
or European and international noise policies; these are more likely to be implemented fully in EU 
countries thanks to the legally binding provisions of the EU’s END (EC, 2002a). In most countries 
in the Region noise is perceived as a major and growing environmental health and public health 
problem. Noise mapping and action plans are carried out in accordance with the END in EU Member 
States, and in south-eastern European countries noise legislation has mainly been harmonized with 
the END. Nevertheless, significant differences still exist in the completeness and regular updating 
of noise exposure assessment between countries. Noise exposure assessment is a required input 
for noise health impact assessments, along with exposure–response relationships and population 
baseline data. 
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WHO has identified some common needs for knowledge transfer and capacity-building for health 
risk assessment of environment noise in the Member States that joined the EU after 2003, the newly 
independent states and south-eastern European countries (WHO Regional Office for Europe, 2012): 

•	implementation of the END and its annexes, especially in the preparation of strategic noise 
mapping and action plans; 

•	human resources development through education and training in health risk assessment and 
burden of diseases stemming from environmental noise; 

•	methodological guidance for health risk assessment of environmental noise. 

These guidelines mostly recommend exposure–response relationships related to the exposure 
indicators Lden and Lnight. They are therefore of particular relevance to EU countries and those applying 
the END. In countries that do not use these indicators, users of the guidelines need to convert their 
noise indicators into Lden and Lnight before being able to apply the recommendations. Conversion 
between indicators is possible, using a certain set of assumptions (Brink et al., 2018).

5.4 Usefulness of guidelines for target audiences
The provision of guideline values as a practical tool for guiding exposure reduction and the design of 
effective measures and policies is widely seen as useful. The WHO guidelines equip policy-makers 
and other end-users with a range of different needs with the necessary evidence base to inform 
their decisions. As indicated in section 1.4, these guidelines serve as a reference for several target 
audiences, and for each group they can be useful in different ways.

•	For technical experts and decision-makers, the guidelines can be used to provide exposure–
response relationships that give insight into the consequences of certain regulations or standards 
on the associated health effects. They also can be useful at the national and international level when 
developing noise limits or standards, as they provide the scientific basis to identify the levels at 
which environmental noise causes a significant health impact. Based on these recommendations, 
national governments and international organizations can be better informed when introducing 
noise limits, to ensure protection of people’s health. 

•	For health impact assessment and environmental impact assessment practitioners and researchers, 
these guidelines provide exposure–response relationships that give insight into the expected 
health effects at observed or expected noise exposure levels. They offer recommendations on the 
maximum admissible noise levels for some sources and provide important input to assit in deriving 
the health burden from noise; in that sense, they can be used when producing studies such as 
noise maps and action plans to obtain an evaluation of the magnitude of the health problem. The 
systematic reviews developed in support of these guidelines allow practitioners to raise awareness 
of the credibility of the issue of noise as a public health problem and to use the recommended 
exposure–response relationships uniformly. Researchers will also benefit from the guidelines as 
they clearly identify critical data gaps that need to be filled in the future to better protect the 
population from the harmful effects of noise.

•	The guideline recommendations provide a useful tool for national and local authorities when 
deciding about noise reduction measures, as they provide data to estimate the health burden 
on the population and therefore allow comparison among different policy options. These options 
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can include measures to reduce the noise emitted by the sources, measures aimed at impeding 
the transmission of noise from the sources to people and measures aimed at better planning the 
location of houses (urban planning).

•	The guideline recommendations can also be used by civil society, patients and other advocacy 
groups to raise awareness and encourage actions to protect the population, including vulnerable 
groups, from exposure to noise. 

Regarding noise abatement and mitigation of noise sources, practical exposure–response 
relationships for various noise sources are useful quantitative input to determine the impact of noise 
on health. They can be valuable information to use in cost–effectiveness and cost–benefit analyses 
of various policies for noise abatement. In this respect, the guideline recommendations can be an 
integral part of the policy process for noise reduction by various institutions; they are of great value 
for communicating the health risks and potential cost-effective solutions to reduce noise. 

National and local authorities and nongovernmental organizations responsible for risk communication 
and general awareness-raising can use these guidelines for promotion campaigns and appropriate 
risk communication. The guidelines provide scientific evidence on a range of health effects associated 
with noise and facilitate appropriate risk communication to specific vulnerable groups. They therefore 
need to be promoted broadly to citizens, national and local authorities and nongovernmental 
organizations responsible for risk communication.

5.5 Methodological guidance for health risk assessment of environmental noise
A health risk assessment is the scientific evaluation of potential adverse health effects resulting from 
human exposure to a particular hazard – in this case, environmental noise. The main purpose of the 
assessment is to estimate and communicate the health impact of exposure to noise or changes in 
noise in different socioeconomic, environmental and policy circumstances.

The guideline recommendations, along with the detailed information contained in the systematic 
evidence reviews, can be used to assess health impacts in order to answer a variety of policy 
questions on:

•	the public health burden associated with current or projected levels of noise;

•	the human health benefits associated with changing a noise policy or applying a more stringent 
noise standard;

•	the impacts on human health of emissions from specific sources of noise for selected economic 
sectors (and the benefits of policies related to them); and

•	 the human health impacts of current policy or implemented action.

The results from a health risk assessment are usually reported as the number of attributable deaths, 
number of cases, years of life lost, years lost due to disability or DALYs. 

The quantification of the impacts for one combination of noise source, noise exposure indicator and 
health outcome may to some extent include effects attributable to another. Consequently, for any 
particular set of combinations, consideration should be given to potential double counting.

It is also important to note the uncertainties in quantification of the health impacts. One set of 
uncertainties relates to the CIs associated with the recommended ERFs; these quantify the random 
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error and variability attributed to heterogeneity in the epidemiological studies used for health risk 
assessment. Other types of uncertainty include modelling/calculation of noise exposure, estimates 
of population background rates for morbidity and mortality, and transferability of ERFs from 
locations where studies were carried out or data were otherwise gathered to another location. This 
is especially true for noise annoyance, for which there is often considerable heterogeneity in effect 
sizes of studies because estimates vary between noise sources and are to some degree dependent 
on the situation and context. Furthermore, cultural differences around what is considered annoying 
are significant, even within Europe. It is therefore not possible to determine the “exact value” of %HA 
for each exposure level in any generalized situation. Instead, data and exposure–response curves 
derived in a local context should be applied whenever possible to assess the specific relationship 
between noise and annoyance in a given situation. If, however, local data are not available, general 
exposure–response relationships can be applied, assuming that the local annoyance follows the 
generalized average annoyance. Despite the challenges in applying a “generalized” ERF to specific 
local situations, the GDG believes that the percentage of high annoyance defined in section 2.4.3 
is an acceptable estimate of the “average” %HA at a certain noise level – for example, in Europe.

When performing a health risk assessment of environmental noise, it is important to note several 
considerations. The selection of particular noise source(s), noise exposure indicator(s) and health 
outcome combinations to be used for estimation of the health impacts depends on the particular 
policies and/or measures being assessed. These guidelines propose recommendations for four 
types of noise source using noise indicators Lden and/or Lnight (road traffic, railway noise, aircraft noise 
and wind turbine noise) and one recommendation using LAeq,24h (leisure noise). Any population may 
be exposed to different noise sources associated with the same health outcome. Estimated impacts 
should not be added together without recognizing that addition will, in most practical circumstances, 
lead to some overestimation of the true impact. Impacts estimated for only one combination will, on 
the other hand, underestimate the true impact of the noise mixture, if other sources of noise also 
affect that same health outcome.

The scientific evidence reviewed and summarized in these guidelines implies that the following 
health outcomes can be quantified in a health risk assessment, and that their effects are cumulative:

•	from road traffic noise – incidence of IHD, annoyance and sleep disturbance, and potentially 
incidence of stroke and diabetes;

•	from railway noise – annoyance and sleep disturbance;

•	from aircraft noise – annoyance, reading and oral comprehension in children, sleep disturbance 
and potentially change in waist circumference and incidence of IHD;

•	from wind turbine noise: annoyance.

The DWs suggested in section 2.4.3 can be used to calculate DALYs.

Data on incidence and prevalence of some health outcomes related to noise (mainly cardiovascular 
disease) can be found at a national level in online databases available on the WHO Regional Office 
for Europe website (WHO Regional Office for Europe, 2017). 

General principles of relevance for environmental factors when conducting health risk assessments 
and quantifying the burden of disease can be found elsewhere (European Centre for Health Policy, 
1999; Murray, 1994; Murray & Acharya, 1997; Murray & Lopez, 2013; Quigley et al., 2006; WHO, 
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2014a; 2014b; WHO Regional Office for Europe, 2016). In particular, the WHO Regional Office for 
Europe and JRC jointly published the first estimates of the burden of disease from environmental 
noise in 2011 (WHO Regional Office for Europe & JRC, 2011). The publication includes guidance 
on the procedure for the health risk assessment of environmental noise, exemplary estimates of 
the burden of the health impacts of environmental noise and a discussion of the uncertainties and 
limitations of the procedure to calculate the environmental burden of disease. The reader is referred 
to this publication for more detailed explanations on quantitative risk assessment methods for 
environmental noise. 

5.6 Route to implementation: policy, collaboration and the role of the health 
sector

Preventing noise and related health impacts relies on effective action across different sectors: health, 
environment, transport, urban planning and so on. The health sector needs to be engaged effectively 
in different sectors’ policy processes at national, regional and international levels. It needs to provide 
authoritative advice about the health impacts of noise and policy options that will bring the greatest 
benefits to health. 

In most countries in the WHO European Region, the commitment of the health sector to engage 
in action to address environmental noise issues needs to be improved and better coordinated. A 
more coherent overall response is needed, taking into account relevant linkages with existing health 
priorities and concerns. Thus, some actions can be seen as aspects of the role of the health sector:

•	engaging in proper communication with relevant sectors about noise exposure from different 
sectors and sources (environmental, urban development, transport and so on) to ensure that 
health issues are adequately addressed as part of international, regional, national and/or local 
efforts to address environmental noise – the implementation approach may differ across sectors, 
depending on the level of awareness of noise as a public health problem;

•	promoting the guideline recommendations to policy-makers from different sectors and organizing 
information campaigns and awareness-raising activities in collaboration with national health 
authorities and WHO country offices to inform citizens and health practitioners about the health 
risks of environmental noise;

•	using decision support instruments such as health impact and health risk assessments to quantify 
health risks and potential benefits associated with policies and interventions aimed at addressing 
environmental noise, including presenting information about the severity of the health effects (for 
example, with cardiovascular disease) to convey the serious impacts of noise and to try to change 
attitudes and behaviours of policy-makers and the general public;

•	promoting the guidelines to health practitioners and physicians, especially at the community level 
(through associations of physicians, cardiologists and so on as part of the stakeholder group); 

•	supporting the establishment of national health institutions capable of initiating and developing 
health promotion measures, and conducting research, monitoring and reporting on health impacts 
from environmental noise and its different sources;
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•	organizing capacity-building workshops and training to increase knowledge of the guidelines as 
well as creating tools, skills and resources for health risk assessment and developing intersectoral 
collaboration, particularly in non-EU countries;

•	promoting relevant research initiatives and shaping the research agenda, in part based on critical 
research recommendations and gaps identified in the guidelines, as well as on the impact and 
effectiveness of interventions and experience with their implementation;

•	developing and updating guidelines and policies that influence national, regional and international 
benchmarks and targets related to environmental noise, as well as advocating the inclusion of the 
guidelines in development and shaping of national, regional and international noise policies and 
standards;

•	working with other sectors to strengthen noise level monitoring and evaluation, particularly in non-
EU countries, to ensure proper conducting of health risk assessments of environmental noise.

5.7 Monitoring and evaluation: assessing the impact of the guidelines 
Exposure–response relationships and other recommendations provided by these guidelines should 
be incorporated into national health policies and the main related policy documents. They should 
be used for health impact and health risk assessments to identify health risks and potential benefits 
associated with policies and interventions related to environmental noise. 

Population noise exposure should be monitored and assessed at a national scale, at least in urban 
areas. Furthermore, information on trends in occurrence of noise-related health outcomes considered 
in these guidelines, such as annoyance or sleep disturbance, should be gathered. These monitoring 
activities should be performed on a regular basis to ensure proper health risk assessments of noise. 

5.8 Updating the guidelines 
The progress and pace of noise and health research has intensified over the last 10 years, including 
new studies published after the completion of the systematic reviews done for these guidelines. This 
is partly related to the growing car fleet and resulting traffic, the density of urbanization, demographic 
changes and shifts towards renewable energy, including wind turbines, which have caused an 
increase in public perception and political awareness of the environmental noise problem. Noise 
exposure assessment has also improved, due partly to European legislation, and this has provided 
useful data for epidemiological studies on the health effects of environmental noise. Considering 
this, the recommendations proposed in these guidelines are expected to remain valid for a period 
of about 10 years. WHO will monitor the development of the scientific advancements on noise and 
health research in order to inform any updated guidance on environmental noise.
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Annex 1. Steering, advisory and external review groups

Tables A1.1–A1.5 give details of the various teams involved in the development of the WHO 
environmental noise guidelines for the European Region.

Table A1.1 WHO Steering Group

Name Role Affiliation
Shelly Chadha Technical Officer, Office for Hearing 

Impairment
WHO headquarters, Geneva, Switzerland

Carlos Dora Coordinator WHO headquarters, Department of Public Health 
and Environment, Geneva, Switzerland

Marie-Eve Héroux Technical Officer, Air Quality and Noise WHO Regional Office for Europe, European Centre 
for Environment and Health, Bonn, Germany

Dorota Jarosinska Programme Manager, Living and 
Working Environments

WHO Regional Office for Europe, European Centre 
for Environment and Health, Bonn, Germany

Rokho Kim Environmental Health Specialist, Team 
Leader

WHO Regional Office for the Western Pacific, 
Division of Noncommunicable Diseases 
and Health through the Life-Course, Manila, 
Philippines

Jurgita Lekaviciute Consultant, Noise WHO Regional Office for Europe, European Centre 
for Environment and Health, Bonn, Germany

Srdan Matic Coordinator, Environment and Health WHO Regional Office for Europe, Copenhagen, 
Denmark

Julia Nowacki Technical Officer, Health Impact 
Assessment

WHO Regional Office for Europe, European Centre 
for Environment and Health, Bonn, Germany

Elizabet Paunovic Head of Office WHO Regional Office for Europe, European Centre 
for Environment and Health, Bonn, Germany

Poonum Wilkhu Consultant, Noise WHO Regional Office for Europe, European Centre 
for Environment and Health, Bonn, Germany

Jördis Wothge Consultant, Noise WHO Regional Office for Europe, European Centre 
for Environment and Health, Bonn, Germany
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Table A1.2. Guideline Development Group 

Area of expertise Reference Area of expertise Reference
Noise sources and their 
measurement

1 Annoyance 6

Biological mechanisms of effects 2
Cognitive impairment, quality of life, mental 
health and well-being

7

Cardiovascular and metabolic 
diseases

3 Adverse birth outcomes 8

Sleep disturbance 4 Environmental noise interventions 9

Hearing impairment/tinnitus 5 Methodology and guideline development 10

Name Position and affiliation
Area of expertise sought for guideline development 

(see reference numbers above)

1 2 3 4 5 6 7 8 9 10

Wolfgang 
Babisch

Senior Scientific Officer (retired)
Federal Environment Agency
Germany

X X X

Goran 
Belojevic

Professor
Institute of Hygiene and Medical 
Ecology Faculty of Medicine
University of Belgrade 
Serbia

X X

Mark Brink Senior Scientist
Federal Office for the Environment
Switzerland

X X X

Sabine 
Janssen

Senior Scientist
Department of Sustainable Urban 
Mobility and Safety
Netherlands Organisation for 
Applied Scientific Research (TNO) 
Netherlands

X X

Peter 
Lercher  
(2013–2014)

Professor
Medical University of Innsbruck
Austria

X X

Marco 
Paviotti

Policy Officer 
Directorate-General for Environment 
European Commission 
Belgium

X X

Göran 
Pershagen

Professor
Institute of Environmental Medicine 
Karolinska Institute
Sweden

X X X

[
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Area of expertise Reference Area of expertise Reference
Noise sources and their 
measurement

1 Annoyance 6

Biological mechanisms of effects 2
Cognitive impairment, quality of life, mental 
health and well-being

7

Cardiovascular and metabolic 
diseases

3 Adverse birth outcomes 8

Sleep disturbance 4 Environmental noise interventions 9

Hearing impairment/tinnitus 5 Methodology and guideline development 10

Name Position and affiliation
Area of expertise sought for guideline development 

(see reference numbers above)

1 2 3 4 5 6 7 8 9 10

Kerstin 
Persson 
Waye

Professor
Occupational and Environmental 
Medicine
The Sahlgrenska Academy 
University of Gothenburg 
Sweden

X X X

Anna Preis Professor
Institute of Acoustics 
Adam Michiewicz University 
Poland

X X

Stephen 
Stansfeld 
(Chair)

Professor/Head of the Centre for 
Psychiatry
Barts and Queen Mary University of 
London
United Kingdom

X

Martin van 
den Berg

Senior Noise Expert
Ministry of Infrastructure and 
Environment
Netherlands

X

GRADE methodologist

Jos Verbeek

Senior Researcher
Finnish Institute of Occupational 
Health
Finland

X

Table A1.2. contd
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Table A1.3. Systematic Review Team

Systematic review 
topics

Experts involved Affiliation

Cardiovascular and 
metabolic diseases

Elise van Kempen National Institute of Public Health and the Environment (RIVM), 
Netherlands

Göran Pershagen Institute of Environmental Medicine, Karolinska Institute, Sweden

Maribel Casas 
Sanahuja

Institute for Global Health (ISGlobal), Spain

Maria Foraster Barcelona Institute for Global Health (ISGlobal), Spain and 
Swiss Tropical and Public Health Institute, Switzerland

Sleep disturbance Mathias Basner Department of Psychiatry, Perelman School of Medicine at the 
University of Pennsylvania, United States of America

Sarah McGuire Department of Psychiatry, Perelman School of Medicine at the 
University of Pennsylvania, United States of America

Hearing impairment and 
tinnitus

Mariola Sliwinska-
Kowalska 

Nofer Institute of Occupational Medicine, Poland

Kamil Rafal 
Zaborowski 

Nofer Institute of Occupational Medicine, Poland

Annoyance Rainer Guski Department of Psychology, Ruhr-University, Germany

Dirk Schreckenberg ZEUS GmbH, Centre for Applied Psychology, Environmental and 
Social Research, Germany

Rudolf Schuemer Consultant for ZEUS GmbH, Centre for Applied Psychology, 
Environmental and Social Research, Germany

Cognitive impairment, 
mental health and well-
being

Charlotte Clark Ove Arup & Partners, United Kingdom

Katarina Paunovic Institute of Hygiene and Medical Ecology, Faculty of Medicine, 
University of Belgrade, Serbia

Adverse birth outcomes Mark Nieuwenhuijsen Institute for Global Health (ISGlobal), Spain

Gordana Ristovska Institute of Public Health of Republic of Macedonia, the former 
Yugoslav Republic of Macedonia 

Payam Dadvand Institute for Global Health (ISGlobal), Spain

Interventions Lex Brown Griffith School of Environment/Urban Research Program, Griffith 
University, Australia

Irene Van Kamp National Institute of Public Health and the Environment (RIVM), 
Netherlands
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Table A1.4. External Review Group 

Area of expertise Reference Area of expertise Reference

Cardiovascular and metabolic diseases 1 Cognitive impairment, mental health and 
well-being 5

Sleep disturbance 2 Adverse birth outcomes 6

Hearing impairment/ Tinnitus 3 Environmental noise interventions 7

Annoyance 4 Recommendations and implementation 
guidance 8

Name Affiliation
Area of expertise sought for guideline 

development  (see reference numbers above)

1 2 3 4 5 6 7 8
Gunn Marit 
Aasvang

Norwegian Institute of Public Health, Norway X

Bernard Berry Berry Environmental Limited, United Kingdom X

Dick 
Botteldooren

Department of Information Technology, Ghent 
University, Belgium X

Stephen Conaty South Western Sydney Local Health District, 
Australia X

Ulrike Gehring Institute for Risk Assessment Sciences, 
Utrecht University, Netherlands X

Truls Gjestland SINTEF, Department of Acoustics, Norway X

Mireille Guay Healthy Environments and Consumer Safety 
Branch, Health Canada/Government of 
Canada, Canada

X X

Ayse Güven Audiology Department, Faculty of Heath 
Sciences, Baskent University, Turkey X

Anna Hansell Centre for Environmental Health & 
Sustainability, George Davies Centre, 
University of Leicester, United Kingdom

X X

Stylianos 
Kephalopoulos

European Commission, DG Joint Research 
Centre, Italy X X

Yvonne de 
Kluizenaar

The Netherlands Organization for applied 
scientific research (TNO), Netherlands X

David S. 
Michaud

Healthy Environments and Consumer Safety 
Branch, Health Canada/Government of 
Canada, Canada

X X

Arnaud Norena Université Aix-Marseille, Fédération 
de Recherche, Laboratoire Cognitive 
Neuroscience, France

X

Enembe 
Okokon

National Institute for Health and Welfare, 
Finland X

Dieter Schwela Stockholm Environment Institute, University 
of York, United Kingdom X

Daniel Shepherd AUT University, Auckland, New Zealand X

Mette Sörensen Danish Cancer Society Research Centre, 
Denmark X X

Rupert Thornley-
Taylor

Rupert Taylor Ltd, Noise and Vibration 
Consultants X X

David Welch School of Population Health, Faculty of 
Medical and Health Sciences, University of 
Auckland, New Zealand

X X
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Table A1.5. Stakeholders and end users that participated in the stakeholder consultation

Area of expertise/interest Reference Area of expertise Reference
Implementation of recommendations on 
railway noise

1
Implementation of recommendations on 
wind turbine noise

4

Implementation of recommendations on 
aircraft noise

2
Implementation of recommendations on 
leisure noise

5

Implementation of recommendations on 
road traffic noise

3
Implementation of overall 
recommendations

6

Organization Area of expertise specifically sought for 
Guidelines (see reference number above)

1 2 3 4 5 6
Airlines for Europe X

Airports Council International Europe (ACI) X

Anderson Acoustics X

Bundesverband der Deutschen Luftverkehrswirtschaft e.V. X

European Automobile Manufacturers’ Association (ACEA) X

European Aviation Safety Agency X

European Express Association X

European Noise Barrier Federation X

Flughafenverband (ADV) X

International Air Transport Association (IATA) X

International Civil Aviation Organization (ICAO) X

International Union of Railways X

Landesamt fuer Natur, Umwelt und Verbraucherschutz 
Nordrhein-Westfalen

X

Public Health Agency of Sweden X

Stephen Turner Acoustics X X

Union Européenne Contre les Nuisances Aeriennes X

Vie en.ro.se. X

Note: in total 53 organizations and institutions had been approached to participate in the stakeholder consultation.
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Annex 2. Systematic reviews and background documents used in preparation 
of the guidelines

Annex 2 provides a detailed list of all the supplementary documents accompanying the WHO 
environmental noise guidelines for the European Region.22 

Systematic reviews 
•	Basner M, McGuire S (2018). WHO environmental noise guidelines for the European Region: a 

systematic review on environmental noise and effects on sleep. Int J Environ Res Public Health. 
15(3):pii: E519 (http://www.mdpi.com/1660-4601/15/3/519/htm).

•	Brown AL, van Kamp I (2017). WHO environmental noise guidelines for the European Region: a 
systematic review of transport noise interventions and their impacts on health. Int J Environ Res 
Public Health. 14(8). pii: E873 (http://www.mdpi.com/1660-4601/14/8/873/htm).

•	Clark C, Paunovic K (2018). WHO environmental noise guidelines for the European Region: a 
systematic review on environmental noise and cognition. Int J Environ Res Public Health. 15(2). pii: 
E285 (http://www.mdpi.com/1660-4601/15/2/285/htm).

•	Clark C, Paunovic K (in press). WHO Environmental noise guidelines for the European Region: a 
systematic review on environmental noise and quality of life, wellbeing and mental health. Int J 
Environ Res Public Health.

•	Guski R, Schreckenberg D, Schuemer R (2017). WHO environmental noise guidelines for the 
European Region: a systematic review on environmental noise and annoyance. Int J Environ Res 
Public Health. 14(12). pii:1539 (http://www.mdpi.com/1660-4601/14/12/1539/htm).

•	Nieuwenhuijsen MJ, Ristovska G, Dadvand P (2017). WHO environmental noise guidelines for the 
European Region: a systematic review on environmental noise and adverse birth outcomes. Int 
J Environ Res Public Health. 14(10). pii: E1252 (http://www.mdpi.com/1660-4601/14/10/1252/
htm).

•	Śliwińska-Kowalska M, Zaborowski K (2017). WHO environmental noise guidelines for the European 
Region: a systematic review on environmental noise and permanent hearing loss and tinnitus. Int 
J Environ Res Public Health. 14(10). pii: E1139 (http://www.mdpi.com/1660-4601/14/10/1139/
htm). 

•	van Kempen E, Casas M, Pershagen G, Foraster M (2018). WHO environmental noise guidelines 
for the European Region: a systematic review on environmental noise and cardiovascular and 
metabolic effects: a summary. Int J Environ Res Public Health. 15(2). pii: E379 (http://www.mdpi.
com/1660-4601/15/2/379/htm).

22 All references were accessed on 27 June 2018.
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Background documents 
•	Eriksson C, Pershagen G, Nilsson M (2018). Biological mechanisms related to cardiovascular and 

metabolic effects by environmental noise. Copenhagen: WHO Regional Office for Europe (http://
www.euro.who.int/en/health-topics/environment-and-health/noise/publications/2018/biological-
mechanisms-related-to-cardiovascular-and-metabolic-effects-by-environmental-noise). 

•	Héroux ME, Verbeek J (2018a). Results from the search for available systematic reviews and 
meta-analyses on environmental noise. Copenhagen: WHO Regional Office for Europe (http://
www.euro.who.int/en/health-topics/environment-and-health/noise/publications/2018/results-
search-for-available-systematic-reviews-environmental-noise).

•	Héroux ME, Verbeek J (2018b). Methodology for systematic evidence reviews for the WHO 
environmental noise guidelines for the European Region. Copenhagen: WHO Regional 
Office for Europe (http://www.euro.who.int/en/health-topics/environment-and-health/noise/
publications/2018/methodology-systematic-evidence-reviews-who-environmental-guidelines-for-
the-european-region).
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Annex 3. Summary of conflict of interest management

All external contributors to the guidelines, including members of the GDG, Systematic Review Team 
and External Review Group, completed WHO declaration of interest forms in accordance with 
WHO’s policy for experts. Further, at the initial stage of the project WHO technical staff reviewed and 
accepted curricula vitae of the candidates for the GDG. 

At the beginning of the GDG meetings, the participants declared any conflict of interest by submitting 
declaration of interest forms. Updated declarations of interest were also collected from the members 
of the GDG, Systematic Review Team and External Review Group at the final stage of the project. 

The conflict of interest assessment was done according to WHO procedures. If a conflict was 
declared, an initial review was undertaken by the WHO Secretariat to assess its relevance and 
significance. A declared conflict of interest is insignificant or minimal if it is unlikely to affect or to be 
reasonably perceived to affect the expert’s judgment. Insignificant or minimal interests are: unrelated 
or only tangentially related to the subject of the activity or work and its outcome; nominal in amount 
or inconsequential in importance; or expired and unlikely to affect current behaviour. 

The WHO Secretariat reviewed and assessed the declarations. In one case the legal unit was 
consulted for advice; in another the potential conflict was reported in the updated declaration of 
interest at the final stage of the process and assessed unlikely to affect expert’s performance; in a 
further case a member of the GDG was also a co-author of a systematic review owing to the need 
to support systematic review authors with additional expertise, but there was no remuneration for 
this activity.

No member of the GDG or the Systematic Review Team was excluded from his or her role in the 
guideline development process. The declared conflicts of interest of the External Review Group 
members were considered when interpreting comments during the external review process. 
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Annex 4. Detailed overview of the evidence of important health outcomes 

As a first step of the evidence retrieval process, the GDG defined two categories of health outcome 
associated with environmental noise: those considered (i) critical or (ii) important, but not critical for 
decision-making in the guideline development process. 

The GDG relied on the critical health outcomes to inform its decisions on priority health outcomes, 
so only these were used to inform the recommendations. Nevertheless, as the relevance of some of 
important health outcomes was difficult to estimate a priori, systematic reviews were conducted for 
both critical and important health outcomes. 

This annex provides a detailed overview of the evidence of the important health outcomes – namely 
adverse birth outcomes, quality of life, well-being and mental health and metabolic outcomes – for 
each of the noise sources. A comprehensive discussion of all the evidence considered (both critical 
and important) is available in the published systematic reviews (see section 2.3.2 and Annex 2 for 
details). 

1. Road traffic noise

1.1 Adverse birth outcomes

In total, the systematic review found five studies (two with more or less the same population) on road 
traffic noise and birth outcomes and three related studies on total ambient noise, likely to be mostly 
road traffic noise. Too few studies for each of the various measures related to adverse birth outcomes 
were available to undertake a quantitative meta-analysis. There was evidence rated low quality for 
a relationship between road traffic noise and low birth weight (Dadvand et al., 2014; Gehring et al., 
2014; Hjortebjerg et al., 2016; Wu et al., 1996); however, the estimates were imprecise and in some 
cases not statistically significant. Further, there was no clear relation between exposure to road 
traffic noise and pre-term delivery, but there was a positive association between road traffic noise 
and small for gestational age (OR = 1.09; 95% CI: 1.06–1.12 per 6 dB increase). The evidence for 
both measures of adverse birth outcomes comes from the same publications and this evidence was 
rated low quality (Gehring et al., 2014; Hystad et al., 2014).

This evidence was supported by one ecological time-series study published recently looking at 
total ambient noise and various measures related to adverse birth outcomes (Arroyo et al., 2016a; 
2016b; Diaz et al., 2016).

1.2 Quality of life, well-being and mental health

Evidence rated moderate quality was found for an effect of road traffic noise on emotional and 
conduct disorders in childhood (Belojevic et al., 2012; Crombie et al., 2011; Hjortebjerg et al., 
2015; Ristovska et al., 2004; Stansfeld et al., 2005; 2009a; Tiesler et al., 2013) and evidence rated 
moderate quality for an association of road traffic noise with hyperactivity in children (Hjortebjerg et 
al., 2015; Tiesler et al., 2013).
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There was no clear relationship, however, between road traffic noise exposure and self-reported 
quality of life (evidence rated low quality) (Barcelo Perez & Piñeiro, 2008; Brink, 2011; Clark et al., 
2012; Honold et al., 2012; Roswall et al., 2015; Schreckenberg et al., 2010b; Stansfeld et al., 2005;  
2009b; van Kempen et al., 2010); medication intake for depression and anxiety (evidence rated 
very low quality) (Floud et al., 2011; Halonen et al., 2014); depression, anxiety and psychological 
distress (evidence rated very low quality) (Honold et al., 2012; Stansfeld et al., 2009b); and interview 
measures of depression and anxiety (evidence rated very low quality) (Stansfeld et al., 2009b). 

1.3 Metabolic outcomes

1.3.1 Diabetes

For the relationship between road traffic noise and the incidence of diabetes, one cohort study was 
identified, which included 57 053 participants and 2752 cases (Sörensen et al., 2013). The estimate 
of the effect was RR = 1.08 (95% CI: 1.02–1.14) per 10 dB Lden increase in noise across the range 
of 50–70 dB, and therefore the evidence was rated moderate quality.

Furthermore, two cross-sectional studies were identified that looked at the prevalence of diabetes 
(Selander et al., 2009; van Poll et al., 2014). The studies included 11 460 participants and 242 
cases. Both studies reported a harmful effect of noise, and one showed a statistically significant 
association. However, the results were imprecise and with serious risk of bias, so the evidence was 
rated very low quality.

1.3.2 Obesity

With regard to the association between road traffic noise and change in body mass index (BMI) 
and waist circumference, three cross-sectional studies were identified, with 71  431 participants 
(Christensen et al., 2016; Oftedal et al., 2014; 2015; Pyko et al., 2015). For each 10 dB increase 
in road traffic noise, there was a statistically nonsignificant increase in BMI of 0.03 kg/m2 (95% CI: 
−0.10–0.15 kg/m2) and in waist circumference of 0.17 cm (95% CI: −0.06–0.40 cm). There was 
inconsistency in the results between the studies; therefore, for both associations, the evidence was 
rated very low quality (Fig. A4.1 and Fig. A4.2).
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Notes:  The black vertical line corresponds to no effect of noise exposure. The black dots correspond to the estimated 
slope coefficients per 10 dB for each sex in each study, with 95% CIs. The diamond designates summary estimates 
and 95% CIs based on random effects models. The dashed red line corresponds to these summary estimates.

 Heterogeneity between studies: p = 0.000; heterogeneity between genders: p = 0.360; overall (I-squared = 84.4%, 
p = 0.000). Weights are from random effect analysis. 

Fig. A4.1 The association between exposure to road traffic noise (Lden) and BMI in three 
Nordic studies

Studies  

Norway
Women
Men

Sweden
Women
Men

Denmark
Women
Men

kg/m2 per 10 dB Lden (95% Cl)   % Weight

0.01 (-0.11–0.13)   17.65
-0.04 (-0.14–0.06)   18.62

-0.17 (-0.38–0.04)   12.81
-0.19 (-0.42–0.04)   12.12

0.20 (0.12–0.28)   19.50
0.19 (0.11–0.27)   19.29

0.03 (-0.10–0.15)  100.00

-1       -0.5       0       0.5       1        1.5 
kg/m2   per 10 dB Lden
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Notes:  The black vertical line corresponds to no effect of noise exposure. The black dots correspond to the estimated 
slope coefficients per 10 dB for each sex in each study, with 95% CIs. The diamond designates summary estimates 
and 95% CIs based on random effects models. The dashed red line corresponds to these summary estimates.

 Heterogeneity between studies: p = 0.001; heterogeneity between genders: p = 0.842; overall (I-squared = 69.0%, 
p = 0.007). Weights are from random effect analysis. 

2. Railway noise

2.1 Adverse birth outcomes 

No studies were found, and therefore no evidence was available on the association between railway 
noise and adverse birth outcomes.

2.2 Quality of life, well-being and mental health

Evidence rated very low quality was found for a weak effect of railway noise exposure on self-
reported quality of life or health, albeit from a limited number of studies (Roswall et al., 2015; Torre et 
al., 2007). There was evidence rated moderate quality for an effect of railway noise on emotional and 
conduct disorders in childhood (Hjortebjerg et al., 2015), but no clear relationship between railway 
noise and children’s hyperactivity (Hjortebjerg et al., 2015); this evidence was rated moderate quality.

cm per 10 dB Lden

Fig. A4.2  The association between exposure to road traffic noise (Lden) and waist circumference 
in three Nordic studies

Studies  

orway
Women
Men

Sweden
Women
Men

Denmark
Women
Men

cm per 10 dB Lden (95% Cl)       % Weight

-0.12 (-0.43–0.19) 17.78
-0.18 (-0.47–0.11)     18.51

-0.56 (0.05–1.07)    11.57
-0.12 (-0.47–0.71)          9.75

0.30 (0.08–0.52)        21.28
0.40 (0.18–0.62)        21.10

0.17 (-0.06–0.40)     100.00

-1       -0.5       0       0.5       1        1.5 
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2.3 Metabolic outcomes

2.3.1 Diabetes

One cohort study was identified that looked at the relationship between railway noise and the 
incidence of diabetes (Sörensen et al., 2013). The cohort study of 57 053 participants, including 
2752 cases, found evidence rated moderate quality that there was no considerable effect of railway 
noise on diabetes, with an RR of 0.97 (95% CI: 0.89–1.05) per 10 dB Lden increase in noise. 

Furthermore, one cross-sectional study was identified that looked at the relationship between 
railway noise and the prevalence of diabetes (van Poll et al., 2014), including 9365 participants and 
89 cases. An RR of 0.21 (95% CI: 0.05–0.82) per 10 dB Lden increase in noise was found, but the 
reasons for the beneficial effect were not immediately apparent. The evidence in the study was rated 
very low quality.

2.3.2 Obesity

Regarding the association between railway noise and change in BMI and waist circumference, two 
cross-sectional studies were identified, with 57 531 participants (Christensen et al., 2016; Pyko 
et al., 2015). Christensen and colleagues observed a statistically significant increase of 0.18 kg/
m2 (95% CI: 0.00–0.36 kg/m2) per 10 dB for BMI and 0.62 cm (95% CI: 0.14–1.09 cm) per 10 dB 
for waist circumference in those exposed to railway noise, at levels above 60 dB Lden. Pyko and 
colleagues found a statistically significant increase in waist circumference of 0.92  cm (95% CI: 
0.06–1.78 cm) per 10 dB Lden. The corresponding estimate for BMI was statistically nonsignificant, 
at 0.06 kg/m2 (95% CI: −0.02–0.16 kg/m2). The evidence was rated low/very low quality.

3. Aircraft noise 

3.1 Adverse birth outcomes

Evidence rated very low quality was available for an association between aircraft noise and pre-term 
delivery, low birth weight and congenital anomalies, as evidenced by six studies included in the 
systematic review (Ando & Hattori, 1973; Edmonds et al., 1979; Jones & Tauscher, 1978; Knipschild 
et al., 1981; Matsui et al., 2003; Schell, 1981). The potential for risk of bias in these was high and 
the results tended to be inconsistent.

3.2 Quality of life, well-being and mental health

Evidence rated very low quality was available for an effect of aircraft noise on medication intake for 
depression and anxiety (Floud et al., 2011). There was evidence rated very low quality for an effect 
of aircraft noise exposure on interview measures of depression and anxiety (Hardoy et al., 2005) and 
rated low quality for an association of aircraft noise with hyperactivity in children (Clark et al., 2013; 
Crombie et al., 2011; Stansfeld et al., 2009a).

The evidence showed, however, no substantial effect of aircraft noise on self-reported quality of 
life or health (Clark et al., 2012; Schreckenberg et al., 2010a; 2010b; Stansfeld et al., 2005; van 
Kempen et al., 2010) or on emotional and conduct disorders in childhood (Clark et al., 2012; 2013; 
Crombie et al., 2011; Stansfeld et al., 2005; 2009a). This evidence was rated very low quality.
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3.3 Metabolic outcomes

3.3.1 Diabetes

For the relationship between aircraft noise and incidence of diabetes one cohort study was identified, 
including 5156 participants and 1346 cases (Eriksson et al., 2014). The estimate of the effect was 
imprecise, with an RR of 0.99 (95% CI: 0.47–2.09) per 10 dB Lden increase in noise; the evidence 
was therefore rated very low quality.

Furthermore, one cross-sectional study was identified that looked at the prevalence of diabetes (van 
Poll et al., 2014), including 9365 participants and 89 cases. The RR was 1.01 (95% CI: 0.78–1.31) 
per 10 dB increase in aircraft noise. The evidence was rated very low quality.

3.3.2 Obesity

For the association between aircraft noise and change in BMI and waist circumference, one cohort 
study was identified, with 5156 participants (Eriksson et al., 2014). For each 10 dB increase in 
aircraft noise level, the increase in BMI was 0.14 kg/m2 (95% CI: −0.18–0.45) (evidence rated low 
quality), and the increase in waist circumference was 3.46 cm (95% CI: 2.13–4.77) (evidence rated 
moderate quality). The range of noise levels in the study was 48–65 dB Lden. In the case of BMI, the 
change over the whole range in noise values was not statistically significant and was less than what 
could be considered clinically relevant (3–5% change in BMI); however, for waist circumference, the 
change was equivalent to an increase of 5.8 cm. 

4. Wind turbine noise

4.1 Quality of life, well-being and mental health

Five low-quality systematic reviews of wind turbine noise effects on mental health and well-being 
have been carried out (Ellenbogen et al., 2012; Kurpas et al., 2013; Merlin et al., 2013; Onakpoya 
et al., 2015; Schmidt & Klokker, 2014 ). These reviews differed in their conclusions and delivered 
inconsistent evidence that wind turbine noise exposure is associated with poorer quality of life, well-
being and mental health. Therefore, the evidence for no substantial effect of wind turbine noise on 
quality of life, well-being or mental health was rated very low quality. 

4.2 Metabolic outcomes

4.2.1 Diabetes

For the relationship between wind turbine noise and prevalence of diabetes, three cross-sectional 
studies were identified, with a total of 1830 participants (Bakker et al., 2012; Pedersen, 2011; 
Pedersen & Larsman, 2008; Pedersen & Persson Waye, 2004; 2007; Pedersen et al., 2009; van den 
Berg et al., 2008). The number of cases was not reported. The effect sizes varied across studies, 
and only one study found a positive association between exposure to wind turbine noise and the 
prevalence of diabetes; therefore, no meta-analysis was performed. Due to very serious risk of 
bias and imprecision in the results, this evidence was rated very low quality. As a result, there is no 
clear relationship between audible noise (greater than 20 Hz) from wind turbines or wind farms and 
prevalence of diabetes (Fig. A4.3). 
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Note: The dotted vertical line corresponds to no effect of exposure to wind turbine noise. The black circles correspond to 
the estimated RR per 10 dB (sound pressure level) and 95% CI.
For further details on the studies included in the figure please refer to the systematic review on environmental noise 
and cardiovascular and metabolic effects (van Kempen et al., 2018).

5. Leisure noise
Owing to a lack of evidence meeting the critieria for systematic reviewing, no results for any of the 
important health outcomes can be given for exposure to leisure noise.

Fig. A4.3 The association between exposure to wind turbine noise (sound pressure level) and 
self-reported diabetes

Study (N)

SWE–00 (351)

SWE–05 (754)

NL–07 (725)

0.0370     0.1111     0.3333     1.0000     3.0000    9.0000    27.0000 

Estimated RR per 10 dB
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Noise is an important public health issue. It has 
negative impacts on human health and well-being 
and is a growing concern. The WHO Regional 
Office for Europe has developed these guidelines, 
based on the growing understanding of these 
health impacts of exposure to environmental noise. 
The main purpose of these guidelines is to provide 
recommendations for protecting human health 
from exposure to environmental noise originating 
from various sources: transportation (road traffic, 
railway and aircraft) noise, wind turbine noise and 
leisure noise. They provide robust public health 
advice underpinned by evidence, which is essential 
to drive policy action that will protect communities 
from the adverse effects of noise. The guidelines 
are published by the WHO Regional Office for 
Europe. In terms of their health implications, the 
recommended exposure levels can be considered 
applicable in other regions and suitable for a global 
audience. 
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Background

Anxiety disorders are common psychiatric conditions affecting children and ado-
lescents. Although cognitive behavioral therapy and selective serotonin-reuptake in-
hibitors have shown efficacy in treating these disorders, little is known about their 
relative or combined efficacy.

Methods

In this randomized, controlled trial, we assigned 488 children between the ages of 
7 and 17 years who had a primary diagnosis of separation anxiety disorder, general-
ized anxiety disorder, or social phobia to receive 14 sessions of cognitive behav-
ioral therapy, sertraline (at a dose of up to 200 mg per day), a combination of ser-
traline and cognitive behavioral therapy, or a placebo drug for 12 weeks in a 2:2:2:1 
ratio. We administered categorical and dimensional ratings of anxiety severity and 
impairment at baseline and at weeks 4, 8, and 12.

Results

The percentages of children who were rated as very much or much improved on the 
Clinician Global Impression–Improvement scale were 80.7% for combination ther-
apy (P<0.001), 59.7% for cognitive behavioral therapy (P<0.001), and 54.9% for 
sertraline (P<0.001); all therapies were superior to placebo (23.7%). Combination 
therapy was superior to both monotherapies (P<0.001). Results on the Pediatric 
Anxiety Rating Scale documented a similar magnitude and pattern of response; 
combination therapy had a greater response than cognitive behavioral therapy, 
which was equivalent to sertraline, and all therapies were superior to placebo. Ad-
verse events, including suicidal and homicidal ideation, were no more frequent in 
the sertraline group than in the placebo group. No child attempted suicide. There 
was less insomnia, fatigue, sedation, and restlessness associated with cognitive 
behavioral therapy than with sertraline.

Conclusions

Both cognitive behavioral therapy and sertraline reduced the severity of anxiety in 
children with anxiety disorders; a combination of the two therapies had a superior 
response rate. (ClinicalTrials.gov number, NCT00052078.)

The New England Journal of Medicine 
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A nxiety disorders are common in 
children and cause substantial impairment 
in school, in family relationships, and in 

social functioning.1,2 Such disorders also predict 
adult anxiety disorders and major depression.3-6 

Despite a high prevalence (10 to 20%3,7,8) and 
substantial morbidity, anxiety disorders in child-
hood remain underrecognized and undertreated.1,9 
An improvement in outcomes for children with 
anxiety disorders would have important public 
health implications.

In clinical trials, separation and generalized 
anxiety disorders and social phobia are often 
grouped together because of the high degree of 
overlap in symptoms and the distinction from 
other anxiety disorders (e.g., obsessive–compulsive 
disorder). Efficacious treatments for these disor-
ders include cognitive behavioral therapy10,11 and 
the use of selective serotonin-reuptake inhibitors 
(SSRIs).12,13 However, randomized, controlled tri-
als comparing cognitive behavioral therapy, the 
use of an SSRI, or the combination of both thera-
pies with a control are lacking. The evaluation of 
combination therapy is particularly important be-
cause approximately 40 to 50% of children with 
these disorders do not have a response to short-
term treatment with either monotherapy.14,15

Our study, called the Child–Adolescent Anxi-
ety Multimodal Study, was designed to address the 
current gaps in the treatment literature by evalu-
ating the relative efficacy of cognitive behavioral 
therapy, sertraline, a combination of the two thera-
pies, and a placebo drug. This article reports the 
results of short-term treatment.

Me thods

Study Design and Implementation

This study was designed as a two-phase, multi-
center, randomized, controlled trial for children 
and adolescents between the ages of 7 and 17 years 
who had separation or generalized anxiety disor-
der or social phobia. Phase 1 was a 12-week trial 
of short-term treatment comparing cognitive be-
havioral therapy, sertraline, and their combina-
tion with a placebo drug. Phase 2 is a 6-month open 
extension for patients who had a response in 
phase 1.

The authors designed the study, wrote the manu-
script, and vouch for the data gathering and analy-
sis. Pfizer provided sertraline and matching pla-

cebo free of charge but was not involved in the 
design or implementation of the study, the analy-
sis or interpretation of data, the preparation or 
review of the manuscript, or the decision to pub-
lish the results of the study. 

Study Subjects

Children between the ages of 7 and 17 years with 
a primary diagnosis of separation or generalized 
anxiety disorder or social phobia (according to 
the criteria of the Diagnostic and Statistical Manual of 
Mental Disorders, fourth edition, text revision 
[DSM-IV-TR]16), substantial impairment, and an 
IQ of 80 or more were eligible to participate. 
Children with coexisting psychiatric diagnoses 
of lesser severity than the three target disorders 
were also allowed to participate; such diagnoses 
included attention deficit–hyperactivity disorder 
(ADHD) while receiving stable doses of stimulant 
and obsessive–compulsive, post-traumatic stress, 
oppositional–defiant, and conduct disorders. Chil-
dren were excluded if they had an unstable medi-
cal condition, were refusing to attend school be-
cause of anxiety, or had tried but had not had a 
response to two adequate trials of SSRIs or an 
adequate trial of cognitive behavioral therapy. 
Girls who were pregnant or were sexually active 
and were not using an effective method of birth 
control were also excluded. Children who were re-
ceiving psychoactive medications other than stable 
doses of stimulants and who had psychiatric diag-
noses that made participation in the study clini-
cally inappropriate (i.e., current major depressive 
or substance-use disorder; unmedicated ADHD, 
combined type; or a lifetime history of bipolar, 
psychotic, or pervasive developmental disorders) 
or who presented an acute risk to themselves or 
others were also excluded.

Recruitment occurred from December 2002 
through May 2007 at Duke University Medical Cen-
ter, New York State Psychiatric Institute–Colum-
bia University Medical Center–New York Univer-
sity, Johns Hopkins Medical Institutions, Temple 
University, University of California, Los Angeles, 
and Western Psychiatric Institute and Clinic–Uni-
versity of Pittsburgh Medical Center. The proto-
col was approved and monitored by institutional 
review boards at each center and by the data and 
safety monitoring board of the National Institute 
of Mental Health. Subjects and at least one parent 
provided written informed consent. 

The New England Journal of Medicine 
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Interventions

Cognitive behavioral therapy involved fourteen  
60-minute sessions, which included review and rat-
ings of the severity of subjects’ anxiety, response 
to treatment, and adverse events. Therapy was 
based on the Coping Cat program,17,18 which was 
adapted for the subjects’ age and the duration of 
the study.19 Each subject who was assigned to re-
ceive cognitive behavioral therapy received training 
in anxiety-management skills, followed by behav-
ioral exposure to anxiety-provoking situations. 
Parents attended weekly check-ins and two parent-
only sessions. Experienced psychotherapists, cer-
tified in the Coping Cat protocol, received regular 
site-level and cross-site supervision.

Pharmacotherapy involved eight sessions of 
30 to 60 minutes each that included review and 
ratings of the severity of subjects’ anxiety, their 
response to treatment, and adverse events. Ser-
traline (Zoloft) and matching placebo were ad-
ministered on a fixed–flexible schedule begin-
ning with 25 mg per day and adjusted up to 200 
mg per day by week 8. Through week 8, subjects 
who were considered to be mildly ill or worse 
and who had minimal side effects were eligible 
for dose increases. Psychiatrists and nurse clini-
cians with experience in medicating children with 
anxiety disorders were certified in the study phar-
macotherapy protocol and received regular site-
level and cross-site supervision. Pill counts and 
medication diaries were used to facilitate and 
document adherence.

Combination therapy consisted of the admin-
istration of sertraline and cognitive behavioral 
therapy. Whenever possible, therapy and medica-
tion sessions occurred on the same day for the 
convenience of subjects.

Objectives

Study objectives were, first, to compare the rela-
tive efficacy of the three active treatments with 
placebo; second, to compare combination thera-
py with either sertraline or cognitive behavioral 
therapy alone; and third, to assess the safety and 
tolerability of sertraline, as compared with pla-
cebo. We hypothesized that all three active treat-
ments would be superior to placebo and that 
combination therapy would be superior to either 
sertraline or cognitive behavioral therapy alone.

Outcome Assessments

We obtained demographic information, informa-
tion on symptoms of anxiety, and data on coex-

isting disorders and psychosocial functioning us-
ing reports from both the subjects and their 
parents and from interviews of subjects and par-
ents at the time of screening, at baseline, and at 
weeks 4, 8, and 12. The interviews were adminis-
tered by independent evaluators who were unaware 
of study-group assignments.

We used the Anxiety Disorders Interview Sched-
ule for DSM-IV-TR, Child Version,20 to establish 
diagnostic eligibility. The categorical primary out-
come was the treatment response at week 12, 
which was defined as a score of 1 (very much 
improved) or 2 (much improved) on the Clinical 
Global Impression–Improvement scale,21 which 
ranges from 1 to 7, with lower scores indicating 
more improvement, as compared with baseline. 
A score of 1 or 2 reflects a substantial, clinically 
meaningful improvement in anxiety severity. The 
dimensional primary outcome was anxiety sever-
ity as measured on the Pediatric Anxiety Rating 
Scale, computed by the summation of six items 
assessing anxiety severity, frequency, distress, 
avoidance, and interference during the previous 
week.22 Total scores on this scale range from 0 to 
30, with scores above 13 indicating clinically 
meaningful anxiety. The Children’s Global As-
sessment Scale23 was used to rate overall impair-
ment. Scores on this scale range from 1 to 100; 
scores of 60 or lower are considered to indicate 
a need for treatment, and a score of 50 corre-
sponds to moderate impairment that affects most 
life situations and is readily observable. Agree-
ment among the raters was high for anxiety se-
verity (r = 0.85) and diagnostic status (intraclass 
correlation coefficient = 0.82 to 0.88) on the basis 
of a videotaped review of 10% of assessments by 
independent evaluators that were performed at 
baseline and at week 12.

Adverse Events

Adverse events were defined as any unfavorable 
change in the subjects’ pretreatment condition, 
regardless of its relationship to a particular ther-
apy. Serious adverse events were life-threatening 
events, hospitalization, or events leading to ma-
jor incapacity. Harm-related adverse events were 
defined as thoughts of harm to self or others or 
related behaviors.

All subjects were interviewed at the start of 
each visit by the study coordinator with the use 
of a standardized script. Identified adverse events 
and harm-related events were then evaluated and 
rated by each subject’s study clinician. This re-
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port presents data on all serious adverse events, 
all harm-related adverse events, and moderate 
and severe (i.e., functionally impairing) adverse 
events that occurred in 3% or more of subjects 
in any study group. The data and safety monitor-
ing board of the National Institute of Mental 
Health performed a quarterly review of reported 
adverse events.

Given the greater number of study visits (and 
hence more reporting opportunities) and the un-
blinded administration of sertraline in the com-
bination-therapy group, the test of the adverse-
event profile of sertraline focused on statistical 
comparisons between sertraline and placebo and 
sertraline and cognitive behavioral therapy.

Randomization and Masking

The randomization sequence in a 2:2:2:1 ratio was 
determined by a computer-generated algorithm 
and maintained by the central pharmacy, with 
stratification according to age, sex, and study cen-
ter. Subjects were assigned to study groups after 
being deemed eligible and undergoing verbal re-
consent with a study investigator. Subjects in the 
sertraline and placebo groups did not know 
whether they were receiving active therapy, nor 
did their clinicians. However, subjects who received 
combination therapy knew they were receiving 
active sertraline. The study protocol called for in-
dependent evaluators who completed assessments 
to be unaware of all treatment assignments.

Statistical Analysis

On the basis of previous studies,10-15 we hypoth-
esized that 80% of children in the combination-
therapy group, 60% in either the sertraline group 
or the cognitive-behavioral-therapy group, and 
30% in the placebo group would be considered to 
have had a response to treatment at week 12. We 
determined that we needed to enroll 136 subjects 
in each active-treatment group and 70 subjects in 
the placebo group for the study to have a power 
of 80% to detect a minimum difference of 17% 
between any two study groups in the rate of re-
sponse, assuming an alpha of 0.05 and a two-
tailed test with no adjustment for multiple com-
parisons.  

Analyses were performed with the use of SAS 
software, version 9.1.3 (SAS Institute). For cate-
gorical outcomes (including data regarding ad-
verse events), treatments were compared with 
the use of Pearson’s chi-square test, Fisher’s ex-
act test, or logistic regression, as appropriate. 

Logistic-regression models included the study 
center as a covariate. For dimensional outcomes, 
linear mixed-effects models (implemented with 
the use of PROC MIXED) were used to determine 
predicted mean values at each assessment point 
(weeks 4, 8, and 12) and to test the study hy-
potheses with respect to between-group differ-
ences at week 12. In each linear mixed-effects 
model, time and study group were included as 
fixed effects, with linear and quadratic time and 
time-by-treatment group interaction terms. Each 
model also began with a limited number of co-
variates (e.g., age, sex, and race), followed by 
backward stepping to identify the best-fitting 
and most parsimonious model. In all models, 
random effects included intercept and linear 
slope terms, and an unstructured covariance was 
used to account for within-subject correlation 
over time. All comparisons were planned and 
tests were two-sided. A P value of less than 0.05 
was considered to indicate statistical signifi-
cance. The sequential Dunnett test was used to 
control the overall (familywise) error rate.24

We analyzed data from all subjects according 
to study group. Sensitivity analyses were per-
formed with the last observation carried forward 
(LOCF) and multiple imputation assuming miss-
ingness at random. Results were similar for the 
two missing-data methods. We report the results 
of the LOCF analysis because the response rates 
were lower and hence provide a more conserva-
tive estimate of outcomes.

R esult s

Subjects

A total of 3066 potentially eligible subjects were 
screened by telephone (Fig. 1). Of these subjects, 
761 signed consent forms and completed the in-
clusion and exclusion evaluation, 524 were deemed 
to be eligible and completed the baseline assess-
ment, and 488 underwent randomization. Eleven 
subjects (2.3%) stopped treatment but were in-
cluded in the assessment (treatment withdraw-
als); 46 subjects (9.4%) stopped both treatment 
and assessment (study withdrawals). On the ba-
sis of logistic-regression analyses, pairwise com-
parisons indicated that subjects in the cognitive-
behavioral-therapy group were significantly less 
likely to withdraw from treatment than were those 
in the sertraline group (odds ratio, 0.33; 95% con-
fidence interval [CI], 0.13 to 0.87; P = 0.03) or the 
placebo group (odds ratio, 0.24; 95% CI; 0.09 to 
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Figure 1. Enrollment and Outcomes. 

I 

3066 Chi ldren were screened 
I 

2305 Were excluded 
1066 Were ineligible 

796 Were not interested 
443 Were lost after ini tial contact 

I 761 Were included in intake v isit I 
23 7 Were excluded 

l 0Were not interested 
154 Were ineligible 

73 H ad other reasons 

I 

524 Were included in baseline visi t 
I 

36 Were excluded 
3 H ad improved symptoms 
3 Met exclusion cri teria 

11 Were no longer interested 
19 Lost contact 

488 Underwent random ization 

133 Were assigned to receive 
sertraline alone 

7 Wi thdrew from treatment 
5 Decl ined treatment 
2 Had an adverse event 

16 W ithdrew from study 
3 Lost contact 
7 W ithdrew consent 
6 Had an adverse event 

110 Completed the study 
through wk 12 

133 Were included in the analys is 

139 Were assigned to receive 
CBT alone 

0 Wi thdrew from treatment 

6 Wi thdrew from study 
2 Lost contact 
1 Had time burden 
1 Wi thdrew consent 
1 Had lack of improvement 
1 Had unknown reason 

133 Completed the study 
through wk 12 

139 Were included in the analysis 

76 Were assigned to receive 
placebo 

3 Wi thdrew from treatmen t 
1 Had improved symptoms 
2 Had adverse events 

12 W i thdrew from study 
2 Lost contact 
1 H ad t ime burden 
6 W i thdrew consent 
1 H ad lack of improvement 
1 H ad adverse event 
1 H ad unknown reason 

61 Completed the study 
through wk 12 

76 Were included in the analysis 

Subjects who are shown as having withdrawn from treatment discontinued their assigned therapy but continued to undergo study assessment. Sub
jects who are shown as having withdrawn from the study discontinued both therapy and assessment. CBT denotes cognitive behavioral therapy. 
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Table 1. Baseline Characteristics of the Subjects and Recruitment According to Study Center.*

Variable

Combination 
Therapy 
(N = 140)

Sertraline 
(N = 133)

Cognitive Behavioral 
Therapy 
(N = 139)

Placebo 
(N = 76)

All Subjects 
(N = 488) P Value

Study center — no. (%)

New York State Psychiatric Institute–Columbia 
University Medical Center–New York 
University

18 (12.9) 15 (11.3) 16 (11.5) 10 (13.2) 59 (12.1)

Duke University Medical Center 29 (20.7) 29 (21.8) 30 (21.6) 16 (21.1) 104 (21.3)

Johns Hopkins Medical Institutions 30 (21.4) 27 (20.3) 29 (20.9) 15 (19.7) 101 (20.7)

Temple University–University of Pennsylvania 22 (15.7) 23 (17.3) 22 (15.8) 13 (17.1) 80 (16.4)

University of California, Los Angeles 21 (15.0) 20 (15.0) 21 (15.1) 11 (14.5) 73 (15.0)

Western Psychiatric Institute and Clinic–University 
of Pittsburgh Medical Center

20 (14.3) 19 (14.3) 21 (15.1) 11 (14.5) 71 (14.5)

Demographic characteristics

Age

7–12 yr — no. (%) 101 (72.1) 99 (74.4) 108 (77.7) 54 (71.1) 362 (74.2) 0.66

Mean — yr 10.7±2.8 10.8±2.8 10.5±2.9 10.6±2.8 10.7±2.8 0.93

Female sex — no. (%) 72 (51.4) 61 (45.9) 72 (51.8) 37 (48.7) 242 (49.6) 0.75

Race or ethnic group — no. (%)† 0.43

White 116 (82.9) 103 (77.4) 106 (76.3) 60 (78.9) 385 (78.9)

Black 11 (7.9) 12 (9.0) 14 (10.1) 7 (9.2) 44 (9.0)

Asian 6 (4.3) 4 (3.0) 1 (0.7) 1 (1.3) 12 (2.5)

American Indian 1 (0.7) 2 (1.5) 3 (2.2) 0 6 (1.2)

Pacific Islander 1 (0.7) 0 0 1 (1.3) 2 (0.4)

Other 5 (3.6) 12 (9.0) 15 (10.8) 7 (9.2) 39 (8.0)

Hispanic 16 (11.4) 15 (11.3) 21 (15.1) 7 (9.2) 59 (12.1) 0.59

Low socioeconomic status — no. (%)‡ 35 (25.0) 35 (26.3) 33 (23.7) 21 (27.6) 124 (25.4) 0.92

Primary diagnosis of anxiety disorder — no. (%)

Separation anxiety only 2 (1.4) 5 (3.8) 6 (4.3) 3 (3.9) 16 (3.3) 0.53

Social phobia only 14 (10.0) 19 (14.3) 16 (11.5) 6 (7.9) 55 (11.3) 0.51

Generalized anxiety only 10 (7.1) 8 (6.0) 11 (7.9) 4 (5.3) 33 (6.8)  0.87

Separation anxiety and social phobia 12 (8.6) 7 (5.3) 7 (5.0) 7 (9.2) 33 (6.8) 0.46

Separation anxiety and generalized anxiety 13 (9.3) 12 (9.0) 8 (5.8) 6 (7.9) 39 (8.0) 0.69

Social phobia and generalized anxiety 41 (29.3) 37 (27.8) 40 (28.8) 19 (25.0) 137 (28.1) 0.92

Separation anxiety, social phobia, and generalized 
anxiety

48 (34.3) 45 (33.8) 51 (36.7) 31 (40.8) 175 (35.9) 0.74

Secondary diagnosis of coexisting disorder — no. (%)§

Other internalizing disorders¶ 70 (50.0) 55 (41.4) 56 (40.3) 32 (42.1) 213 (43.6) 0.35

Attention deficit–hyperactivity disorder 16 (11.4) 17 (12.8) 16 (11.5) 9 (11.8) 58 (11.9) 0.98

Oppositional–defiant disorder or conduct disorder 14 (10.0) 11 (8.3) 14 (10.1) 7 (9.2) 46 (9.4) 0.95

Tic disorder 4 (2.9) 5 (3.8) 2 (1.4) 2 (2.6) 13 (2.7) 0.70

* Plus–minus values are means ±SD.
† Race or ethnic group was reported by the subjects.
‡ Low socioeconomic status was defined as a score of 3 or less on the Hollingshead Two-Factor Scale, which ranges from 1 to 5.
§ Secondary diagnosis of coexisting disorders refers to an allowable diagnosis that was rated as less severe than the anxiety disorder of interest.
¶ Other internalizing disorders include other anxiety disorders and dysthymia.
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0.67; P = 0.006). Of the 488 subjects who under-
went randomization, 459 (94.1%) completed at 
least one postbaseline assessment, 396 (81.1%) 
completed all four assessments, and 440 (90.2%) 
completed the assessment at week 12. Subjects 
were recruited primarily through advertisements 
(52.2%) or clinical referrals (44.1%).

Of 14 possible sessions of cognitive behavioral 
therapy, the mean (±SD) number of sessions com-
pleted was 12.7±2.8 in the combination-therapy 
group and 13.2±2.0 in the cognitive-behavioral-

therapy group. The mean dose of sertraline at 
the final visit was 133.7±59.8 mg per day (range, 
25 to 200) in the combination-therapy group, 
146.0±60.8 mg per day (range, 25 to 200) in the 
sertraline group, and 175.8±43.7 mg per day 
(range, 50 to 200) in the placebo group.

Demographic and Clinical Characteristics

There were no significant differences among study 
groups with respect to baseline demographic and 
clinical characteristics (Table 1). The mean age 

Table 2. Key Outcomes at 12 Weeks.*

Assessment Scale and Week of Evaluation

Combination  
Therapy 
(N = 140)

Sertraline 
(N = 133)

Cognitive Behavioral 
Therapy
(N = 139)

Placebo
(N = 76)

Clinical Global Impression–Improvement scale  
— % with response to therapy (95% CI)†

Baseline NA NA NA NA

Week 4 21.4 (15.4–29.0) 18.8 (13.0–18.8) 9.3 (5.5–15.5) 6.6 (2.6–14.9)

Week 8 54.3 (46.0–62.3) 47.4 (39.1–55.8) 29.5 (22.6–37.6) 22.4 (14.4–33.1)

Week 12 80.7 (73.3–86.4) 54.9 (46.4–63.1) 59.7 (51.4–67.5) 23.7 (15.5–34.5)

Score on Pediatric Anxiety Rating Scale — 
mean (95% CI)‡§

Baseline 19.4±3.9 (18.8–20.1) 18.8±3.9 (18.1–19.4) 18.9±3.9 (18.2–19.6) 19.6±3.9 (18.7–20.5)

Week 4 14.6±3.9 (14.0–15.3) 14.2±4.0 (13.6–14.9) 16.0±3.9 (15.4–16.7) 16.0±4.1 (15.0–16.9)

Week 8 10.6±4.9 (9.8–11.4) 11.2±5.0 (10.4–12.1) 13.3±4.8 (12.5–14.1) 13.6±5.2 (12.5–14.8)

Week 12 7.4±6.0 (6.4–8.4) 9.8±6.2 (8.7–10.8) 10.8±5.9 (9.8–11.7) 12.6±6.3 (11.2–14.0)

Score on Clinical Globe Impressions–
Severity — mean (95% CI)§¶

Baseline 5.1±0.7 (5.0–5.2) 5.0±0.7 (4.8–5.1) 5.0±0.7 (4.9–5.1) 5.1±0.7 (5.0–5.3)

Week 4 4.2±0.8 (4.0–4.3) 4.1±0.8 (4.0–4.2) 4.5±0.8 (4.4–4.6) 4.4±0.8 (4.2–4.6)

Week 8 3.3±1.0 (3.1–3.4) 3.5±1.0 (3.3–3.6) 3.9±1.0 (3.7–4.1) 4.0±1.1 (3.7–4.2)

Week 12 2.4±1.3 (2.2–2.7) 3.0±1.3 (2.8–3.2) 3.3±1.3 (3.1–3.5) 3.8±1.4 (3.5–4.1)

Score on Children’s Global Assessment 
Scale — mean (95% CI)§‖

Baseline 50.5±7.0 (49.3–51.7) 50.9±7.0 (49.7–52.1) 51.0±7.1 (49.8–52.1) 50.1±7.0 (48.5–51.6)

Week 4 56.2±6.7 (55.1–57.4) 56.8±6.9 (55.6–57.9) 54.3±6.7 (53.1–55.4) 54.6±7.0 (53.0–56.2)

Week 8 62.3±8.3 (60.9–63.6) 61.4±8.5 (60.0–62.9) 58.5±8.2 (57.2–59.9) 58.0±8.7 (56.0–59.9)

Week 12 68.6±10.4 (66.9–70.3) 65.0±10.7 (63.1–66.8) 63.8±10.2 (62.1–65.5) 60.1±10.9 (57.7–62.6)

* Plus–minus values are means ±SD. All analyses were performed on data from the intention-to-treat population. Primary outcome variables 
were scores on the Clinical Global Impression–Improvement scale and the Pediatric Anxiety Rating Scale. NA denotes not applicable.

† Values are the proportion of subjects who had a response to therapy, which was defined as a score of 1 (very much improved) or 2 (much 
improved) on the Clinical Global Impression–Improvement scale, which ranges from 1 to 7, with lower scores indicating more improve-
ment, as compared with baseline.

‡ Scores on the Pediatric Anxiety Rating Scale range from 0 to 30, with scores higher than 13 consistent with moderate levels of anxiety and a 
diagnosis of an anxiety disorder.

§ Values are expected mean scores, which were determined by linear mixed-effects model analysis.
¶ Scores on the Clinical Global Impression–Severity scale range from 1 to 7, with higher scores indicating greater severity of the disorder. 
‖ Scores on the Children’s Global Assessment Scale range from 1 to 100, with lower scores indicating greater impairment. Scores of 60 or 

lower are considered to indicate a need for treatment, and a score of 50 corresponds to moderate impairment that affects most life situa-
tions and is readily observable.
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of participants was 10.7±2.8 years, with 74.Ro 
under the age of 13 years. There were nearly 
equal numbers of male and female subjects. Most 
subjects were white (78.9%), with other racial 
and ethnic groups represented. Subjects came 
from predominantly middle-class and upper
middle-class families (74.6%) and lived with both 
biologic parents (70.3%). Most subjects had re
ceived the diagnosis of two or more primary 
anxiety disorders (78. 7%) and one or more sec
ondary disorders (55.3%). At baseline, subjects 
had moderate-to-severe anxiety and impairment 
(Table 2). Given the geographic diversity among 
study centers, there were significant differences 
among sites on several baseline demographic 
variables (e.g., race and socioeconomic status). 
Overall, these variables were equally distributed 
among study groups within each center; howev
er, three centers had one instance each of un
equal distribution for sex, race, or socioeconom
ic status. 

CLINICAL RESPONSE 

In the intention-to-treat analysis, the percentages 
of children who were rated as 1 (very much im-

---.- CBT alone 

__._ Sertraline alone 

--- Combination 

4 8 12 

Weeks 

Figure 2. Scores on the Pediatric Anxiety Rating Scale during the 12-Week 
Study. 

Scores on the Pediatric Anxiety Rating Scale range from 0 to 30, with scores 
higher than 13 consistent with moderate levels of anxiet y and a diagnosis 
of an anxiety disorder. The expected mean score i s the mean of the sam
pling di stribution of the mean. The I bars represent standard errors. 

proved) or 2 (much improved) on the Clinical Glob
al Impression-Improvement scale at 12 weeks were 
80.7% (95% CI, 73.3 to 86.4) in the combination
therapy group, 59.7% (95% CI, 51.4 to 67.5) in the 
cognitive-behavioral-therapy group, 54.9% (95% CI, 
46.4 to 63.1) in the sertraline group, and 23.7% 
(95% CI, 15.5 to 34.5) in the placebo group (Table 
2). With the study center as a covariate, planned 
pairwise comparisons from a logistic-regression 
model showed that each active treatment was su
perior to placebo as follows: combination therapy 
versus placebo, P<0.001 (odds ratio, 13.6; 950/o 
CI, 6.9 to 26.8); cognitive behavioral therapy ver
sus placebo, P<0.001 (odds ratio, 4.8; 95% CI, 2.6 
to 9.0); and sertraline versus placebo, P<0.001 
(odds ratio, 3.9; 95% CI, 2.1 to 7.4). Similar pair
wise comparisons revealed that combination ther
apy was superior to either sertraline alone (odds 
ratio, 3.4; 95% CI, 2.0 to 5.9; P<0.001) or cogni
tive behavioral therapy alone (odds ratio, 2.8; 
950/o CI, 1.6 to 4.8; P=0.001). However, there was 
no significant difference between sertraline and 
cognitive behavioral therapy (P=0.41). 

There was no main effect for center (P=0.69); 
however, a comparison among centers according 
to study group revealed a significant difference in 
response to combination therapy but no differ
ences with respect to the response to sertraline 
alone (P=0.15) or cognitive behavioral therapy 
alone (P=0.25). Further evaluation of response 
rates revealed that the average response rate for 
combination therapy at one center was signifi
cantly lower than at the other centers (P=0.002). 
A sensitivity analysis of site response rates showed 
that when data from the one site were removed, 
the average response rate of the other sites was 
consistent with that of the full sample. 

The mixed-effects model for the Pediatric 
Anxiety Rating Scale revealed a significant qua
dratic effect for time (P<0.001) and a significant 
quadratic time-by-treatment interaction for cog
nitive behavioral therapy versus placebo (P=0.01) 
but not for either combination therapy or sertra
line versus placebo. In other words, as compared 
with placebo, cognitive behavioral therapy had a 
linear mean trajectory (Fig. 2). Planned pairwise 
comparisons of the expected mean scores on the 
Pediatric Anxiety Rating Scale at week 12 re
vealed a similar ordering of outcomes, with all 
active treatments superior to placebo, according 
to the following comparisons: combination ther
apy versus placebo, t=-5.94 (P<0.001); cogni-
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tive behavioral therapy versus placebo, t = −2.11 
(P = 0.04); and sertraline versus placebo, t = −3.15 
(P = 0.002). In addition, combination therapy was 
superior to both sertraline alone (t = −3.26, 
P = 0.001) and cognitive behavioral therapy alone 
(t = −4.73, P<0.001). No significant difference 
was found between sertraline and cognitive be-
havioral therapy (t = −1.32, P = 0.19). The same 
magnitude and pattern of outcome were found 
for the Clinical Global Impression–Severity scale 
and the Children’s Global Assessment Scale.

Estimates of the effect size (Hedges’ g) and 
the number needed to treat between the active-
treatment groups and the placebo group were 

calculated. Effect sizes are based on the expect-
ed mean scores on the Pediatric Anxiety Rating 
Scale, derived from the mixed-effects model. The 
number needed to treat is based on the dichoto-
mized, end-of-treatment scores on the Clinical 
Global Impression–Improvement scale with the 
use of LOCF. The effect size was 0.86 (95% CI, 
0.56 to 1.15) for combination therapy, 0.45 (95% 
CI, 0.17 to 0.74) for sertraline, and 0.31 (95% CI, 
0.02 to 0.59) for cognitive behavioral treatment. 
The number needed to treat was 1.7 (95% CI, 1.7 
to 1.9) for combination therapy, 3.2 (95% CI, 3.2 
to 3.5) for sertraline, and 2.8 (95% CI, 2.7 to 3.0) 
for cognitive behavioral therapy.

Table 3. Subjects Who Withdrew from Treatment or the Study.*

Variable

Combination 
Therapy 
(N = 140)

Sertraline 
(N = 133)

Cognitive Behavioral 
Therapy 
(N = 139)

Placebo 
(N = 76)

number (percent)

Withdrawal from treatment 1 (0.7) 7 (5.3) 0 3 (3.9)

Attributed to an adverse event 1 (0.7) 2 (1.5) 0 2 (2.6)

Tremor 0 1 (0.8) 0 0

Stomach pain 0 1 (0.8) 0 0

Suicidal ideation 0 0 0 1 (1.3)

Worsening symptoms 1 (0.7) 0 0 1 (1.3)

Other reason 0 5 (3.8) 0 1 (1.3)

Improved symptoms 0  0 0 1 (1.3)

Declined treatment 0 5 (3.8) 0 0

Withdrawal from study 12 (8.6) 16 (12.0) 6 (4.3) 12 (15.8)

Attributed to an adverse event 2 (1.4) 6 (4.5) 0 1 (1.3)

Agitation or disinhibition 1 (0.7) 2 (1.5) 0 0

Self-harm or homicidal ideation 0 1 (0.8) 0 0

Hyperactivity 0 1 (0.8) 0 0

Worsening symptoms 1 (0.7) 1 (0.8) 0 0

Headache 0 1 (0.8) 0 0

Rash 0 0 0 1 (1.3)

Other reason 10 (7.1) 10 (7.5) 6 (4.3) 11 (14.5)

Lack of improvement 2 (1.4) 0 1 (0.7) 1 (1.3)

Loss of contact 5 (3.6) 3 (2.3) 2 (1.4) 2 (2.6)

Time burden 0 0 1 (0.7) 1 (1.3)

Withdrawal of consent 3 (2.1) 7 (5.3) 1 (0.7) 6 (7.9)

Other 0 0 1 (0.7) 1 (1.3)

* Subjects who withdrew from treatment stopped receiving their assigned therapy but continued to undergo assess-
ment; those who withdrew from the study stopped receiving their assigned treatment and did not undergo continued 
assessment.
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Treatment and Study Withdrawals 

Most treatment and study withdrawals were at-
tributed to reasons other than adverse events (43 
of 57, 75.4%) (Table 3). Of the 14 withdrawals 
that were attributed to an adverse event, 11 (78.6%) 
were in the groups receiving either sertraline 

alone or placebo and consisted of 3 physical events 
(headache, stomach pains, and tremor) and 8 psy-
chiatric adverse events (worsening of symptoms, 
3 subjects; agitation or disinhibition, 3; hyperac-
tivity, 1; and nonsuicidal self-harm and homicidal 
ideation, 1).

Table 4. Moderate-to-Severe Adverse Events at 12 Weeks.*

Variable 

Combination 
Therapy 
(N = 140)

Sertraline 
(N = 133)

Cognitive  
Behavioral  

Therapy 
(N = 139)

Placebo  
(N = 76)

All Subjects 
(N = 488) P Value†

Sertraline  
vs. Placebo

Sertraline 
vs. CBT

number (percent)

Adverse event

Physical 58 (41.4) 67 (50.4) 51 (36.7) 35 (46.1) 211 (43.2)

Headache 18 (12.9) 21 (15.8) 12 (8.6) 6 (7.9) 57 (11.7) 0.10‡ 0.07‡

Gastric distress 14 (10.0) 15 (11.3) 11 (7.9) 6 (7.9) 46 (9.4) 0.43‡ 0.35‡

Sore throat 10 (7.1) 6 (4.5) 12 (8.6) 6 (7.9) 34 (7.0) 0.31‡ 0.17‡

Cold symptoms 8 (5.7) 9 (6.8) 10 (7.2) 3 (3.9) 30 (6.1) 0.54 0.89‡

Vomiting 8 (5.7) 6 (4.5) 5 (3.6) 4 (5.3) 23 (4.7) 1.00 0.70‡

Insomnia 7 (5.0) 11 (8.3)§ 2 (1.4)§ 3 (3.9) 23 (4.7) 0.23‡ 0.01‡

Fever 6 (4.3) 1 (0.8) 8 (5.8) 3 (3.9) 18 (3.7) 0.14 0.04

Upper respiratory tract 
 infection

5 (3.6) 3 (2.3) 7 (5.0) 3 (3.9) 18 (3.7) 0.67 0.34

Diarrhea 6 (4.3) 5 (3.8) 4 (2.9) 2 (2.6) 17 (3.5) 1.00 0.74

Interrupted sleep 6 (4.3) 6 (4.5) 2 (1.4) 2 (2.6) 16 (3.3) 0.71 0.16

Nausea 5 (3.6) 4 (3.0) 3 (2.2) 3 (3.9) 15 (3.1) 0.71 0.72

Body ache 5 (3.6) 4 (3.0) 3 (2.2) 2 (2.6) 14 (2.9) 1.00 0.72

Fatigue 3 (2.1) 8 (6.0)§ 0§ 3 (3.9) 14 (2.9) 0.75 0.003

Accidental injury 4 (2.9) 4 (3.0) 4 (2.9) 1 (1.3) 13 (2.7) 0.66 1.00

Allergy 5 (3.6) 2 (1.5) 3 (2.2) 2 (2.6) 12 (2.5) 0.63 1.00

Asthma 3 (2.1) 5 (3.8) 2 (1.4) 0 10 (2.0) 0.16 0.27

Other infection 5 (3.6) 0 4 (2.9) 1 (1.3) 10 (2.0) 0.36 0.12

Ear pain 5 (3.6) 2 (1.5) 2 (1.4) 0 9 (1.8) 0.54 1.00

Sedation 0 6 (4.5)§ 0§ 1 (1.3) 7 (1.4) 0.43 0.01

Medical or surgical 1 (0.7) 1 (0.8) 1 (0.7) 3 (4.0) 6 (1.2) 0.14 1.00

Psychiatric 41 (29.3) 23 (17.3) 13 (9.4) 10 (13.2) 87 (17.8)

Disinhibition 12 (8.6) 6 (4.5) 2 (1.4) 1 (1.3) 21 (4.3) 0.43 0.16

Increased motor activity 10 (7.1) 4 (3.0) 1 (0.7) 1 (1.3) 16 (3.3) 0.66 0.21

Disobedient or defiant 9 (6.4) 4 (3.0) 2 (1.4) 0 15 (3.1) 0.30 0.44

Emotional outburst 1 (0.7) 4 (3.0) 4 (2.9) 3 (3.9) 12 (2.5) 0.71 1.00

Restless or fidgety 5 (3.6) 5 (3.8)§ 0§ 2 (2.6) 12 (2.5) 1.00 0.03

Anxiety or nervousness 5 (3.6) 1 (0.8) 1 (0.7) 4 (5.3) 11 (2.3) 0.06 1.00

Irritability 3 (2.1) 4 (3.0) 3 (2.2) 1 (1.3) 11 (2.3) 0.66 0.72

Agitation 7 (5.0) 1 (0.8) 1 (0.7) 0 9 (1.8) 1.00 1.00

Impulsivity 5 (3.6) 2 (1.5) 1 (0.7) 1 (1.3) 9 (1.8) 1.00 0.61

 

The New England Journal of Medicine 
Downloaded from nejm.org at UNIFORMED SERVICES UNIV OF HEALTH SCIENCES on February 19, 2023. For personal use only. No other uses without permission. 

 Copyright © 2008 Massachusetts Medical Society. All rights reserved. 

Idaho Power/1215 
Ellenbogen/10



cognitive Behavior al Ther apy and Sertr aline in Childhood Anxiety

2763n engl j med 359;26 www.nejm.org december 25, 2008

Serious Adverse Events

Three subjects had serious adverse events during 
the study period. One child in the sertraline group 
had a worsening of behavior that was attributed 
to the parents’ increased limit setting on avoid-
ance behavior; the event was considered to be pos-
sibly related to sertraline. A child in the combina-
tion-therapy group had a worsening of preexisting 
oppositional–defiant behavior that resulted in 
psychiatric hospitalization; this event was con-
sidered to be unrelated to a study treatment. The 
third subject was hospitalized for a tonsillecto-
my, which was also considered to be unrelated to 
a study treatment (Table 4).

Adverse Events

Subjects in the combination-therapy group had a 
greater number of study visits and therefore sig-
nificantly more opportunities for elicitation of 
adverse events than did those in the other study 
groups, with a mean of 12.8±4.0 opportunities 
(range, 1 to 22) in the combination-therapy group, 

as compared with 9.9±3.6 (range, 1 to 14) in the 
sertraline group, 10.6±2.0 (range, 1 to 14) in the 
cognitive-behavioral-therapy group, and 9.7±4.2 
(range, 1 to 14) in the placebo group (P<0.001 for 
all comparisons). Rates of adverse events, includ-
ing suicidal and homicidal ideation, were not sig-
nificantly greater in the sertraline group than in 
the placebo group. No child in the study attempt-
ed suicide. Among children in the cognitive-behav-
ioral-therapy group, there were fewer reports of 
insomnia, fatigue, sedation, and restlessness or 
fidgeting than in the sertraline group (P<0.05 for 
all comparisons). For a list of mild adverse events 
that were not associated with functional impair-
ment, as well as moderate and severe events, see 
the Supplementary Appendix, available with the 
full text of this article at www.nejm.org. 

Discussion

Our study examined therapies that many clinicians 
consider to be the most promising treatments for 

Table 4. (Continued.)

Variable 

Combination 
Therapy 
(N = 140)

Sertraline 
(N = 133)

Cognitive  
Behavioral  

Therapy 
(N = 139)

Placebo  
(N = 76)

All Subjects 
(N = 488) P Value†

Sertraline  
vs. Placebo

Sertraline 
vs. CBT

number (percent)

Harm-related¶ 14 (10.0) 3 (2.3) 8 (5.8) 1 (1.3) 26 (5.3)

Aggression 8 (5.7) 1 (0.8) 2 (1.4) 0 11 (2.3) 1.00 1.00

Self-harm behavior without 
suicidal intent

2 (1.4) 1 (0.8) 1 (0.7) 0 4 (0.8) 1.00 1.00

Suicidal ideation 5 (3.6) 0 5 (3.6) 1 (1.3) 11 (2.3) 0.36 0.06

Suicide attempt 0 0 0 0 0 NA NA

Homicidal ideation 0 2 (1.5) 0 0 2 (0.4) 0.54 0.24

Homicide attempt 0 0 0 0 0 NA NA

Serious adverse event¶

Psychiatric hospitalization 1 (0.7) 1 (0.8)‖ 0 0 2 (0.4) 1.00 1.00

Medical hospitalization 0 1 (0.8) 0 0 1 (0.2) 1.00 1.00

* Adverse events that occurred in at least 3% of the patients in any study group are reported, unless otherwise noted. Subjects could have 
more than one adverse event. Case definitions of psychiatric disorders are from the DSM-IV-TR.16 CBT denotes cognitive behavioral therapy, 
and NA not applicable.

† Differences in the number of adverse events in the sertraline group, as compared with the placebo group and the cognitive-behavioral-thera-
py group, were evaluated with the use of Fisher’s exact test, unless otherwise noted. 

‡ The reported P value was calculated with the use of Pearson’s chi-square statistic.
§ P<0.05 for the comparison between the sertraline group and the cognitive-behavioral-therapy group.
¶ All harm-related adverse events and serious adverse events are reported (i.e., not limited only to those occurring in at least 3% of the subjects).
‖ This event was considered to be possibly related to treatment.
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childhood anxiety disorders. Our findings indicate 
that as compared with placebo, the three active 
therapies — combination therapy with both cog-
nitive behavioral therapy and sertraline, cognitive 
behavioral therapy alone, and sertraline alone — 
are effective short-term treatments for children 
with separation and generalized anxiety disorders 
and social phobia, with combination treatment 
having superior response rates. No physical, psy-
chiatric, or harm-related adverse events were re-
ported more frequently in the sertraline group 
than in the placebo group, a finding similar to 
that for SSRIs, as identified in previous studies of 
anxious children.12,13,25 Few withdrawals from 
either treatment or the study were attributed to 
adverse events. Suicidal ideation and homicidal 
ideation were uncommon. No child attempted sui-
cide during the study period.

Since they were recruited at multiple centers 
and locations, the study subjects were racially and 
ethnically diverse. However, despite intense out-
reach, the sample did not include the most socio-
economically disadvantaged children. Subjects 
were predominantly younger children and in-
cluded those with ADHD and other anxiety dis-
orders, factors that allow for generalization of 
the results to these populations. Conversely, the 
exclusion of children and teens with major de-
pression and pervasive developmental disorders 
may have limited the generalizability of the re-
sults to these populations.

The observed advantage of combination ther-
apy over either cognitive behavioral therapy or 
sertraline alone during short-term treatment (an 
improvement of 21 to 25%) suggests that among 
these effective therapies, combination therapy 
provides the best chance for a positive outcome. 
The superiority of combination therapy might be 
due to additive or synergistic effects of the two 
therapies. However, additional contact time in the 
combination-therapy group, which was unblind-
ed, and expectancy effects on the part of both 
subjects and clinicians cannot be ruled out as al-
ternative explanations. Nonetheless, the magni-
tude of the treatment effect in the combination-
therapy group (with two subjects as the number 
needed to treat to prevent one additional event) 
suggests that children with anxiety disorders who 
receive quality combination therapy can consis-
tently expect a substantial reduction in the se-
verity of anxiety. An increased number of visits 
in the combination-therapy group resulted in in-

creased opportunities for elicitation of adverse 
events. Consequently, the potential for expectan-
cies among subjects, parents, and clinicians re-
garding the side effects of medications in the 
context of more visits may have increased the 
rate of some adverse events in the combination-
therapy group and may limit conclusions that can 
be drawn regarding the rates of adverse events in 
combination therapy.

The positive benefit of cognitive behavioral 
therapy, as compared with placebo, adds new in-
formation to the existing literature.26 The number 
needed to treat for cognitive behavioral therapy 
in this study (three subjects) is the same as that 
identified in a meta-analysis of studies compar-
ing subjects who were assigned to cognitive be-
havioral therapy with those assigned to a wait-
ing list for therapy or to sessions without active 
therapy.14 Our study’s test of cognitive behavioral 
therapy included children with moderate-to-severe 
anxiety and addresses criticism of previous trials 
that included children with only mild-to-moderate 
anxiety.14 Before our study, cognitive behavioral 
therapy for childhood anxiety was considered to 
be “probably efficacious.”26 This evaluation of cog-
nitive behavioral therapy and other recent stud-
ies27,28 suggests that such therapy for childhood 
anxiety is a well-established, evidenced-based treat-
ment.29 Given that the risk of some adverse events 
was lower in the behavioral-therapy group than 
in the sertraline group, some parents and their 
children may consider choosing cognitive behav-
ioral therapy as their initial treatment.

The results of our study confirm the short-term 
efficacy of sertraline for children with general-
ized anxiety disorder25 and show that sertraline 
is effective for children with separation anxiety 
disorder and social phobia. The number needed 
to treat for sertraline in our study (three sub-
jects) was the same as that previously identified 
in a meta-analysis15 of six randomized, placebo-
controlled trials of SSRIs for childhood anxiety 
disorders.12,13,25,30,31 These studies and others27 
suggest that SSRIs, as a class, are the medication 
of choice for these conditions. The titration sched-
ule that we used, which emphasized upward dose 
adjustment in the absence of response and ad-
verse events, suggests that the average end-point 
dose of sertraline in this study is the highest dose 
consistent with good outcome and tolerability. 
No adverse events were observed more frequent-
ly in the sertraline group than in the placebo 
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group. In contrast to the apparent risk of sui-
cidal ideation and behavior in studies of depres-
sion in children and adolescents,15 our study did 
not demonstrate any increased risk for suicidal 
behavior in the sertraline group. Given the ben-
efit of sertraline alone or in combination with 
cognitive behavioral therapy and the limited risk 
of adverse events associated with the drug in our 
study, the well-monitored use of sertraline and 
other SSRIs in the treatment of childhood anxiety 
disorders is indicated.

Cognitive behavioral therapy and sertraline ei-
ther in combination or as monotherapies appear 
to be effective treatments for these commonly oc-
curring childhood anxiety disorders. Results con-
firm those of previous studies of SSRIs and cog-
nitive behavioral therapy and, most important, 
show that combination therapy offers children the 
best chance for a positive outcome. Our findings 
indicate that all three of the treatment options 
may be recommended, taking into consideration 
the family’s treatment preferences, treatment avail-
ability, cost, and time burden. To inform more 
prescriptive selection of patients for treatment, 
further analysis of predictors and moderators of 
treatment response may identify who is most 
likely to respond to which32 of these effective al-
ternatives.
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ABSTRACT 

The WHO Regional Office for Europe set up a working group of 
experts to provide scientific advice to the Member States for the 
development of future legislation and policy action in the area of 
assessment and control ot night noise exposure. The working 
group reviewed available scientific evidence on the health effects 
of night noise, and derived health-based guideline values. In 
December 2006, the working group and stakeholders from indus
try, government and nongovernmental organizations reviewed 
and reached general agreement on the guideline values and key 
texts for the final document of the Night noise guidelines for 
Europe. 

Considering the scientific evidence on the thresholds of night noise 
exposure indicated by L nigh,,ouuide as defined in the 
Environmental Noise Directive {2002/49/EC), an ¼ighc,ouiside of 
40 dB should be the target of the night noise guideline (NNG) to 
protect the public, including the most vulnerable groups such as 
children, the chronically ill and the elderly. Lnii;ht,outsidc value of 
55 dB is recommended as an interim target for the countries where 
the NNG cannot be achieved in the short term for various rea
sons, and where policy-makers choose to adopt a stepwise 
approach. These guidelines are applicable to the Member States of 
the European Region, and may be considered as an cxti:nsion to, 
as well as an update of, the previous WHO Guidelines for com
munity noise (l.999). 
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FOREWORD 

WHO defines health as a state of complete physical, mental and 
social well-being and not merely the absence of disease or infirmity, 
and recognizes the enjoyment of the highest attainable standard of 
health as one of the fundamental rights of every human being. 
Environmental noise is a threat to public health, having negative 
impacts on human health and well-being. In order to support the 
efforts of the Member States in protecting the population's health 
from the harmful levels of noise, WHO issued Guidelines for com
munity noise in 1999, which includes guideline values for commu
nity noise in various settings based on the scientific evidence avail
able. The evidence on health impacts of night noise has been accu· 
mulated since then. 

In the WHO European Region, environmental noise emerged as 
the leading environmental nuisance triggering one of the most 
common public complaints in many Member States. The 
European Union tackled the problem of environmental noise with 
an international law on the assessment and management of envi
ronmental noise. The WHO Regional Office for Europe devel
oped the Night noise guidelines for Europe to provide expertise 
and scientific advice to the Member States in developing future 
legislations in the area of night noise exposure control and surveil
lance, with the support of the European Commission. This guide
lines document reviews the health effects of night time noise expo
sure, examines exposure-effects relations, and presents guideline 
values of night noise exposure to prevent harmful effects of night 
noise in Europe. Although these guidelines are neither standards 
nor legally binding criteria, they are designed to offer guidance in 
reducing the health impacts of night noise based on expert evalu
ation of scientific evidence in Europe. 

The review of scientific evidence and the derivation of guideline 
values were conducted by outstanding scientists. The contents of 
the document were peer reviewed and discussed for a consensus 
among the experts and the stakeholders from industry, govern
ment and nongovernmental organizations. We at WHO are 
thankful for those who contributed to the development and pres
entation of this guidelines and believe that this work will con
tribute to improving the health of the people in the Region. 

Marc Danzon 
WHO Regional Director for Europe 



Idaho Power/1219 
Ellenbogen/10

1111D LIST OF CONTRIBUTORS 

Torbjorn Akerstedr 
Karolinska Institute 
Stockholm, Sweden 
(Main contributor to Ch. 2) 

Wolfgang Babisch 
Federal Environmental Agency 
Berlin, Germany 
(Main contributor to Ch. 4) 

Anna Dack.man 
European Environment Agency 
Copenhagen, Denmark 

Jacques Beaumont 
Institute National de Recherche sur 
Jes Transports et leur Securite 
Bron, France 

Martin van den Berg 
Ministry of Housing, Spatial 
Planning and the Environment 
(Ministry VROM) 
Den Haag, Netherlands 
(Technical editing of the entire text) 

Marie Louise Bistrup 
National Insritu1e of Pubfa: Ht:alth 
Copenhagen, Denmark 

Hans Bogli 
Bundesamt for Umwelt, Wald und 
Landschaft 
Bern, Switzerland 

Dick Botteldooren 
INTEC, University of Ghent 
Gent, Belgium 

Rudolf Briiggemann 
Bundesministerium fur Umwelt, 
Naturschutz und Reaktorsicherheit 
Bonn, Germany 

Oliviero Bruni 
Sapienza University of Rome 
Roma, Italy 
(Main contributor to Ch. 2) 

David Delcampe 
European Commission DG 
Environment 
Brussels, Belgium 

Ivanka Gale 
Institute of Public Health of the 
Republic of Slovenia 
Ljubljana, Slovenia 

Jeff Gazzard 
Greenskies 
London, United Kingdom 

Nicolas Grenetier 
Sous direction de la gestion des 
risques des milieux 
Paris, France 

Colin Grimwood 
Bureau Veritas 
London, United Kingdom 

Leja Dolenc Groselj 
Institute of Public Health of the 
Republic of Slovenia 
Ljubljana, Slovenia 
(Main contributor to Ch. 2) 

Health Counc.il of the Netherlands 
Hague, Netherlands 
(Main contributor to Ch. 4) 

Danny Houthuijs 
National Institute for Public Health 
and the Environment (RIVM) 
Bilthoven, Netherlands 
Staffan Hygge 

University of Gavle 
Giivle, Sweden 
(Main contributor to Ch. 4) 

Hartmut Ising 
Falkensee, Germany 
(Main contributor to Appendix 3) 

Tanja Janneke 
Ministry of Housing, Spatial 
Planning and Environment 
(Ministry VROM) 
Den Haag, Netherlands 

Snezana Jovanovic 
Landesgesundheitsamt Baden
Wiirttemberg 
Stuttgart, Germany 
(Main contributor to Ch. 2) 

Andre Kahn 
Universite Libre de Bruxelles 
Bruxelles, Belgium 
(Main contributor to Ch. 2, 
Appendix 4) 

Stylianos Kephalopoulos 
European Commission Joint 
Research Centre 
Ispra, Italy 

Anne Knol 
National Institute for Public Health 
and the Environment (RIVM) 
Bilthoven, Netherlands 

Peter Lercher 
University of Innsbruck 
Innsbmck, Austria 

Joao de Qujnhones Levy 
Higher Technical Institute 
Lisbon, Portugal 

Gaetano Licitra 
Environmental Protection Agency -
Tuscany Region 
Pisa, Italy 

Christian Maschke 
Forschungs- und Beratungsbiiro 
Maschke 
Berlin, Germany 

Matthias Mather 
Deutsche Bahn AG 
Berlin, Germany 

David Michaud 
Healthy Environments and 
Consumer Safety 
Ottawa, Canada 

H.M.E. Miedema 
TNO - lnro (Netherlands 
Organisation for Applied Scientific 
Research) 
Del~. Netherlands 
(Main contributor to Ch. 3) 

Ruedi Miiller-Wenk 
Universitat St. Gallen 
St. Gallen, Switzerland 
(Main contributor to Ch. 4) 

Alain Muzet 
Centre National de Recherche 
Scientifique Centre d'Etudes de 
Physiologic Appliquee 
(CNRS-CEPA) 
Strasbourg, France 
(Main contributor to Ch. 3) 

Sofia Nevsimalova 
Charles University in Prague 
Prague, Czech Republic 
(Main contributor to Ch. 2) 

Nina Renshaw 
European Federation for Transport 
and Environment 
Brussels, Belgium 

Micha} Skalski 
University of Warsaw Clinic of 
Psychiatry of the Medical Academy 
Warsaw, Poland 
(Main contributor to Ch. 4) 

Stephen Stansfeld 
Queen Mary University of London 
London, United Kingdom 

David Tompkins 
European Express Association 
Hants, United Kingdom 
(Main contributor to Ch. 4) 

WORLD HEALTH 
ORGANIZATION 
Regional Office for Europe 
European Centre for Environment 
and Health 
Bonn, Germany 

Xavier Bonnefoy 
(Project leader until July 2006) 

Rokho Kim 
(Project leader since A11gust 2006) 

Celia Rodrigues 
(Technical officer until April 2006) 

Nuria Aznar 
(Secretariat until October 2006) 

Deepika Sachdeva 
(Secretariat since November 2006) 



EXECUTIVE SUMMARY 

INTRODUCTION 
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The aim of chis document is to present the conclusions of the WHO working group 
responsible for preparing guidelines for exposure to noise during sleep. This docu
ment can be seen as an extension of the WHO Guidelines for community noise 
(1999). The need for "health-based" guidelines originated in part from the European 
Union Directive 2002/49/EC relating to the assessment and management of environ
mental noise (commonly known as the Environmental Noise Directive and abbrevi
ated as END) which compels European Union Member States to produce noise maps 
and data about night exposure from mid-2007. The work was made possible by a 
grant from the European Commission and contributions from the Swiss and German 
governments. 

Although a number of countries do have legislation directed at controlling night 
noise exposure, there is little information on actual exposure and its subsequent 
effects on the population. Estimates made in some countries of the number of peo
ple highly disturbed by noise during sleep (see Fig. 1 for the Netherlands as an exam
ple) indicate that a substantial part of the population could be exposed to levels that 
might risk their health and well-being. 
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Fig. 1. 
Percentage of 
population highly 
disturbed by noise 
during sleep In the 
Netherlands: 
survey results for 
1998 and 2003 

As direct evidence concerning the effects of night noise on health is rarely available, 
these guidelines also use indirect evidence: the effects of noise on sleep and the rela
tions between sleep and health. The advantage of this approach is that a lot of med
ical evidence is available on the relation between sleep and health, and detailed infor
mation also exists on sleep disturbance by noise. 
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PROCESS OF DEVELOPING GUIDELINES 
In 2003, the WHO Regional Office for Europe set up a working group of experts to 
provide scientific advice to the European Commission and to its Member States for 
the development of future legislation and policy action in the area of control and sur
veillance of night noise exposure. The review of available scientific evidence on the 
health effects of night noise was carried out by an interdisciplinary team who set out 
to derive health-based guideline values. The contributions from the experts were 
reviewed by the team and integrated into draft reports following discussion at four 
technical meetings of the working group. In 2006, all the draft reports were com
piled into a draft document on guidelines for exposure to noise at night, which was 
reviewed and commented on by a number of stakeholders and experts. 

At the final conference in Bonn, Germany, on 14 December 2006, representatives 
from the working group and stakeholders from industry, government and non
governmental organizations reviewed the contents of the draft document chapter by 
chapter, discussed several fundamental issues and reached general agreement on the 
guideline values and related texts to be presented as conclusions of the final WHO 
Night noise guidelines for Europe. 

NOISE INDICATORS 
From the scientific point of view the best criterion for choosing a noise indicator is its 
ability to predict an effect. Therefore, for different health end points, different indica
tors could be chosen. Long-term effects such as cardiovascular disorders are more 
correlated with indicators summarizing the acoustic situation over a long time peri
od, such a yearly average of night noise level outside at the facade (Lnight,outsidel1, 

while instantaneous effc rs such as sleep Jisturbam:t: are better with the maximum 
level per event (LArnaxl, such as passage of a lorry, aeroplane or train. 

From a practical point of view, indicators should be easy to explain to the public so 
that they can be understood intuitively. Indicators should be consistent with existing 
practices in the legislation to enable quick and easy application and enforcement. 
Lnight,outside• adopted by the END, is an indicator of choice for both scientific and 
practical u c. Among currently used indicators for regulatory purpose LAcq (A
weighted equivalent ound pressure level) and LAmax are u eful co predict short-term 
or instantaneous health effects. 

SLEEP TIME 
Time use studies, such as that undertaken by the Centre for Time Use Research, 
2006 (www.timeuse.org/access/), show that the average time adult people arc in bed 
is around 7.5 hours, so the real average sleeping time is somewhat shorter. Due to 
personal factors like age and genetic make-up there is considerable variation in sleep
ing time and in beginning and end times. For these reasons, a fixed interval of 8 
hours is a minimal choice for night protection. 

Though results vary from one country to another, data show (see Fig. 2 as an exam
ple) that an 8-hour interval protects around 50% of the population and that it would 
take a period of 10 hours to protect 80%. On Sundays, sleeping time is consistently 
1 hour longer, probably due co people recovering fro m sleep debt incurred during the 
week. It should also be borne in mind that (young) children have longer sleeping 
times. 

1 L,,;sh, is defined in the END as the outside level. In order to avoid any doubt, the suffix "outside" is added in 
this document. 
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Source: hitp:llwww.ine.pt/prodservldestaquelarquivo.asp, 
based on a study by the lnstil11to Nacional de Estatistica Portugal, 1999. 

NOISE, SLEEP AND HEALTH 

Fig. 2 
Percentage of 
time that the 
Portuguese 
population spend 
asleep or In 
different 
activities 

There is plenty of evidence that sleep is a biological necessity, and disturbed sleep is 
associated with a number of health problems. Sn.idies of sleep disturbance in chil
dren and in shift workers dearly show the adverse effects. 

Noise disturbs sleep by a number of direct and indirect pathways. Even at very low 
levels physiological reactions (increase in heart rate, body movements and arousals) 
can be reliably measured. Also, it was shown that awakening re.acrions are relative
ly rare, occurring at a much higher level than the physiological reactions. 

DEFINITION OF "SUFFICIENT" AND "LIMITED" EVIDENCE 

Sufficient evidence: A causal relation has been established between exposure to night 
noise and a health effect. In studies where coincidence, bias and distortion could rea
sonably be excluded, the relation could be observed. The biological plausibility of 
the noise leading to the health effect is also well established. 

Limited evidence: A relation between the noise and the health effect has not been 
observed directly, but there is available evidence of good quality supporting the 
causal association. Indirect evidence is often abundant, linking noise exposure to an 
intermediate effect of physiological changes which lead to the adverse health effects. 

The working group agreed that there is sufficient evidence that night noise is relat
ed to sclf-reporrcd sleep disturbance, use of pharmaceuticals, self-reported health 
problems and insomnia-like symptoms. These effects can lead to a considerable bur
den of disease in the population. For other effects (hypertension, myocardial infarc
tions, depression and others), limited evidence was found: although the studies were 
few or not conclusive, a biologically plausible pathway could be constructed from 
the evidence. 
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An example of a health effect with limited evidence is myocardial infarction. 
Alrhough evidence for increased risk of myocardial infarction related to Lday is suf
ficienr according to an updated meta-analysis, the evidence in relntion to l.nighr,oursidc 

was considered limited. This is because l.nighc,outside is a relatively new exposure indi
cator, and few field studies have focused on night noise when considering cardiovas
cular outcomes. Nevertheless, there is evidence from animal and human studies sup
porting a hypothesis that night noise exposure might be more strongly associated 
with cardiovascular effects than daytime exposure, highlighting the need for future 
epidemiological studies on this topic. 

The review of available evidence leads to the following conclusions. 

• Sleep is a biological necessity and disturbed sleep is associated with a number of 
adverse impacts on health. 

• There is sufficient evidence for biological effects of noise during sleep: increase in 
heart rate, arousals, sleep stage changes and awakening. 

• There is sufficient evidence that night noise exposure causes self-reported sleep dis
turbance, increase in medicine use, increase in body movements and (environmen
tal) insomnia. 

• While noise-induced sleep disturbance is viewed as a health problem in itself (envi
ronmental insomnia), it also leads to further consequences for health and well
being. 

• There is limited evidence that disturbed sleep causes fatigue, a,.x:idents and reduced 
performance. 

• There is limited evidence that noise at night causes hormone level changes and clin
ical conditions such as cardiovascular illness, depression and other mental illness. 
It should be stressed that a plausible biological model is available with sufficient 
evidence for the elements of the causal chain. 

VULNERABLE GROUPS 
Children have a higher awakening threshold than adults and therefore are often seen 
to be less sensitive to night noise. For other effects, however, children seem to be 
equally or more reactive than adults. As children also spend more time in bed they 
are exposed more to night noise levels. For these reasons children are considered a 
risk group. 

Since with age the sleep structure becomes more fragmented, elderly people are more 
vulnerable to disturbance. This also happens in pregnant women and people with ill 
health, so they too are a group at risk. 

Finally, shift workers are at risk because their sleep structure is under stress due to 
the adaptations of their circadian rhythm. 
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THRESHOLDS FOR OBSERVED EFFECTS 

The no observed adverse effect level (NOAEL) is a concept from toxicology, and is 
defined as the greatest concentration which causes no detectable adverse alteration 
of morphology, functional capacity, growth, development or lifespan of the target 
organism. For the topic of nighr noise (where the adversity of effects is not always 
clear) this concept is less useful. lnstead, the observed effect thresholds are provid
ed: the level above which an effect starts to occur or shows itself to be dependent on 
the exposure level. It can also be a serious pathological effect, such as myocardial 
infarctions, or a changed physiological effect, such as increased body movement. 

Threshold levels of noise exposure are important milestones in the process of evaJu
ating the health consequences of environmental exposure. The threshold levels also 
delimit the study area, which may lead to a better insight into overall consequences. 
In Tables 1 and 2, all effects are summarized for which sufficient and limited evi
dence exists. For these effects, the threshold levels are usually well known, and for 
some the dose-effect relations over a range of exposures could aJso be established. 

Effect Indicator Threshold, dB 

Change in cardiovascular activity 

EEG awakening .L.-~.wr 35 
Biological Motility, onset of motility 1 ......... , .. 32 

effects Changes in duration of various 

stages of sleep, in sleep structure 

and fragmentation of sleep LA.ffl,,....,~..., 35 

Waking up in the night and/or too Table 1 

early in the morning LA.1'11.U.iatklt 42 
Summary of 
effects and thresh· 

Prolongation of the sleep inception old levels for 
Sleep period, difficulty getting to sleep effects where 

quality Sleep fragmentation, reduced 
sufficient evidence 
Is available 

sleeping time 

Increased average motility 
when sleeping l...11dt,.•IOO•ff 42 

Self-reported sleep disturbance l,.iJ114,wl""1ir 42 

Well-being Use of somnifacient drugs 

and sedatives L.ig¼il,OULA!k 40 

Medical Environmental insomnia .. hcM.o.illlllr 42 
conditions 

• Altho11gh the effect has been shown to occur or a plausible biological pathway could be constructed, 
i11dicators or threshold levels cculd not be determined. 

• •Note that "environmental insomnia" is the result of diagnosis by a medical professio,ial whilst 
• self-reported sleep disturbance" is e,sentia/ly the same, but reported in the context of a social survey. 
Number of questio11s and exact wording may differ. 



Idaho Power/1219 
Ellenbogen/16

EEi EXECUTIVE SUMMARY 

Table 2 
Summary of effects 
and threshold levels 

for effects where 
llmlted evidence Is 

available** 

Effect Indicator 

Biological effects Changes in (slress) hormone levels 

Drows.iness/liredness during the 

Well-being 

Medical conditions 

day and evening 

Increased daytime irritability 

Impaired social contacts 

Complaints 

Impaired cognitive performance 

Insomnia 

Hypertension 

Obesity 

Depression (in women) 

Myocardial infarction 

Reduction in life expectancy 

(premature mortality) 

Psychic disorders 

(Occupational) accidents 

Estimated 

threshold, dB 

35 

so 

50 

60 

• Although the effect has been shown to occur or a pla11sible biological pathway could be constructed, indica
tors or threshold levels could not be determined. 

• • Note that as the evidenu for the eff P.r.t-< in thi.< table is limited, the threshold levels also have a limited 
weight. In general they are based on expert judgement of the evidence. 

RELATIONS WITH LNIGHT, OUTSIDE 
Over the next few years, the END will require that night 'noise' exposures are 
reported in Lnighc,oursidc· le is, therefore, interesting to look into the relation 
between Lnight,ouiside and adverse health effects. The relation between the effects 
and ½ i;;ht,outsidc is, however, nor straightforward. Shorr-rcrm effecti; are m:iinly 
related to maximum levels per event inside the bedroom: LAmax inside· In order to 
express the (expected) effects in relation to the single European' Union indicator, 
some calculation needs to be done. The calculation for the total number of effects 
from reaction data on events (arousals, body movements and awakenings) needs 
a number of assumptions. The first that needs to be made is independence: 
although there is evidence that the order of events of different loudness strongly 
influences the reactions, the calculation is nearly impossible to carry out if this is 
taken into consideration. Secondly, the reactions per event are known in relation 
to levels at the ear of the sleeper, so an assumption for an average insulation value 
must be made. In the report a value of 21 dB has been selected. This value is, 
however, subject to national and cultural differences. One thing that stands out is 
the desire of a large part of the population to sleep with windows (slightly) open. 
The relatively low value of 21 dB takes this into ac;c;ount already. If noise levels 
increase, people do indeed dose their windows, but obviously reluctantly, as com
plaints about bad air then increase and sleep disturbance remains high. This was 
already pointed out in the WHO Guidelines for community noise (1999). 
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From source to source the number of separate events varies considerably. Road 
traffic noise is characterized by relatively low levels per event and high numbers, 
while air and rail traffic are characterized by high levels per event and low num
bers. For rwo typical situations est imates have been made and presented in 
graphical form. The first is an average urban road (600 motor vehicles per night, 
which corresponds roughly to a 24-bour use of 8000 motor vehicles, or 3 mil
lion per year, the lower boundary the END sets) and the second case is for an 
average situation of air traffic exposu.re (8 flights per night, nearly 3000 per 
year). 

Fig. 3 shows how dfeccs increase with an increase of L nighr,ouisidc values for the 
typical road traffic situation (urban road). A large numbct· of events lead ro high 
levels of awakening once the threshold of LAmax,insidc is exceeded. To illusrrare 
this in practical terms: values over 60 dB Lnigl,r,oursidc occur at less chen 5 metres 
from the centre of the road. 

In Fig. 4 the same graph is presented for the typical airport situation. Due to a lower 
number of events there are fewer awakenings than in the road traffic case (Fig. 3), 
but the same or more health effects. In these examples the worst case figures can be 
factors higher: the maximum number of awakenings for an Lnight,outsidc of 60-65 dB 
is around 300 per year. 
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•Average motility and infarcls are expressed in percent increase (compared to baseline number); the number of 
highly sleep disturbed people is expressed as a percent of the population; awakenings are expressed in number of 
additional awakenings per year. 

A recent study suggests that high background levels of noise (from motorways) with 
a low number of separate events can cause high levels of average motility. 

Therefore, by using the ¼ight,outside as a single indicator, a relation between effects 
and indicator can be established. For some effects, however, the relation can be 
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'Average motility and infarcts are expressed in percent increase (compared to baseline tum,l,er); lhe numl,er of 
highly sleep disturbed people is expressed as a percent of the population; complainers are expressed as a % o/ 
the neighbourhood populatiorz; awakenings are expressed in number of additional awakenings per year. 

sourc.:e dependent. Although '-night gives a good relation for most effects, there is a 
difference between sources for some. Train noise gives fewer awakenings, for 
instance. Once source is accounted for, the relations are reasonably accurate. 

RECOMMENDATIONS FOR HEALTH PROTECTION 
Based on the systematic review of evidence produced by epidemiological and 
experimental studies, the relationship between night noise exposuce and health 
effects can be summarized as below. (Table 3) 

Below the level of 30 dB Lnight,outside, no effects on sleep are observed except for 
a slight increase in the frequency of body movements during sleep due to night 
noise. There is no sufficient evidence that the biological effects observed at the 
level below 40 dB Lnighr,outside are harmful to health. However, adverse health 
effects are observed at the level above 40 dB Lnight,outsidc, such as self-reported 
sleep disturbance, environmental insomnia, and increa·sed use of somnifacient 
drugs and sedatives. 

Therefore, 40 dB Lnight,outside is equivalent to the lowest observed adverse effect 
level (LOAEL) for night noise. Above 55 dB the cardiovascular effects become the 
major public health concern, which are likely to be less dependent on the nature 
of the noise. Closer examination of the precise impact will be necessary in the 
range between 30 dB and 55 dB as much will depend on the detailed circumstances 
of each case. 
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Average night noise 
level over a year 

Lnight,outside 

Up to 30 dB 

30 to 40 dB 

40 to 55 dB 

Above 55 dB 

Health effects observed in the population 

Although individual sens1t1vmes and circum
stances may differ, it appears that up to this level 
no substantial biological effects are observed. 
½iighc, ouisidc of 30 dB is equivalent to the no 
observed effect level (NOEL) for night noise. 

A number of effects on sleep are observed from this 
range: body movements, awakening, self-reported 
sleep disturbance, arousals. The intensity of the 
effect depends on the nature of the source and the 
nwnber of events. Vulnerable groups (for example 
children, the chronically ill and the elderly) are 
more susceptible. However, even in the worst cases 
the effects seem modest. Lnight, outside of 40 dB is 
equivalent to the lowest observed adverse effect 
level (LOAEL) for night noise. 

Adverse health effects are observed among the 
exposed population. Many people have to adapt 
their lives to cope with the noise at night. Vulnerable 
groups are more severely affected. 

The situation is considered increasingly danger
ous for public health. Adverse health effects 
occur frequently, a sizeable proportion of the 
population is highly annoyed and sleep-dis
turbed. There is evidence that the risk of cardio
vascular disease increases. 

Table 3 
Effects of different 
levels of night noise 
on t he populatlon's 
health 

A number of instantaneous effects are connected to threshold levels expressed in 
LAmox• The health relevance of these effects cannot be easily established. It can be 
safely assumed, however, that an increase in the number of such events over the base
line may constitute a subdinical adverse health effect by itself leading to significant 
clinical health outcomes. 

Based on the exposure-effects relationship summarized in Table 3, the night noise 
guideline values are recommended for the protection of public health from night 
noise as below. 

Night noise guideline (NNG) 
Interim target (IT) 

Ln,w,1.ou1<idc :: 40 dB 
Lni&hl,ouL<idc = 5 5 dB 

Table 4 
Recommended night 
noise guidelines 
for Europe 

1 L.uwu,ouuide is the night-lime noise indic~1or CL,,,g1, ,) of Directive 2002/49/EC of 25 June 2002: the A-weighted 
long-rccm average sound level as defined in I O 1996-2: 1987. dc1cnnintd over all the night periods of a year; 
in which: the night is eight hours (usually 23.00- 07.00 local time), a year is a relevant year as regards the emis
sion of sound and an average year as regards the meteorological circumstances, the incident sound is consid
cted, the assessment point is the same as for Lden· See Official Journal of the European Communities, 18.7.2002, 
for more details. 
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For the primary prevention of subclinical adverse health effects related to night 
noise in the population, it is recommended that the population should n~t be 
exposed to night noise levels greater than 40 dB of Lnight,uuu,de during the part of 
the night when most people are in bed. The LOAEL of night noise, 40 dB 
Lnid>r,ouuidc, can be considered a health-based limit value of the night noise guide
lines (NNG) necessary to protect the public, including most of the vulnerable 
groups such as children, the chronically ill and the elderly, from the adverse 
health effects of night noise. 

An interim target (IT) of 55 dB Lnigh,,our:side is recommended in the situations where 
the achievement of NNG is not feasible in the short run for various reasons. It 
should be emphasized that IT is not a health-based limit value by itself. 
Vulnerable groups cannot be protected at this level. Therefore, IT should be con
sidered only as a feasibility-based intermediate target which can be temporarily 
considered by policy-makers for exceptional local situations. 

RELATION WITH THE GUIDELINES FOR 
COMMUNITY NOISE (1999) 

Tmpact of night-time exposure to noise and sleep disturbance is indeed covered in 
the 1999 guidelines, as below (WHO, 1999): 

"If negative effects on sleep are to be avoided the equivalent sound pressure 
level should not exceed 30 dBA indoors for continuous noise. If the noise is 
not continuous, sleep disturbance corn:lates best with LAmax and effects have 
been observed at 45 dB or less. This is particularly true if the background level 
is low. Noise events exceeding 45 dBA should therefore be limited if possible. 
For sensitive people an even lower limit would be preferred. It should be 
noted that it should be possible to sleep with a bedroom window slightly open 
(a reduction from outside co inside of 15 dB). To prevent sleep disturbances, 
one should thus consider the equivalent sound pressure level and the number 
and level of sound events. Mitigation targeted to the first part of the night is 
believed to be effective for the ability to fall asleep." 

The 1999 guidelines are based on studies carried out up to 1995 (and a few meta-analy
ses some years later). Important new studies (Passchier-Verrneer et al., 2002; Basner ct 
al., 2004) have become available since then, together with new insights into normal and 
disturbed sleep. New information has made more precise assessment of exposure-effect 
relationship. The thresholds are now known to be lower than LAmax of 45 dB for a num
ber of effects. The last three sentences still stand: there are good reasons for people to 

sleep with their windows open, and to prevent sleep disturbances one should consider 
the equivalent sound pressure level and the number of sound events. The present guide
lines allow responsible authorities and stakeholders to do this. Viewed in this way, the 
night noise guidelines for Europe are complementary to the 1999 guidelines. This 
means that the recommendations on government policy framework on noise manage
ment elaborated in the 1999 guidelines should be considered valid and relevant for the 
Member States to achieve the guideline values of this document. 
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CHAPTER 1 

INTRODUCTION: METHODS AND CRITERIA 
With regard to sleep and waking, we must consider what they are: whether they are 
peculiar to soul or to body, or common to both; and if common, to what part of soul or 
body they appertain: further, from what cause it arises that they are attributes of ani
mals, and whether all animals share in them both, or some partake of the one only, oth
ers of the other only, or some partake of neither and some of both. 

(Aristotle, On sleep and sleeplessness, 350 BC) 

1.1 INTRODUCTION 

1.1.1 EXISTING POLICY DOCUMENTS FOR NIGHT-TIME NOISE 

The aim of this document is to present guidance for exposure to noise during sleep. 
What is already available? 

There are three related documents at the international level: 

• Guidelines for community noise (WHO, 1999) 
• Directive 2002/49/EC relating to the assessment and management of environ

mental noise (European Commission, 2002b) 
• Position Paper on dose-effect relationships for night-time noise (European 

Commission, 2004). 

In Chapter 5 the relation with the Guidelines for community noise (1999) will be 
explained. 

The European Union (EU) Directive relating to the assessment and management of 
environmental noise (or, as it is commonly known, the Environmental Noise 
Directive - END), establishes that Member States should create noise maps (2007) 
and action plans (2008) for parts of their territory. The noise maps should present 
noise levels expressed in the harmonized indicators Lden and Lnight· Although in the 
first round only between 20% and 30% of the population will be covered, it is 
expected that through the use of harmonized methods and indicators a deeper 
insight will be gained into the exposure of the population to noise. The END does 
not, however, set any limit values: on the basis of the subsidiarity principle this is left 
to the Member States. The Directive does, however, require Member States to report 
on their limit values and express them in the standard indicators. On the CIRCA 
web site (Communication and Information Resource Centre Administrator, 
European Commission, 2006) an overview of r)1e data reported to the Commission 
can be found. Out of rhe 25 Member States, 10 reported on the Lnight limits. In Table 
1.1 some of these data are summarized. 

Due to differences in legal systems it is hard to predict what the actual effect of a cer
tain limit value will be. It could be a relatively high value but rigidly enforced, or a 
very low value with no legal binding whatsoever. 

The Position Paper on dose-effect relationships for night-time noise is foreseen in the 
END (Annex III) and aims to give the competent authorities a tool to evaluate the 

NIGHT NOISE GUI OELINES FOR EUROPE 



Idaho Power/1219 
Ellenbogen/22

-.! METHODS AND CRITERIA 

impact on the population. However, it neither provides limit values nor guidelines. The 
same information that was used in the Position Paper also plays a role in these guide
lines. 

Table 1.1 
Reported LnlQht limit values 

for road traffic noise In new 
resldentlal areas 

EU Member State 

France 
Germany 
Spain 
Netherlands 
Austria 
Sweden 

Finland 
Hungary 
Latvia 
Estonia 
Switzerland 

Lnight,outsidc 

62 
49 
45 
40 
50 
51 

(converted from LA~ limit 30 dB(A) 
inside bedroom) 

46 
55 
40 
45 
50 

Source, J::iiropean Commiuion, 2006. 

1.1.2 GENERAL MODEL 
There is no doubt that a relation exists between sleep and health and well-being, as 
most of us know from personal experience. That docs not mean, however, that this 
relation is simple. People who do not sleep wdl may not fed well the day after, but 
the reverse is also true: unfit people may have a disturbed sleep. Untangling the rela
tions between health and disturbed sleep (night-time noise is only one of many caus
es) proved difficult, and Fig. 2.1 at the end of Chapter 2 shows why. 

Flq. 1.1. 
General structure of the 
report on the effects of 

niqht noise 

The general structure of the report is given in Fig. 1.1: evidence for the effects of 
night-time noise on health (c) is supported by evidence on the inairecr route via (a) 
and (b). In Chapter 2 the relations between sleep and health are examined (relation 
(b) in Fig. 1.1), and this involves clinical evidence from sleep laboratories, but also 
evidence from animal experiments. In Chapter 3 it is shown how noise disturbs sleep 
from the basic, autonomous level up to conscious awakenings: relation (a). Chapter 
4 presents the evidence between night-time noise and health and well-being: relation 
(c) in Fig. 1.1. The last chapter, Chapter 5, then provides guidance on reducing 
health impacts caused by night-time noise exposure. 

NIGHT NOISE GUIDELINES FOR EUROPE 
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1.1.3 PROCESS OF DEVELOPING GUIDELINES 

The WHO Regional Office for Europe started the night noise guidelines (NNGL) 
project with a grant from the European Commission's Directorate-General for 
Health and Consumer Affairs. In 2003, the WHO Regional Office for Europe set up 
a working group of experts to provide scientific advice for the development of guide
lines for future legislation and policy action in the area of control and surveillance 
of night noise exposure. The review of available scientific evidence on the health 
effects of night noise was carried out by the working group to derive health-based 
guideline values. The contributions,from the experts were reviewed by the team and 
integrated into draft reports following discussion at four technical meetings of the 
working group. 

The first meeting of the working group was held in Bonn, June 2004. It was agreed 
that the experts would produce background papers on a number of topics identified 
and assigned at the meeting. 

The second meeting in Geneva, December 2004, concentrated on such technical 
issues as exposure assessment, metrics, health effects and guideline set-up. The topic
specific experts presented the first drafts for the identified topics for detailed discus
sions at the meeting. The discussions concentrated on central issues such as exposure 
assessment and guideline derivation. 

The third meeting in Lisbon, April 2005, reviewed the revised background papers, 
and discussed in detail the overall structure of the guidelines document, and the 
process of consensus building among the working group and stakeholders. 

At the workshop of acoustics experts in The Hague, September 2005, a consensus 
was made on the use of ¼ight as the single indicator for guideline values as it effec
tively combines the information on the number of events and the maximum sound 
levels per event over a year. 

In 2006, all the draft reports collected at previous meetings were compiled by Mr. 
Martin van den Berg into a coherent document on guidelines for exposure to noise 
at night. The latter was revised according to the comments collected though a peer
review by the working group experts. 

At the concluding meeting in Bonn, December 2006, the working group and stake
holders from industry, government and nongovernmental organizations reviewed the 
contents of the draft document chapter by chapter, discussed several fundamental 
issues and reached general consensus on the guideline values. The final implementa
tion report of NNGL project was submitted to the EU in early 2007. 

The following countries and institutes contributed to the development of Night noise 
guidelines for Europe as project partners. 

AUSTRIA: 

CZECH REPUBLIC: 
DENMARK: 
FRANCE: 

GERMANY: 

Institute of Hygiene and Social Medicine, University of 
Innsbruck 
Charles University in Prague 
National Institute of Public Health 
INRETS/LTE-Laboratoire Transports et Environnement 
CNRS-Centre National de Recherche Scientifique 
Umweltbundesamt-Federal Environmental Agency 
Landesgesundheitsamt Baden-Wtirttemberg 
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ITALY: 

NETHERLANDS: 

POLAND: 

PORTUGAL; 
SLOVENIA: 
SWEDEN: 
UNITED KINGDOM: 

ARPAT-Environmental Protection Agency, Tuscany 
Region 
University of Rome "La Sapienza"- Center for Pediatric 
Sleep Disorders 
TNO-Netherlands Organisation for Applied Scientific 
Research 
RIVM-National Institute of Public Health and the 
Environment 
University of Warsaw, Clinic of Psychiatry of the Medical 
Academy 
TST-Instituto Superior Tecnico 
Institute of Public Health of the Republic of Slovenia 
University of Gavle, Centre for Built Environment 
Queen Mary and Westfield College, University of London 

In addition, WHO received advice and support from a number of national experts 
who participated in the working group. The affiliations of these additional expert 
advisers include: 

CANADA: 
GERMANY: 
SWITZERLAND: 

NETHERLANDS: 
UNITED KINGDOM: 

Health Canada 
Forschungs- und Beratungsbi.iro Maschke 
Bundesamt fiir Umwelt, Wald und Landschaft 
Universitat St. Gallen, Institut fiir Wirtschaft und 
Okologie 
Ministry of Housing, Spatial Planning and Environment 
Casella Stanger Environmental Consultants 

Since the project report was published on the EU web site, various comments were 
received from experts who have not participated in the working group. The most 
critical points were regarding the achievability of guideline values in practice. 
Responding to these feedbacks, the WHO Regional Office for Europe, prepared a 
revision of guidelines and recommendations, and consulted with international 
experts and stakeholders including the EU. As of late 2008, it was agreed that the 
guideline should be based on the lowest observed adverse effects level (LOAEL) 
rather than the no observed effects level (NOEi .). Interim target was also introduced 
as a feasibility-based level. 

1.2 STRENGTH OF EVIDENCE 

1.2.1 BASIC CONCEPTS 
This document U$eS well-established practices from other disciplines and policy 
fields. Of main interest here are evidence-based medicine, the use of epidemiological 
evidence for environmental risk assessment and experiences with - principally- air 
quality guidelines. 

The concept of "evidence" is further formalized, as variations in wording and scope 
are currently in use. 

NIGHT NOISE GUIDELINES FOR EUROPE 
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1.2.2 RISK ASSESSMENT AND RISK CONTROL 

Interaction with S1akeholders 

Fig. 1.2 
Elements of risk control 

Source: 
Health Council of the 
Netherlands, 2004. 

Fig. t.2 outlines a general approach for risk assessment and control. This approach 
consists of the following steps: 

1. problem description: assessing the impact on the population 
2. risk analysis: evaluation of impact 
3. risk evaluation: assessing impact considered undesirable 
4. assessment of options to avoid or reduce impact 
5. cost-benefit analysis of the options or of the mix of options 
6. assessment of the preferred option 
7. implementation and control. 

It is important to observe that guideline values can be an input to, as well as an output 
of this process. At lower levels of decision (a particular infrastructure project, for 
instance) a preser guideline value reduces - intentionally - the degrees of freedom in the 
process. At the highest national or international level a guideline value is the outcome. 
As the scope of this document is to present the health consequences of night-time 
noise exposure (and not so much the economic outcomes of the choice of a certain 
value) it concentrates on the first three clements in the risk assessment block. 

The following questions need to be addressed. 

• What is the strength of the available evidence - what arc the uncertainties? 
• What is the health significance for the effects found? 
• How serious is the impact on health? 
• Does every instance of exposure lead to an effect and how are chey related? 
• How can the number of affected people be established? 

1.2.3 CAUSE-EFFECT CHAIN 

Underlying this approach is the notion of a cause-effect chain between environmen
tal factors and health, symbolically simplified in Fig. 1.3. 

Flg.1.3 
Cause-effect chain 

Human action, Exposure ~ 

natural processes ol mv!,anmental 
factors (psycho- well-be1ng 

physiological) 

Source: Health Co1111dl of the Netherlands. 2004. 
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There are important questions that need to be asked. 

• Is there a causal relation between one link in the chain and the next? 
• What are the intervening factors in that relation? 
• How strong is the evidence for the relations? 

The last question is the hardest to answer, as "strength of evidence" is not easy to express 
in simple numbers or labels. There are two forms of uncertamty: uncertamty because of 
variability of outcomes and uncertainty due to a lack of knowledge. 

For the purpose of this document the following classification will be used, largely based on 
the IARC (International Agency for Research on Cancer) criteria accessible at 
http://rnonographs.iarc.fr/ENG/Preamblc/currentb6evalrationale0706.php (see Table 1.2). 

Table 1.2 
Classification of 

evidence 

Grade of evidence 

Sufficient evidence 

Limited evidence 

Criteria 

A causal relation has been established between expo
sure to night-time noise and an effect. In studies 
where coincidence, bias and distortion could reason
ably be excluded, the relation could be observed and 
it is plausible that the effect is (also) caused by the 
exposure. 

A relation was observed between exposure to night
time noise and an effect in studies where coincidence, 
bias and distortion could not reasonably be excluded. 
The relation is, however, plausible. 
A direct relation between cause and effect has not 
been observed, but there is indirect evidence of good 
quality and the relation is plausible. Indirect evidence 
is assumed if exposure leads to an intermediate effect 
and other studies prove that the intermediate effect 
leads to the effect. 

Insufficient evidence Available studies are of low quality and lack signifi
cance to allow conclusions about causality of the rela
tion between exposure and effect. Plausibility of the 
relation is limited or absent. 

1.2.4 PROCEDURE F'OR DERIVING GUIDELINES 

The following procedme was followed in order to derive an ordering of guideline values: 

1. collection of relevant data 
2. evaluation of data in terms of strength of evidence 
3. evaluation of data in terms of biological effects, health and well-being 
4. ranking of guideline values. 

This procedure is essentially the same as in other guideline documents, although steps 
are more explicitly formalized. A major difference is that sound is a natural environmen
tal quality, which makes defining a no-effect level a futile exercise. Therefore the choice 
was made for a series of levels with increasing severity of effects. 
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2D 

211 

10 

1.3 CONSIDERATIONS WITH REGARD 
TO NIGHT-TIME NOISE INDICATORS 

Briefly, the fundamental choices of night-time noise indicators with respect to length 
of night, use of single event descriptors and long-term average are commented on to 
assist the reader in understanding the relations presented in later chapters. 

1.3.1 LENGTH OF NIGHT 

Time use studies (Centre for Time Use Research, 2006) show that the average time 
adult people are in bed is around 7.5 hours, so the real average sleeping time is some
what shorter. Due to personal factors such as age and genetic factors there is consid
erable variation in sleeping time and in beginning and end times. For these reasons, 
a fixed interval of 8 hours is a minimal choice for night-time protection. From Fig. 
1.4 it can be noted that around 50% of the population is protected with an interval 
of 8 hours and it would take a period of 10 hours to protect 80%. On Sundays, 
sleeping time is consistently one hour longer, probably due to people recovering from 
sleep debt incurred during the week. Daca for other countries arc readily available 
but this is the only study covering a long period in a consistent way. Fig. 1.5 (from 
a time use study in Portugal) shows that rhc stable pattern found in the Netherlands 
(Fig. 1.4) is not only typical for northern Europe, but also for the southern part. The 
pattern, however, seems to have shifted slightly. These figures stress that sleep times 
might be biologically fixed in humans, and culture has almost no in_flucncc. 
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F'lq, 1.4 
Sleep pattern of Dutch population on weekdays 
and Sundays, 1980-ZOOS 

0 Personat care ■ Eating D Sloep 

Flq.1.5 
Percentage of time that the Portuguese population 
spend asleep or in different activities 

8. ..,. 
"' 

Source: hup:llwww.ine.pt/prodservldestaquelarquivo.asp, based on 
a study by the lnstituto Nacional de Estatistica Portugal. 1999 

1.3.2 EVENT OR LONG-TERM DESCRIPTOR 

Much attention has been paid co the use of single event descriptors such as LAmax 
(maximum outdoor sound pressure level) and SEL (sound exposure level). As the 
Position Paper on EU noi.,c indicators (European Commission, 2000) points out, 
this is an important laboratory cool to describe instantaneous reactions to noise. But 
when it comes to long-term protection, the number of evi:nts is equally important. 
The possibility of predicting after-effects like sleepiness, reaction time, sleeping pill 
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use and health complaints, in particular, requires a combination of a number of 
events and their lc::vd instead of just the average LAmax or average SEL. For events 
with a similar time parrem there is a relatively simple relation between LAmax and 
SEL, and therefore between LAmax and ½light (night-time noise indicator as defined 

eo.o ~------------------~ 

Fig. 1.6 
Relation between Ln1qht• 

LAmax and SEL 

70,0 no.seeve t 

40,0 --------------------! 
30.0 1---------------------1 

20,0 ,.._--~------ -~---~----' 
00:00:00 01 :00:00 02:00:00 03:00:00 04:00:00 05:00:00 

Source: Eu,opean Commissio,i, 2000 Time (hrs) 

by the END - see paragraph 1.3.4 below). Appendix 2 describes this in detail. For 
now let it suffice to say that a choice for an Lmght level tics the LAmax related effects 
to a maximum and therefore allows for a protective/conservative approach. 

Fig. 1.6 is based on a sound recording in a bedroom for one night. The top of the 
peaks arc the LAmax levels, the total energy is the Lnight (thick horizontal line). The 
sound energy in one event is the SEL (nor represented). In reality the Lnighi is the 
average over all nights in one year. This reasoning applies also to the issue of long
term average. A value for an arbitrary single night will, except in extreme cases, bear 
no relationship to an individual's long-term health status, whereas a sustained suffi
ciently high level over a long period may. 

1.3.3 NUMBER Of' EVENTS 
There is no generally accepted way to count the number of (relevant) noise events. 
Proposals.range from the number of measured LAmax, the number of units {vehicles, 
aeroplanes, trains) passing by, to the number exceeding a certain LAmax level (com
munly tndil:ated Ly NAx:x; NA70 i,; Lhe numbei: u{ events higher than 70 <lB). 

1.3.4 CONVERSION BETWEEN INDICATORS 
1.3.4.1 Introduction 
½light is defined as r.he 1 year LAcq (exposure ro noise) over 8 hours outside ar the 
most exposed facade. For the purpose of srraregic noise mapping and reporting rhe 
height is fixed at 4 metres. As l,,ighi is a relatively new definition and because the 
studies rarely cover such a long period, the research data are rarely expressed in 
½light· The most frequently used noise descriptor in sleep research is the LAmax or 
SEL near the sleeper. This means that a considerable amount of conversion work 
needs to be done if relations are to be expressed in Lnight· There are four issues: 

• conversion between SEL and LAmax 

• conversion from instantaneous to long-term 
• conversion from inside to outside 
• conversion from {outside) bedroom level co most exposed fa\ade. 
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Further background information on these issues is provided in section 1.3.5. This 
section details the conversions that are actually carried out. 

1.3.4.2 SEL to LAmax 
SEL is only used for aircraft noise in th.is report and, according to Ollerhcad et al. 
(1992) from ground-based measurements, the following relation was found: 

SEL = 23.9+0.81 •LAmax [1]. 

A more general approach can be used to estimate SEL for transportation noise. 

If the shape of the time pattern of the sound level can be approximated by a block 
form, then SEL=LAmax + 101g t, where t (in seconds) is the duration of the noise 
event. This rule can be used, inter alia, for a long freight train that passes at a short 
distance. When t is in the range from 3 to 30 seconds, then SEL is S-15 dB higher 
than LAmax· For most passages of aircraft, road vehicles or trains, the shape of the 
time pattern of the sound level can be better approximated with a triangle. If the 
sound level increases with rate a (in dB per second), and thereafter is at its maximum 
for a short duration before it decreases with rate -a, then SEL=LAmax - l0lg(a) + 9.4. 
Depending on the distance to the source, for most dwellings near transportation 
sources the rate of increase is in the order of a few dB per second up to 5 dB per sec
ond. When (a) is in the range from 9 dB to 1 dB per second, then SEL is 0-9 dB high
er than LAmax· 

1.3.4.3 Events to long-tenn 
When the SEL values are known (if necessary after converting from LArnaxl they can 
be converted to Lniglw In general terms, the relation between Lnight and SEL is: 
Lnight = lO*lg li 1QSEL;/10 - 10*lg (T). 

If all (N) events have approximately the same SEL level, this may be reduced to: 

Lnight = SEL + l0*lg(N) - 70.2 [2], 

in which: 
N = the number of events occurring in period T; 
T = time during which the events occur in seconds. For a (night) year l0lg(T) is 70.2. 

The notation adheres to the END where the ¼ight is defined as a year average at the 
most exposed facade. Any reference to an inside level is noted as such, that is, as 
¼ighi, insidc· In order to avoid any doubt the notation ¼ ight,outsidc may be used, for 
instance in tables where both occur. 

1.3.4.4 Inside to outside 
As the ¼ight is a year value, the insulation value is also to be expressed as such. This 
means that if the insulation value is 30 dB with windows dosed and 15 dB with windows 
open, the resulting value is 18 dB if the window is open 50% of the time. If these win
dows are closed only 10% of the time, the result is little more than 15 dB. The issue is 
complicated by the fact that closing behaviour is, to a certain extent, dependent on noise 
level. When results about effects are expressed with indoor (that is, inside bedrooms) 
exposure levels, they need to be converted to ¼ight, in accordance with the END defini
tion. The most important assumption is the correction for inside levels to outside levels. 
An average level difference of 21 dB has been chosen, as th.is takes into accowit that even 
in well-insulated houses windows may be open a large part of the year. In general: 
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Lnight = Lnight,insidc + Y dB [3]. 

Y is the year average insulation value of the (bedroom) facade. In this report a 
default value of 21 dB is used (see also section 1.3.5). It should be stressed that this 
conversion is thought to be highly dependent on local building habits, climate and 
window opening behaviour. 

1.3.4.5 Most exposed facade 
If an inside level is converted to an outside level with [3], it is assumed that this is 
equivalent to an Lnight value on the most exposed facade. No information is avail
able on bedroom position and use, so no explicit conversion factor can be given in 
this report. 

This means that the effect estimated on the basis of Lnjghr corresponds to an upper 
limit, because pare of the bedrooms will be on a less exposed facade. If an escimate 
of the exposed population is based on a relation derived with [3], the actual preva
lence will be less. From a practical point of view the most exposed facade safeguards 
protection in cases where there is a possibility that rooms can be swapped. 

It should be pointed out that the above does not apply if a relation is based on Lnight 
values which are directly measured or computed. These relations will show a large 
variation because of a misclassification effect, but they give a "correct" estimate of 
the prevalence of effects in the population. In other words, in some cases a low effect 
may be attributed to a high Lnight because the bedroom is on the quiet side. 

1.3.S INSIDE/OUTSIDE DIFFERENCES 
Night-time environmental noise affects residents mainly inside their homes. In order to 
protect residents inside their homes from noise from outside sources, attention should 
be focused on windows since they are generally the weakest points in the sound prop
agation path. Roofs must also be considered with regard to aircraft noise. 

There are many types of window in the EU, varying from single thin panes within 
frames without additional insulation, to four-pane windows within insulated frames. 
The simplest types of facade have a sound reduction (from outside to inside) of usu
ally less than 24 dB, and the most elaborate facades (built to cope with cold climates, 
for example), have sound reductions of more than 45 dB. In central Europe, most 
windows are double-glazed, mounted in a rigid and well-insulated frame. Their 
range of sound reduction is between 30 dB and 35 dB when closed. 

When night-time environmental noise reaches high levels, residents tend to close their 
bedroom windows (cf. Langdon and Buller, 1977; Scharnberg et al., 1982; 
Schreckenberg et al., 1999; Diaz ct al., 2001). The studies by Scharnberg et al. and 
Schreckenberg ct al. found that more than 50% of bedroom windows are closed when 
outside road traffic noise levels exceed 55 dB (LAcq)- These findings have been replicat
ed in Sweden, according to recent results from the Swedish soundscape research pro
gramme on road traffic noise (Fig. 1.7). Nevertheless, while residents with closed win
dows reported a reduction of sleep disturbances due to noise, they also reported an 
increase in sleep disturbances due to poor ventilation. Schreckenberg et al. (1999) 
report a much steeper increase in the incidence of closed windows when road traffic 
noise reaches high levels than is the case with increased levels of railway noise. Even 
when night-time noise levels reach 55 B, only 35% of the residents exposed to railway 
noise reported that they closed their windows at night. 
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Fig. 1.7 
Results from Swedish 
soundscape research 
programme on road 
traffic noise 

I.Aeq, 22.00-6.00, outside bedroom 

Source: Ohrstrom, in Europea n Commission, 2002a. 

When windows are sligbtly open, outside sound levels are usually reduced by 10-15 dB. 
It should be kept in mind that most European residents want to keep their bedroom 
windows sligbtly open at night in order to provide proper ventilation (Scharnberg et al. , 
1982; Lambert and Plouhinec, 1985; Lambert and Vallet, 1994), and the WHO paper 
on community noise (WHO, 1999) also recommends that people should be able to sleep 
with their bedroom windows open. 

Passchier-Vermeer ct al. (2002) carried out detailed noise measurements inside and out
side the bedroom and at the same time measured window position with sensors. The 
results (Table 1.3) showed that windows are fully closed only in 25% of the nights. 

Window position 

Closed 
Slightly open 
Hand width 
Half open 
Fully open 

% nights 

25 
43 
23 
5 
4 

Table 1.3 
Window positions during 
research period 
(April-November) 

This results in average inside/outside differences of around 21 dB, with there being 
only a slight difference between single- and double-glazed windows (Table 1.4). The 
survey did not include dwellings which had been specifically insulated against noise. 
Nevertheless, there was a large variation in insulation values. 

Average 
difference 
at night 

Single-glazed window Double-glazed window 

21.3 22.2 

Table 1.4 
Average Inside/outside 
differences In dB 

It should be stressed that this figure only applies to facades chat have not been fitted 
with special appliances to reduce noise impact. To give an extreme example of where 
this general finding does not apply, rooms may be equipped with air conditioning so 
that windows can stay closed or could even be sealed. Less drastic provisions are 
sound-attenuated ventilation openings. Little is known, however, about the inhabi
tants' experiences (long-term use, appreciation) of these and other solutions. For 
example, sound-attenuated ventilation openings are sometimes blocked in order to 
cut out draughts. 
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1.3.6 BACKGROUND LEVEL 

A simplt: <lefinition of background level or "ambient noise" level is the noise that is 
not targeted for measurement or calculation. Background noise can interfere with 
the target noise in a number of ways. It can: 

• mask the signal 
• interact physically 
• interact psychologically. 

As this report is often <lealing with low-level target noise, masking is an important 
issue. The other two interactions are more important in the domain of annoyance. 
Masking, however, is a complex process. The human auditory system is uncannily 
good at separating signals from "background". Microphones (and the software behind 
them) have been slow to catch up, as the unsatisfactory results show when it comes to 
automatically recognizing aircraft in long-term unmanned measuring stations. 

The rule of thumb that a noise can be considered masked if the signal is l 0 dB below 
the background is only valid if the noises have the same frequency composition and 
if they actually occur at the same time. This is particularly important to stress where 
LAc levels are compared: even a relatively continuous motorway of 50 dB cannot 
maJc aircraft noise of 30 dB, because this may be composed of five aircraft arriving 
at an LAmax of 57 dB. Neither can birdsong, because the frequency domains do not 
overlap. 

Another factor relevant for this report is that background levels are lower at night
time than they are in the daytime. This is true for most man-made noises, but also 
for the natural background levels as wind speeds at night slow down. 

Most levels mentioned in this report do not take background levels into account -
explicitly. Where long-term LAeq levels are related to effects like hypertension and 
self-reported sleep disturbance, background levels are ignored, but they could 
obscure the effect at the lower end of the scale. This then influences the lowest level 
where an effect starts to occur. 

In sleep laboratory studies the background level is kept as low as possible, around 
30 dB. The background of the instrumentation is 20 dB. 

In semi-field experiments it has been found that background noise levels inside bed
rooms are very low, partly because people tend to choose their bedrooms on the 
quiet side of the building. This may have the side-effect of exposing children to high
er levels. 

1.3.7 CHOICE OF INDICATORS FOR REGULATORY PURPOSES 

From the scientific point of view the correct choice for a noise indicator is its perform
ance in predicting the effect. There are, however, a number of additional criteria which 
may influence the choice. Firstly, for different health end points different indicators 
could be suitable. Further considerations are of a more political nature, as mentioned in 
the Position Paper on EU noise indicators (European Commission, 2000). Indicators 
should also be easy to explain to the public - intuitively understandable, avoiding 
unnecessary breaks with current practice and enforceable. This is probably why in many 
countries LAmax is a popular indicator: it has undeniable qualities in these areas. 
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This is also the case for LAeq indicators for short periods of, for example, one or a 
few hours in the middle of the night. Other fashionable indicators are those looking 
at numbers above a threshold. 

For these indicators the relation between health end points and their values is either 
not well established, or the correlation between them and current indicators is high, 
or the correlation between the indicator and an effect is low. 

1.4 EXPOSURE IN THE POPULATION 

1.4.1 NOISE LEVELS 

Surprisingly little information is available on the exposure of houses to night-time 
noise. Ir is possible thar, in a few years rime, the END will lead to the creation of a 
substantial database on these levels, but up till now only two <.:ounrrics have derailed 
data available (Table 1.5). 

Lnighr in dB 
Table 1.5 

Country 40--45 46-50 51-55 56-60 61-65+ Percentage of 

Switzerland (Muller-Wenk, 2002) 24% 14% 7% 2% 
dwellings per 
noise class of 

Netherlands 25% 31% 19% 6% 1% 
Lnlqht in dB 

(Nijland and Jabben, 2004) 

Notwithstanding the obvious differences between these two countries, the data show 
a remarkable similarity. 

A first result of the END (see Table 1.6) comes from a study into night regulations 
for (large) airports (Wubben and Busink, 2004). 

Airport Number of Number of night Night operations as 
inhabitants operations per year percentage of 

daytime operations Table 1.6 

Amsterdam 21 863 23 462 5.8% 
Number of Inhabitants 

Frankfurt 134 651 46 662 10.1% 
within 45 Lnlqht contour 

London 477 289 26 465 5.7% 
Paris 180 184 51 683 10.3% 

1.4.2 REPORTED NIGHT-TIME NOISE DISTURBANCE 

Complaints about night-time exposure to noise are widespread and not exactly new: 
Roman writers used to complain about the racket in the streets at night (Juvenal, 
160). Surprisingly, little detailed information is available today. 

Nevertheless, data collected from a few Member States can help to give an imprcs· 
sion of the order of magnitude of effects. 
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Fig. 1.8 shows the relative contributions to overall sleep disturbance caused by noise 
from diffc:n:nt suun:es in the Netherlands. These data were derived from surveys in 
1998 and 2003 (van Dongen et al., 2004) in which 4000 and 2000 people, random
ly selected, were asked: "To what extent is your sleep disturbed by noise from 
[source mentioned] ... " on a scale from 1 to 10. People recording the three highest 
points in the scale were considered "highly disturbed", according to an internation
al convention. The totals are calculated from the number of people reporting serious 
sleep disturbance from one or more sources. 

Unfortunately, comparable research data from other countries or regions is not 
available, and there is reason to believe that there may be considerable differences in 
the figures. Since this study is based on a survey conducted in the Netherlands, it is 
not representative for other Member States in the EU. General (not specific for night
time) annoyance data from Germany and tbe United Kingdom give an indication 
that similar numbers of people are affected. 
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However, the fact that other noise nuisances may contribute significantly to overall 
sleep disturbance should not be overlooked. Further research on this topic is needed 
in order to gain an insight into the contribution of various noise sources to sleep dis
turbam.:e. 

1.5 CONCLUSIONS 

The methods and criteria for deriving guidelines rest on well-established procedures 
from epidemiology. To relate the effects to the dose, standard metrics will be used 
wherever available. If possible, the values found in literature will be converted to 
avoid confusion. Most of the conversions are relatively straightforward and depend 
on physical laws; others, in particular the conversion between outside and inside lev
els, depend on local factors and should be used only if no other information is avail
able. 

Information about night-time noise exposure is relatively scarce, despite 10 EU 
Member States having limit va.lues for night-time noise. The END could substantial
ly increase this information (large-scale noise mapping is foreseen in 2007), increas
ing the demand for guidance. 
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CHAPTER 2 

THE RELATION BETWEEN 
SLEEP AND HEALTH 

A night of quiet and repose in the profound silence of Dingley Dell, and an hour's 
breathing of its fresh and fragrant air on the ensuing morning, completely recovered Mr 
Pickwick from the effects of his late fatigue of body and anxiety of mind. 

(Charles Dickens, The Pickwick Papers, 1836) 

2.1 SLEEP, NORMAL SLEEP, DEFINITIONS OF 
SLEEP DISTURBANCE, CHARACTERISTICS 
MECHANISMS, THE INSOMNIA MODEL 

2.1.1 NORMAL SLEEP (OBJECTIVE MEASUREMENTS) 

Sleep is part of living and, along with being awake, forms an inherent biological 
rhythm (Cooper, 1994). Normal sleep can be defined in an objective or subjective 
manner. The objective criteria are defined using a polysomnographic recording 
(PSG) of sleep, the method that measures different physiological functions during 
sleep. Minimal polygraphic requirements to measure sleep adequately include two 
channels of electroencephalography (EEG), one channel for the electrooculogram 
(EOG), and one channel for the submental electromyography (EMG). In routine 
PSG, additional channels are used to assess respiration, leg movements, oxygenation 
and cardiac rhythm (Ebersole and Pedley, 2003). 

Scoring of sleep stages is usually done on an epoch-by-epoch basis, with a 30-second 
length used as a standard. Epochs are scored according to the guidelines of 
Rechtschaffen and Kales (1968). Each epoch is scored as the stage that occupies 
more than 50% of that epoch. Sleep can be divided into the following stages. 

• Arousal is not a uniform concept and has been defined differently by different 
researchers. Commonly, the occurrence of alpha rhythms is required for EEG 
arousal. Depending on the additional requirements and on the length of time that 
the slower cortical rhythms are interrupted, arousals have been called, for instance, 
micro-arousal, minor arousal, EEG awakening or transient activation phases. The 
American Sleep Disorders Association (1992, 1997) devised a scoring system, tak
ing sequences of 3-15 seconds into account for transient arousals which are not 
transferred to macroscopic behavioural awakening. Eleven further criteria must be 
met (see also Chapter 3, section 3.1.2). 

• Vegetative arousals arc activations of the sympathic nervous system. 

• Stage W corresponds to the waking stage and is characterized by alpha activity or 
low-voltage, mixed-frequency EEG activity. Rapid eye movements (REMs), eye 
blinks, and tonic EMG activity are usually present. 

• Stage t is scored when more than 50% of an epoch is low-voltage, 2-7 Hertz (Hz) activ
ity. Vertex waves may occur in lace stage 1. Slow rolling eye movements lasting several 
seconds are routinely seen early in stage 1, but K complexes and sleep spindles are absent 
by definition. Tonic EMG activity is usually less than that of relaxed wakefulness. 
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• Stage 2 requires the presence of sleep spindles or K complexes, and less than 20% 
uf the cpm.:h <.:untains delta activity. Bursts of sleep spindles must last at least 0.5 
seconds before they can be scored. K complexes are defined as biphasic vertex 
sharp waves with a total duration of greater than 0.5 seconds. 

• Stage 3 is scored when 20-50% of an epoch consists of delta activity that is 2 Hz 
or slower and is greater than 75 µVin amplitude. Sleep spindles may or may not 
be present. 

• Stage 4 is scored when more than 50% of an epoch consists of delta activity that 
is 2 Hz or slower and is more than 75 µVin amplitude. Reliable differentiation of 
stage 3 and stage 4 sleep is difficult by visual inspection, and most laboratories 
combine stages 3 and 4 into a single determination of slow-wave sleep (SWS). 

• Stage REM is characterized by relatively low-voltage, mixed-frequency EEG activ
ity with episodic REMs and absent or markedly reduced axial EMG activity. 
Phasic EMG activity may occur, but tonic activity must be at a level that is as low 
as, or lower than, that during any other time in the study. Sleep spindles and K 
complexes are absent. Series of 2- to 5- Hz vertex-negative "saw-tooth waves" 
occur, particularly just before phasic REM activity. The requirements to score sleep 
as REM sleep are: REMs, low or absent axial EMG, and typical mixed-frequency 
EEG recording that does not preclude the scoring of REM. 

Movement time is scored when more than 50% of an epoch is obscured by move
ment artefact. Movement time must be preceded or followed by sleep and is thus dis
tinguished from movement occurring during wakefulness. 

Additional sleep values arc determined from each sleep study and contribute to the 
clinical interpretation of the study. These additional variables include the following. 

• Recording time is the time elapsed between "lights out" and "lights on" at the end 
of the study. 

• Total sleep time (TST ) is the total time occupied by stage 1, stage 2, SWS and REM 
sleep. 

• Sleep efficiency (SE) is defined as total sleep time divided by recording time and is 
expressed as a percentage. 

• Sleep latency (SL) is the time from "lights off" to the first epoch scored as sleep. 
Some authors prefer to use the first epoch of stage 2 in order to be more confident 
about identifying the onset of sustained sleep. However, when sleep is very disrupt
ed, there may be an extended interval from recognition of stage 1 until an epoch 
that can be scored as stage 2. 

• REM latency is the time from sleep onset (as described earlier) to the first time 
period scored as REM, minus any intervening epochs as wakefulness. 

• Sleep stage percentages(% in stage 1, stage 2, SWS and REM sleep) are determined 
by dividing time recorded in each sleep stage by total sleep time. 

• Wake after sleep onset (WASO) is time spent awake after sleep onset. 
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The objective criteria defining normal sleep are based on: sleep latency, total sleep 
time, sleep efficiency and the number of awakenings, including cortical arousals. 
However, all these parameters are age-related, sometimes also gender-related, and 
may vary from one individual to another. 

Normal sleep has a clearly defined architecture that is relatively stable. Predictable 
changes in sleep architecture occur with age. Beginning in middle age, SWS becomes 
less prominent, the number of awakenings increase, and sleep efficiency decreases. 
Published information on normal sleep can serve as an outline for normal values in 
PSG (Williams, Karacan and Hursch, 1974; see also Table 2.1), but each laboratory 
must study control subjects to identify any significant effects on sleep that result 
from differences in technique or environment (Ebersole and Pedley, 2003). 

Sleep parameter 
(normal values) 20-29 years 4()-49 years 60-69 years 

TST (min) 419 389 407 
Sleep efficiency 
(TSTmsa) 95% 91% 90% Table 2.1 

WASO 1% 6% 8% 
Average normal values for 

Stage 1 (% of TST) 4% 8% 10% 
adults of different ages 

Stage 2 ( % of TST) 46% 55% 57% 
SWS (% of TST) 21% 8% 2% 
REM (% of TST) 28% 23% 23% 
Sleep latency (min) 15 10 8 

a Time in bed 
Source: Wil/u,ms, Karacan and Hursch, 1974. 

Passchier-Vermeer (2003a) reports that subjects not exposed to loud night noise typ
ically report waking up one and a half to two times during an average sleep period, 
while the number of EEG awakenings including cortical arousals averages 10-12 per 
night (Table 2.2). 

Subjects not exposed Subjective report of Number of EEG 
Table 2 .2 to loud night noise number of awakenings awakenings 

Normal adult 
subjects 1.5-2 10-12 

Source: Passchier-Vermeer, 200.la. 

Parameters of normal 
sleep 

Night arousals result in fragmented sleep, which in turn leads to excessive daytime 
sleepiness (EDS). The gold standard for the assessment of EDS is the multiple sleep 
latency test (MSLT) (see Table 2.3), which provides an objective quantification of 
"sleepiness". The preceding night's sleep requires the PSG to ensure adequate sleep 
and to exclude sleep disruption. During the day, four or five nap times are scheduled 
every two hours. For each scheduled nap time the patient lies down and assumes a 
comfortable sleep position with the technician's instructions to "close your eyes and 
attempt to sleep". Each nap is terminated 20 minutes after the nap time started if no 
sleep occurred; or after 15 minutes of continuous sleep as long as sleep onset (SO) 
criteria are met before the end of 20 minures; or after 20 minutes if the patient awak
ens, even if the patient has been asleep less than 15 minutes. The patient is instruct
ed to stay awake between the nap periods. 
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Group MSLT (min) No REM SO 1 REM SO 2 or more 
(% of group) (% of group) REM SO 

Table 2.3 Narcoleptics 2.9 :t 2.7 2 
Mean sleep latency EDS (non-

narcoleptic, 8.7 :t 4.9 92 
non-sleep 
apnocic) 
Controls 13.4 :t 4.3 100 

Source: Ebersole and Pedley, 2003. 

2 .1 .2 DEFINITIONS OF DISTURBED SLEEP 

2 

8 

0 

(% of group) 

96 

0 

0 

Sleep disorders are described and classified in the International Classification of Sleep 
Disorders (ICSD) (American Academy of Sleep Medicine, 2005). 

When sleep is permanently disturbed and becomes a sleep disorder, it is classified in the 
ICSD 2005 as "environmental sleep disorder". Environmental sleep disorder (of which 
noise-induced sleep disturbance is an example) is a sleep disturbance due to a disturb
ing environmental factor that causes a complaint of either insomnia or daytime fatigue 
and somnolence. Secondary deficits may result, including deficits in concentration, 
attention and cognitive performance, reduced vigilance, daytime fatigue, malaise, 
depressed mood and irritability. The exact prevalence is not known. Fewer than 5% of 
patients seen at sleep disorder centres receive this diagnosis. The sex ratio is not 
known. The disorder may occur at any age, although the elderly are at more risk for 
developing this condition (American Academy of Sleep Medicine, 2005). 

2.1.2.1 Insomnia 
In the ICSD 2005 the section on insomnia includes a group of sleep disorders all of which 
have in common the complaint of insomnia (adjustment insomnia, psychophysiological 
insomnia, paradoxical insomnia, idiopathic insomnia, etc.), defined as repeated difficul
ty with sleep initiation, duration, consolidation or quality that occurs despite adequate 
time and opportunity for sleep and results in some form of daytime impairment. 
Insomnia is a symptom that often arises from primary medical illness, mental disorders 
and other sleep disorders, but may also arise from abuse or exposure. However, the gen
eral criteria for insomnia are the same for all subgroups of insomnias. 

2.1.2.2 General criteria for insomnia 
A. A complaint is made concerning difficulty initiating sleep, difficulty maintaining 

sleep, waking up too early or sleep that is chronically non-restorative or poor in 
quality. In children, the sleep difficulty is often reported by the carer and may 
consist of observed bedtime resistance or inability to sleep independently. 

B. The above sleep difficulty occurs despite adequate opportunity and circumstances 
for sleep. 

C. At least one of the following forms of daytime impairment related to the night
time sleep difficulty is reported by the patient: 

• fatigue or malaise 
• attention, concentration, or memory impairment 
• social or vocational dysfunction or poor school performance 
• mood disturbance or irritability 
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• daytime sleepiness 
• motivation, energy, or initiative reduction 
• proneness to errors or accidents at work or while driving 
• tension, headaches, or gastrointestinal symptoms in response to sleep loss 
• concerns or worries about sleep. 

Defining the cause of a sleep/wake disturbance in an insomnia patient is a complex 
task since it is often multifactorial. In fact, a confluence of factors that support mul
tiple insomnia diagnoses may be judged important in many patients with insomnia. 
Although selection of a single diagnosis is preferable and this selection may be 
appropriate, such a selection should not necessarily imply the absence of a subset of 
factors relevant to an alternate diagnosis. When criteria for multiple insomnia diag
nosis are met, all relevant diagnosis should be assigned. 

2.1.2.3 Environmental sleep disorder 
In the ICSD 2005, environmental sleep disorder is listed in the category of "other sleep 
disorders". Noise-induced sleep disturbance is one of the disturbing environmental fac
tors that cause a complaint of either insomnia or daytime fatigue and somnolence. 

The diagnostic criteria for environmental sleep disorder are the following. 

A. The patient complains of insomnia, daytime fatigue or a parasomnia. In cases 
where daytime fatigue is present, the daytime fatigue may occur as a result of 
the accompanying insomnia or as a result of poor quality of nocturnal sleep. 

B. The complaint is temporally associated with the introduction of a physically 
measurable stimulus or environmental circumstance that disturbs sleep. 

C. It is the physical properties, rather than the psychological meaning of the envi
ronmental factor, that accounts for the complaint. 

D. The sleep disturbance is not better explained. by another sleep disorder, medical or 
neurological disorder, mental disorder, medication use or substance use disorder. 

The prevalence of environmental sleep disorder is not known. Fewer than 5% of 
patients seen at sleep disorder centres receive this diagnosis. 

International standardization and quantification for measurement of the depth of sleep is 
based on Rechtschaffen and Kales criteria from 1968. Sleep is divided into 30-second 
epochs, and a phase is only assessed if the specific features are evident for more than 50% 
of the epoch length. For example, wakefulness is scored when at least 15 seconds of con
tinuous awakening is present. Arousal reactions not leading to macroscopic awakening 
were not included in the definition by Rechtschaffen and Kales. With the arousals as 
described by the American Sleep Disorders Association (1992) it is possible to display sub
vigilant sleep fragmentation, caused by intrinsic sensory and autonomic alarm reactions. 
An arousal index providing the arousal density (events per hour of sleep) was taken as a 
measure of the degree of severity. In one hour, 1~20 arousals arc considered as normal in 
healthy adults. However, the use of EEG arousals with the American Sleep Disorders 
Association definition provides no sufficient explanation of daytime sleepiness (Ali, Pitson 
and Stradling 1996; Ayas et al., 2001) unless they are accompanied by vegetative arousals. 

Regarding noise, different vigilance level assessments in various functional systems are 
important. Dumont, Montplaisir and Infante-Rivard (1988) proposed investigations of 
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vegetative, motor and sensory functions independently of each other. One of the pos
sible factors indicating disturbed sleep is a vegetative arousal index. A vegetative arous
al index of more than 30 per hour is certainly considered as serious, more than 20 per 
hour as intermediate and more than 10 as a light form of sleep disorder. 

With respect to insomnia (section 2.1.2), there is the possibility of misclassification 
if the general practitioner (GP) overlooks excessive noise as the possible cause of the 
complaint. There 1s also the poss1b1hty that the msomma 1s aggravated by noise. 

2.1.3 CONCLUSIONS 

Published information on normal sleep can serve as an outline for normal values in 
PSG. However, these values arc only informative, because each sleep laboratory must 
study control subjects to identify any significant effects on sleep that result from dif
ferences in technique or environment. Excessive daytime sleepiness is a consequence 
of disturbed night sleep and can be objectively assessed by MSLT, which provides an 
objective quantification of "sleepiness". 

2.2 LONG-TERM HEALTH RISK MEDIATED BY 
SLEEP DISTURBANCES 

2 .2.1 STRESSORS, NEUROBEHAVIOURAL DATA AND 
FUNCTIONAL NEUROIMAGING 

It is generally accepted that insufficient sleep and particularly sleep loss has a great 
influence on metabolic and endocrine functions (Spiegel, Lcproult and van Cautcr, 
1999), as well as on inflammatory markers, and contributes to cardiovascular risk. 
C-reactive protein (CRP) as a major marker of the acute phase response to inflam
matory reaction promotes secretion of inflammatory mediators by vascular endothe
lium and may be therefore directly involved in the development of atherosclerotic 
lesions. CRP as a risk predictor of strokes and heart attacks linearly increases with 
total and/or partial sleep loss (Meier-Ewert et al., 2004). 

An additional factor, closely linked to cardiovascular health, glucose regulation and 
weight control, is leptin. Leptin is one of the major regulators of energy homeosta
sis and its circadian profile interacts closely with sleep. 

Secretion of leptin increases at night and decreases during the day. A decreased lep
tin level, that is connected with sleep loss, increases appetite and predisposes to 
weight gain, impaired glucose tolerance and impaired host response. 

Other studies have focused on how sleep loss affects neurobehavioural functions, 
especially neurocognitive performance. Functional brain imaging and EEG brain 
mapping studies show that the patterns of functional connectivity between brain 
regions, evident in the performance of specific cognitive tasks, are altered by sleep 
loss (NCSDR, 2003). According to this finding, the maintenance of sustained per
formance during sleep loss may depend upon regional functional plasticity. 
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Cumulative waking, neurocognitive deficits and instability of state that develop from 
chronic sleep loss have a basis in a ncurobiological process that can integrate 
homoeostatic pressure for sleep across days. Increased efforts have helped to deter
mine the roles of REM and non-REM sleep in memory. 
Functional brain imaging techniques, such as positron emission tomography (PET), 
functional magnetic resonance imaging (fMRI), magnetic resonance spectroscopy 
{MR ), single photon cmi ion computed tomography ( PECT) and magneto-elec
troencephalography (MEG), have recently been analysed in a rudy of sleep and 
waking ( "DR, 2003). The e reclmique allow the mea uremenr of metabolic and 
ncurochemical activity throughout the brain and an reveal dynami patterns of 
regional cerebral activity during various brain states, including stages of sleep and 
levels of alertness during wakefulness or during functional challenge. These tech
niques can also help identify both normal and abnormal sleep/wake processes. 

In the last five years, functional neuroimaging techniques (particularly PET) have 
revealed that non-REM sleep is associated with the deactivation of central eneephal
ic regions (brainstem, thalamus ba ·al ganglia) and multimodal association cortices 
(for instance, prefronral and superior temporal/inferior parietal regions). REM sleep 
i characterized by reactivation of all central cncephalic region deactivated during 
non-REM sleep except the multimodal association areas. PET studies during sleep
deprived wakefulnes have revealed regional cerebral dea tivarion that arc especial
ly prominent in prefronral and inferior parietal/superior temporal cortices, and in the 
thalamus. Thi pattern is consistent and helpful in explaining the nature: of cognitive 
performance deficits char occur during sleep loss. As revealed by mean of fMRl 
technique during cognitive task performance, the maintenance of performance fol
lowing sleep loss may be a function of the extent to which other cortical brain 
regions can be r:ecruited for task performance in the sleep-deprived state. 

PET, SPECT and fMRI studies have revealed, in depressed patients, initially elevat
ed activation in anterior cingulate and medial orbital cortices (NCSDR, 2003). In 
these patients, sleep deprivation reduces this regional hyperactivation, and improve
ments in mood ar:e a function of the extent to which this activity is reduced. These 
studies point to possible mechanisms by which antidepressant drugs may exert their 
effects. Further research should be oriented towards neuroimaging and measure
ments of changes in the brain's metabolic activity at the neurotransmitter level. 

2.2.2 SIGNALS MEDIATED BY A SUBCORTICAL AREA 
(THE AMYGDALA), THE ROLE OF STRESS HORMONES 
IN SLEEP DISTURBANCE AND THEIR HEALTH 
CONSEQUENCES 

Experimental as well as clinical studies {Waye ct al., 2003; Ising and Kruppa, 2004) 
hawed that the first and fastest signal of stressors introduced by noise is detected 

and mediated by a subcortical area represented by the amygdala while the stress 
response to noise is mediated primarily by the hypothalamus-pituitary-adrenal 
(HPA) axis. A major intrinsic marker of the circadian rhythm i in the level of circu
lating corticosteroids derived from activity within the HPA axis. A protracted stress 
response with activation of the HPA axi is a major physiological response to envi
ronmental stressors. The cortisol re ponse to awakening is an index of adrenocorti
cal activity, and long-term nocturnal noise exposures may lead, in persons liable to 
be stressed by noise, to permanently increased cortisol concentration above the nor-
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mal range. The hypothesis that an increased risk of cardiovascular diseases is con
nected with stress com.:epts is generally accepted (Ekstedt, Akcrstedt and 
Soderstrom, 2004; Ising and Kruppa, 2004 ). Stress rea.:tions may lead to derange
ment of normal neurovegetative and hormonal processes and influence vital body 
functions. Cardiovascular parameters such as BP, cardiac function, serum choles
terol, triglycerides, free fatty acids and haemostatic factors (fibrinogen) impede the 
blood flow through increased viscosity and presumably blood sugar concentration 
as well. Insulin resistance and diabetes melhtus, stress ulcers and immune system 
deficiency are also frequent consequences of stress reaction. Disturbed sleep may 
lead to immunosuppression and diminished protein synthesis (Horne, 1988). 

As well as nonspecific effects of the stress response on the functioning of the immune 
system, there is considerable evidence for a relation between sleep, especially SWS, 
and the immune system (Brown, 1992). This evidence includes surges of certain 
immune parameters and growth hormones at onset of SWS, correlation of non-REM 
sleep, total sleep time and sleep efficiency with natural killer cell activity, and corre
lation of SWS with recovery from infections. These data, taken together with infor
mation on the effect of intermittent transportation noise on SWS during the first 
sleep cycles and overnight, suggest that the immune response could also be impact
ed directly by environmental noise during sleep (Carter, 1996). 

2 .2.3 SLEEP RESTRICTION, ENVIRONMENTAL STRESSORS 
(NOISE) AND BEHAVIOURAL, MEDICAL AND SOCIAL 
HEALTH CONSEQUENCES OF' INSUFFICIENT SLEEP: 
RISK OF' MORBIDITY AND MORTALITY 

Sleep restriction due to environmental stressors leads to primary sleep disorders, but 
health is also influenced by the consequence of stress response to noise mediated by 
the HPA axis and/or by restriction of specific sleep stages (see above). 

Sleep restriction leads, in approximately 40% of affected subjects, to daytime sleepiness 
that interferes with work and social functioning. Excessive daytime sleepiness is thus a 
major public health problem, as it interferes with daily activities, with consequences 
including cognitive prohlr.ms, motor vehicle accidents (especially at night), poor job per
formance and reduced productivity (Lavie, Pillar and Malhotra, 2002). In the last 
decade, experimentally based data have been collected on chronic restriction of sleep (by 
1-4 hours a night), accumulating daytime sleepiness and cognitive impairment. Most 
individuals develop cognitive deficits from chronic sleep debt after only a few nights of 
reduced sleep quality or quantity. New evidence suggests additional important health
related consequences of sleep debt related to common viral illnesses, diabetes, obesity, 
heart disease, depression and other age-related chronic disorders. 

The effects and consequences of sleep deprivation are summarized in Table 2.4 
(Lavie, Pillar and Malhotra, 2002). 

The relationship between sleep quantity and quality and estimates of morbidity and mortali
ty remains controversial. Epidemiological data (NCSDR, 2003) suggest that habitually short 
sleep (less than 6 hours sleep per night) is associated with increased mortality. Epidemiological 
studies in recent years elucidated, however, that too much sleep is a problem as well. Kripke 
et al. (2002) evaluated a questionnaire study of 1.1 million men and women aged 30-102 
years and found the lowest mortality risk between respondents sleeping 7 hours per night. 
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Behavioural 

Cognitive 

Neurological 

Biochemical 

Others 
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Short-term 

Sleepiness 
Mood changes 
Irritability and 
nervousness 

Long-term 

Depression/mania 
Violence 

Impairment of function Difficulty in learning 
new skills 

Mild and quickly 
reversible effects 

Increased metabolic 
rate 
Increased thyroid 
activity 
Insulin resistance 

Hypothermia 
Immune function 
impairment 

Short-term memory 
problems 
Difficulty with com
plex tasks 
Slow reaction time 

Cerebellar ataxia, 
nystagmus, tremor, 
ptosis, slurred 
speech, increased 
reflexes, increased 
sensitivity to pain 

Decreased weight 
despite increased 
caloric intake 
(in animals) 
Diabetes, obesity 
(in humans) 

Susceptibility to 
viral illness· 

Table 2.4 
Consequences of sleep 
deprivation 

Mortality risk significantly increased when sleep duration was less than 6 or higher 
than 8 hours per night. Other authors have also published similar results (Patel et 
al., 2004; Tamakoshi and Ohno, 2004). Patel et al. (2004) in a prospective study of 
sleep duration and mortality risk in 5409 women confirmed previous findings that 
mortality risk is lowest among those sleeping 6-7 hours per night. The mortality risk 
for death from other causes significantly increased in women sleeping less than 5 and 
more than 9 hours per night. Ir is not clear how the length of sleep can increase this 
risk, although animal evidence points to a direct link between sleep time and lifes
pan (see section 2.5 in this chapter). Up to now, no epidemiological prospective 
study has been published that examines the relationship between sleep and health 
outcomes (morbidity and mortality) with subjective and objective estimates. Recent 
studies, however, show that sleep duration of least 8 hours is necessary for optimal 
performance and for prevention of daytime sleepiness and accumulation of sleep 
debt. 

Environmental scressors, including noise, mostly cause insomnia. Insomnia also 
involves daytime consequences, such as tiredness, lack of energy, difficulty concen
trating and irritability. A reasonable prevalence estimate for chronic insomnia in the 
general population is about 10%; for insomnia of any duration or severity this rises 
to between 30% and 50%, and incidence increases with ageing. In the course of per
imenopausal time, women are particularly vulnerable co developing this complaint. 
The major consequences and co-morbidity of chronic insomnia (see Table 2.5) con
sist of behavioural, psychiatric and medical problems. Several studies also report a 
higher mortality risk (Zorick and Walsh, 2000). 
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Table 2.5 
Consequences of 
chronic insomnia 

Type Consequence 

Behavioural Poor performance at work, fatigue, memory difficulties, 
concentration problems, motor vehicle accidents 

Psychiatric Depression, anxiety conditions, alcohol and other sub
stance abuse 

Medical 

Mortality 

Cardiovascular, r espiratory, renal, gastrointestinal, 
musculoskeletal disorders 
Obesity 
Impaired immune system function 

Increased risk is reported 

2.2.3.1 Behavioural consequences 
Transient (short-term) insomnia is usually accompanied by spells of daytime sleepi
ness and performance impairment the next day. Persistent (long-term) insomnia 
tends to be associated with poor performance at work, fatigue, memory difficulties, 
concentration problems and twice as many fatigue-related motor vehicle accidents as 
in good sleepers. 

2.2.3.2 Psychiatric conditions 

Epidemiological research indicates that the prevalence of any psychiatric disorder is 
two or three times higher in insomniacs. The risk of depression as a co-morbid state 
appears to be particularly strong, being approximately four times more likely in 
insomnia patients. Furthermore, insomnia may be an early marker for psychiatric 
disorders such as depression, anxiety conditions and alcohol abuse. Anxiety has been 
quite commonly found in insomniacs compared with the general population. About 
25-40% of insomnia patients are estimated to have significant anxiety, and the 
abuse of alcohol and other substances is increased in insomniacs relative to good 
sleepers (Ford and Karnerow, 1989). Samples of unselected psychiatric patients have 
about a threefold increase in the frequency of insomnia compared with healthy con
trol subjects, and the severity of the condition correlates with the intensity of the psy
chiatric symptoms. Among samples of outpatients who consulted their GPs for 
insomnia, about 50% presented with psychiatric conditions, and about half of these 
patients were probably depressed (Zorick and Walsh, 2000). 

2.2.3.3 Medical consequences 
Insomnia has been statistically associated with various medical conditions, including 
disorders of the cardiovascular, respiratory, gastrointestinal, renal and musculoskele
tal systems. A large series of insomniac patients showed that poor sleepers are more 
than twice as much at risk of ischaemic heart disease (IHD) as good sleepers 
(Hyyppa and Kronholm, 1989). Insomnia patients were also shown (Irwin, Fortner 
and Clark, 1995) to have impaired immune system function. Keith et al. (2006) 
hypothesize a connection between sleep deficit as one of the possible factors to 
explain the rise in obesity. Hormone changes and animal experiments apparently 
support this. 

2.2.3.4 Mortality risk 
Only a few epidemiological studies deal with mortality in insomniacs. According to 
Kripke et al. (1979), reduced sleep time is a greater mortality risk than smoking, 
hypertension and cardiac disease. Higher death rates are also reported among short 
sleepers. In this respect, however, further systematic investigation of the link between 
insomnia, short sleep and death is desirable. 
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2.3 RISK GROUPS 
Risk groups are people who may be either sensitive (showing more reaction to a 
stimulus than the average), are more exposed (also called vulnerable) or both. 

2.3.1 HEALTH EFFECTS OF DISTURBED SLEEP IN CHILDREN 

Although children appear to tolerate a single night of restricted sleep with no detri
mental effect on performance of brief tasks, perhaps more prolonged restriction and 
prolonged tasks similar to those required in school would show negative effects. In 
addition, as children seem co require more time to recuperate fully from nocturnal 
sleep restriction than adults (Carskadon, Harvey and Dement, 1981a), with addi
tional nights of partial sleep deprivation, cumulative sleepiness might become a sig
nificant problem. 

Empirical data that directly address the effects of repeated sleep loss on children's 
mood or cognitive function arc sparse. A range of clinical and observational data 
support a general picture that inadequate sleep results in tiredness, difficulties in 
focusing attention, low thresholds for negative reactions (irritability and easy frus
tration), as well as difficulty in controlling impulses and emotions. ln some cases, 
these symptoms resemble attention-deficit hyperactivity disorder (ADHD). 

Environmental noise experienced at home during night-time is a sometimes unpre
dictable and most often discontinuous event (for example traffic noise, aircraft or 
train noise, a noisy environment for other reasons, for instance proximity with a dis
cotheque, etc.), that might lead to sleep disruption without leading to behavioural 
awakenings through the alteration of sleep microstructure, in a similar manner as 
other sleep disturbing events such as respiratory disturbances. 

Therefore, in respect of clinical settings, we can assume that, in children, an experi
mental model for the consequences of noise can be represented by respiratory distur
bances during steep, such as snoring, upper airway resistance syndrome (UARS) or 
obstructive sleep apnoea syndrome (OSAS), either for the noise produced by snoring 
or for the effects on the arousal system and sleep microstructure. 

For this reason, this section describes the well-studied effects of sleep breathing dis
orders on children's health and then evaluates the indicators of sleep disruption from 
the point of view of sleep microstructure. 

In the literature few data on the medium- and long-term effects of disturbed sleep in 
children are available from the longitudinal point of view. Most reports focused on 
respiratory disturbances during sleep as a theoretical model to evaluate the long
term effects of disturbed sleep in children. This review reports on the medium- and 
long-term negative consequences of disturbed sleep on cognitive functioning, behav
iour, mental health, growth and the cardiovascular system. 

2.3.1.1 Sleep deprivation iti children 
The effects of sleep deprivation were evaluated in children. The findings only indi
rectly pertain to this general report, although repeated noise-induced sleep disrup
tion favours sleep deprivation. 

In another study, 15 healthy infants aged 78+/-7 days were studied during two 
nights: one night was preceded by sleep deprivation (kept awake for as long as pos-
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sible beyond their habitual bedtime: median onset 150 min; range 0-210 min) 
(Thomas ct al., 1996). Of the 15 children, 13 slept supine, 12 were breastfed and 4 
were from smoking parents. Following sleep deprivation, infants maintained a 
greater proportion of quiet sleep (44% vs. 39%; p=.002). There was no measurable 
change in arousal propensity by either graded photic (stroboscope) or auditory stim
uli (1 kHz pure tone, delivered in the midline of the cot, from 73 dB and increased 
in 3 dB steps to 100 dB) during quiet sleep. 

Forty-nine Finnish children (26 boys/23 girls) aged 7-12 years were interviewed 
together with their parents and school teachers, and recorded for 72 hours with a 
belt-worn activity monitor during weekdays. 

The objectively measured true sleep time was associated with psychiatric symptoms 
reported by a teacher. The decreased amount of sleep was associated more with 
externalizing than internalizing types of symptoms (aggressive and delinquent 
behaviour, attention, social, and somatic problems) (Aronen et al., 2000). 

In a survey, it was also shown that out of 100 Belgian school children, aged between 
9 and12 years, those with poor sleep (insomnia) were also showing more frequent 
poor school performance (failure to comply with expected grades) than good sleep
ers. The relation between poor sleep and a noisy environment was, however, not 
evaluated (Kahn et al., 1989). 

2.3.1.2 Neurocognitive manifestations 
Several studies in adults have shown that sleep fragmentation and hypoxaemia can 
result in daytime tiredness and loss of concentration, retrograde amnesia, disorien
tation, morning confusion, aggression, irritability, anxiety attacks and depression. 
One could hypothesize that sleep fragmentation and hypoxaemia would affect the 
ncuropsychological and cognitive performance also in children, where the impact of 
abnormal sleep may be even greater than in adults. In fact, neurocognitive and 
behavioural deficits and school problems have been reported recently in children 
with sleep-related obstructive breathing disorders (SROBD). 

2.3.1.3 Attention capacity 
This represents the ability to remain focused on a task and appropriately attend to 
stimuli in the environment. Taken together the studies to date indicate that children 
with SROBD are less' reflective, more impulsive, and show poorer sustained and 
selective attention. Blunden et al. (2000) reported that, compared to 16 controls, 16 
children with mild SROBD showed reduced selective and sustained attention. 
Owens-Stively et al. (1997) suggested a dose-response in attention-impulsivity with 
moderate to severe obstructive sleep apnoea syndrome (OSAS) children showing 
greater deficits than mild OSAS children. Importantly, early treatment showe_d that 
attention deficits in children with OSAS are reversible (Guilleminault et al., 1982b). 
In another study, 12 children with moderate to severe OSAS showed a significant 
reduction in inattention and an improvement in aggressive and hyperactive behav
iours and vigilance after surgical treatment (Ali, Pitson and Stradling, 1996). 

2.3.1.4 Memory 
Rhodes et al. (1995) found inverse correlations between memory and learning per
formance and the apnoea hypopnea index in 14 morbidly obese children. Smaller 
deficits were observed by Blunden et al. (2000), who found in their sample of chil
dren with mild SROBD that mean global memory performance was in the lower end 
of the normal range compared to controls. 
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A recent study using actigraphy in normal school-age children showed that lower 
sleep efficiency and longer sleep latency were associated with a higher percentage of 
incorrect responses in working memory tasks; shorter sleep duration was associated 
with performing tasks at the highest load level only. Also, controlling for age, gen
der, and socioeconomic status, sleep efficiency and latency were significantly associ
ated with the mean incorrect response rate in auditory working memory tasks. This 
study showed that sleep quality (evaluated as sleep efficiency = l0O- [sleep + light 
sleep]/duration) is more strongly associated with performance in working memory 
tasks than sleep duration, suggesting that in assessing sleep, attention should be 
directed not only at the amount of sleep but also at sleep quality. 

2.3.1.5 Intelligence 
Inspection of the mean IQ scores reported in the study by Rhodes et al. (1995) sug
gested that their sample of five obese children with moderate to severe OSAS per
formed in the borderline range whereas controls performed in the normal range. 
Blunden er al. (2000) showed smaller deficits in children with mild SROBD whose 
mean verbal and global IQ were in the lower end of the normal range. 

It remains unclear as to whether the putative negative effects of SROBD on intelli
gence are global in nature or confined to specific areas such as verbal rather than 
performance or visuospatial intelligence and whether these impairments can be 
reversed. 

2.3.1.6 Learning and school performance 
It has been widely reported (Stradling et al., 1990; Guilleminault et al., 1996; 
Richards and Ferdman, 2000) that children with SROBD show reduced academic 
performance and learning. 

Weissbluth e~ al. (1983) found that poor academic achievers had a higher prevalence 
of night-time snoring (38% vs. 21 %) and breathing difficulties (13% vs. 6%). Out 
of 297 children with SROBD (22% snorers and 18% sleep-associated gas exchange 
abnormalities), 40% were in the lowest 10th percentile of academic performance 
(Goza!, 1998) <1-nd SROBD in early childhood may continue to adversely affect learn
ing in later years (Goza! and Pope, 2001). Goza! (1998) found in his sample of poor 
academic achievers that school grades improved post-adenotonsillectomy in treated 
but not untreated children. 

As well as those with SROBD, healthy normal children with fragmented sleep (mea
sured by actigraphy) also showed lower performance on neurobc:havioural function
ing (NBF) measures, particularly those associated with more complex tasks, and also 
had higher rates of behavioural problems (Sadch, Gruber and Raviv, 2002). 
Furthermore, in normal children without sleep disorders, modest sleep restriction 
can also affect children's NBF. Sadeh, Gruber and Raviv (2003) monitored 77 chil
dren for 5 nights with activity monitors. On the third evening, the children were 
asked to extend or restrict their sleep by an hour on the following three nights. Their 
NBF was reassessed on the sixth day following the experimental sleep manipulation 
and showed that sleep restriction led to improved sleep quality and to reduced 
reported alertness. 

These studies suggest that fragmented sleep or insufficient sleep is highly relevant 
during childhood and that children are sensitive to modest alterations in their natu
ral sleep duration. 
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Early reports documented that untreated OSAS can have long-term negative effects, such 
as failure to thrive, wr pulmonale and mental retardation. These severe consequences arc 
less common now due to early diagnosis and treatment, but recent reports have focused 
on other long-term effects mainly related to neurocognitive deficits, such as poor learn
ing, behavioural problems and ADHD (Marcus, 2001). 

Goza! and Pope (2001) tried to determine the potential long-term impact of early child
hood snoring. Analysing questionnaires of 'l ':f/ children m a low academic pertormance 
group (LP) and 791 in a high academic performance (HP) group, they found that fre
quent and loud snoring during early childhood was reported in 103 LP children (12.9%) 
compared with 40 HP children (5.1 %). Therefore, children with lower academic per
formance in middle school are more likely to have snored during early childhood and to 
require surgery for snoring compared with better performing schoolmates. These find
ings suggest that children who experienced sleep-disordered breathing during a period 
traditionally associated with major brain growth and substantial acquisition of cognitive 
and intellectual capabilities may suffer from a partially irreversible compromise of their 
a priori potential for academic achievement. Three major components that result from 
the intermittent upper airway obstruction that occurs during sleep in children could the
oretically contribute to such neurocognitive deficits, namely episodic hypoxia, repeated 
arousal leading to sleep fragmentation and sleep deprivation, and periodic or continuous 
alveolar hypoventilation. 

Schooling problems may underlie more extensive behavioural disturbances such as rest
lessness, aggressive behaviour, EDS and poor neurocognitive test performances. Nearly 
20-30% of children affected by OSAS or loud and frequent snoring show important 
signs of behavioural problems such as inattention and hyperactivity. Problems similar to 
symptoms of ADHD are linked to the presence of repeated sleep arousals, and intermit
tent hypoxic events, inducing a lack of behavioural inhibition with negative implications 
for working memory, motor control and self-regulation of motivation and affect. 

In contrast with these data, Engle-Friedman et al. (2003) recently found a significant 
improvement of functions, at least in mild to moderate OSAS, when measured several 
months following an adenotonsillectomy, but they confirmed that their results could not 
rule out the possibility, even after treatment, of partial irreversible damage to academic 
function that may be detected only later in life. In addition, they stated that adults who 
also had deficits of nrnrocognitive executive functions related to the prefrontal area 
failed to improve significantly after treatment. 

The negative long-term effects may be mediated by the irreversible alteration of the pre
frontal cortex (PFC) and be related to structural changes of the brain as a consequence 
of both hypoxaemia and sleep fragmentation induced by OSAS or other pathologies 
affecting sleep. 

In a recent report concerning OSAS adults, Macey et al. (2002) demonstrated grey mat
ter loss in cerebral sites involved in motor regulation of the upper airway as well as in 
areas contributing to cognitive function (frontal and parietal cortex, temporal lobe, ante
rior cingulate, hippocampus and cerebellum). It can be argued that, in critical stages of 
brain development (that is, in childhood), these effects can lead to even more severe con
sequences, which could explain the negative long-term effects. 

It is speculative to think that the remodelling of the brain could also be mediated by sleep 
and, therefore, sleep fragmentation could affect the process of brain plasticity (that is, the 
capacity of the brain to modify its structure and function over time). Recent studies show-
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ing experience-dependent gene-expression of gene zif-268 during paradoxical sleep in racs 
exposed to a rich sensorimotor environment, and the role of sleep in enhancing the remod
elling of oc.:ular dominance in the dcvcloping visual c.:ortcx arc also in Linc with the hypoch
esis that sleep affects neuronal plasticity and memory processes (Peigneux et al., 2001). 

2.3.1. 7 Neurobehavioural manifestations 
Behavioural disturbances are common in children with SRODB, with higher prevalence 
rates of both internalized (for instance being withdrawn, shy, anxious and psychosomat
ic) and externalized (for instance impulsivity, hyperactivity, aggression and delinquency) 
problematic behaviours (Blunden, Lushington and Kennedy, 2001). The most frequent· 
ly documented problematic behaviour in children with SROBD is attention deficit 
hyperactivity with a prevalence rate of 20-40% (Weissbluth ct al., 1983; Ali, Pitson and 
Stradling, 1993). Conversely, children with ADHD showed a high prevalence rate of 
snoring (Chervin et al., 1997) and a co-diagnosis of ADHD has been reported in 8-12% 
of children with OSAS (O'Brien and Goza!, 2002). 

A few studies have documented that children with sleep disorders tend to have 
behavioural problems similar to those observed in children with ADHD. A survey of 
782 children documented daytime sleepiness, hyperactivity, and aggressive behav
iour in children who snored, with 27% and 38% of children at high risk for a sleep 
or breathing disorder displaying clinically significant levels of inattention and hyper· 
active behaviour, respectively (Ali, Pitson and Stradling, 1994). 

At 3 years of age children with persistent sleep problems (n = 308) were more like
ly to have behaviour problems, especially tantrums and behaviour management 
problems (Zuckerman, Stevenson and Bailey, 1987). 

In a study of 16 children with a mean age of 12+/-4 years suffering from chronic pain 
due to juvenile rheumatoid arthritis and secondary poor sleep, polysomnographic 
recordings showed poorer night-time sleep, longer afternoon naptime and more day
time sleepiness than normal values from the literature (Zamir et al., 1998). In a 
school survey of children aged 9- 12 years (n = 1000), those with poor sleep (insom
nia for more than 6 months) had poorer school performance, defined as failure to 
comply with expected grades, than good sleepers. Their learning problems were ten
tatively attributed to the long-term effect of poor sleep (Kahn et al., 1989). 

A questionnaire administered to children aged 4-12 years (n = 472) showed a rela
tion between sleep problems and tiredness during the day (Stein et al., 2001 ). 

In children aged 9-12 years (n = 77), shortening sleep by one hour was associated 
with reduced alertness and significant lowering of neurobehavioural functioning 
(Sadeh, Gruber and Raviv, 2003). In school-age children (n = 140) recorded at home 
with an actigraph, a significant relation was shown between the presences of frag
mented sleep, daytime sleepiness and lower performance in ncurobehavioural func
tioning evaluated by various performance tests (Sadeh, Gruber and Raviv, 2000). 
These children also had higher rares of behavioural problems, as reported by their 
parents (Sadeh, Gruber and Raviv, 2002). 

In Finland, children aged 7-12 years (n = 49) were interviewed together with their 
parents and schoolteachers and recorded for 72 hours with a belt-worn activity mon
itor during weekdays. The decreased amount of sleep was associated with symptoms 
such as aggressive and delinquent l;,ehaviour, attention, social and somatic problems. 
The findings of this research were better associated with the teachers' than the par-
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ents' reports, suggesting that parents may be unaware of their child's sleep deficien
cies as the behavioural problems may be more evident at school than at home 
(Aronen et al., 2000). 

A prospective long-term study conducted in Sweden on 2518 children revealed that with
in a subgroup of 27 children with severe and chronic sleep problems, 7 children developed 
symptoms that met the criteria for ADHD by the age of 5.5 years (Thunstrom, 2002). 
Compared to the other children with sleep problems, these subjects had more frequent 
psychosocial problems in the family, bedtime struggles and long sleep latency at bedtime. 

A population-based, cross-sectional questionnaire survey was conducted in 
Massachusetts on 30 195 children aged 5 years (Gottlieb et al., 2003). Children 
described by their parents as having sleep-disordered breathing (snoring, noisy 
breathing, apnoea) were significantly more likely to have daytime sleepiness and 
problem behaviours, including hyperactivity, inattention and aggressiveness (all with 
an odds ratio >2.0). These problem behaviours were suggestive of ADHD. 

Similar findings were found in a group of children aged 5-7 years with periodic limb 
movement disorder who were studied polygraphically and their recording compared 
with those of age-matched children with ADHD. Their repeated sleep fragmentation 
resulting from the periodic limb movement disorder favoured the development of 
symptoms similar to those seen in ADHD (Crabtree et al., 2003). 

The parents of a group of children with an average age of 8.6 years (range 2-17 
years) reported that their children had difficult behaviours on the day that followed 
a 4-hour night-time sleep restriction (Wassmer et al., 1999). In one study, a 2-hour 
sleep reduction induced by delayed bedtime has been shown tu increase daytime 
sleepiness, mainly during morning hours (Ishihara and Miyke, 1998; Ishihara, 
1999). 

Following one night of 4 hours of sleep deprivation imposed on children (aged 
11-13 years), a decrease in performance tests has been observed (Carskadon, Harvey 
and Dement, 1981a). 

Following one night's sleep loss, adolescents showed increased sleepiness, fatigue 
and reaction time. They selected less difficult academic tasks during a set of tests, but 
the percentages of correct responses were comparable to those seen following a nor
mal night's sleep (Engle-Friedman et al., 2003). 

Another study has been conducted on 82 children, aged 8-15 years. They were 
assigned an optimized, 10-hour night of sleep, or a restricted 4-hour night of sleep. 
Sleep restriction was associated with shorter daytime sleep latency, increased subjec
tive sleepiness, and increased sleepy and inattentive behaviours, but was not associ
ated with increased hyperactive-impulsive behaviour or impaired performance in 
tests of response inhibition and sustained attention (Fallone et al., 2001 ). 

2.3.1.8 Mental health 
A recent longitudinal study on the outcomes of early life sleep problems and their 
relation to behaviour problems in early childhood stressed the importance of study
ing the natural history of sleep problems and their consequences in order to identify 
whether persistent or recurrent sleep problems at age 3-4 years are associated with 
co-morbidities such as child behaviour problems, maternal depression and poor fam
ily functioning (Pciyoong, Hiscock and Wake, 2003). 
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The authors found that night waking at 3-4 years of age continued to be common. 
Seventy eight percent of mothers reported that their child awoke during the night at 
least once during the week, and of these waking children, 43% were reported to 
have awakenings 4 or more nights per week. Children with early sleep problems had 
significantly higher mean scores on internalizing and externalizing behaviour and the 
aggressive behaviour and somatic problems subscales of the Child Behavior 
Checklist (CBCL). 

It has been noted that within groups of children and adolescents with psychiatric, 
behavioural or emotional problems, rates of sleep disorders are elevated (Sadeh et 
al., 1995). On the other hand, children and adolescents with disturbed sleep report 
more depression, anxiety, irritability, fearfulness, anger, tenseness, emotional insta
bility, inattention and conduct problems, drug use and alcohol use. 

Only a few longirudinal studies in adolescents have evaluated the impact of insom
nia on future functioning. In a large sample of 11-17-year-old adolescents, followed 
for one year, using symptoms of DSM-IV criteria for insomnia, Roberts, Roberts and 
Chen (2002) found that nearly 18% of the youths 11-17 years of age reported non
restorative sleep almost every day in the past month, over 6% reported difficulty in 
initiating sleep, over 5% waking up frequently during the night, another 3% had 
early-morning awakening almost every day, over 7% reported daytime fatigue and 
5% daytime sleepiness. Combining "often" and "almost every day" response cate
gories dramatically increases prevalence, ranging from 60% for non-restorative sleep 
to 23% for daytime fatigue and 12% for waking up at night with difficulty going 
back to sleep. The re-evaluation of the sample at follow-up showed that insomnia 
predicted two indicators of psychological functioning: self-esteem and symptoms of 
depression (Roberts, Roberts and Chen, 2002). 

2.3.1.9 Growth impainnent 
Failure to thrive is a well-known complication of disturbed sleep and childhood 
OSAS. The cause of poor growth is not known, although many different reasons 
have been implicated: (a) poor caloric intake associated with adenotonsillar hyper
trophy; (b) excessive caloric expenditure secondary to increased work of breathing; 
(c) abnormal growth hormone (GH) release secondary to loss of deep non-REM 
sleep. The relative roles of these factors are unclear (Marcus et al., 1994; ATS, 
1999). Circu.lating concentrations of insulin-like growth factor-I (IGF-1) and IGF
binding protein 3 (IGFBP-3) reflect mean daily GH levels, and seem to correlate well 
with physiological changes in GH secretion. In the operated children with initial 
OSAS a highly significant reduction in the apnoea-bypopnea index (AHI) was found 
and both the IGF-I and the IGFBP-3 concentrations increased significantly. GH is 
released in a pulsatile fashion; the initial secretion is synchronized with the onset of 
SWS and strongly correlated with slow-wave activity, within 90 to 120 minutes from 
the onset of sleep (Nieminen et al., 2002). In OSAS children, the sleep architecture 
is relatively well-preserved, but the microstructural alteration of SWS due to micro
arousals induced by respiratory disturbance could play a role in the abnormal pro
file of GH secretion. 

2.3.1.10 Cardiovascular complications 
Children with OSAS had a significantly higher diastolic blood pressure (BP) than 
those with primary snoring. Multiple linear regression showed that BP could be pre
dicted by apnoea index, body mass index and age. The aetiology of OSAS-related 
hypertension is thought to be due to a number of factors, particularly sympathetic 
nervous system activation secondary to arousal and, to a lesser degree, hypoxaemia. 
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Although cortical arousals at the termination of obstructive apnoeas are less com
mon in children than in adults, children may manifest signs of subcortical arousal, 
including autonomic changes such as tachycardia. It is therefore possible that these 
subcortical arousals are associated with elevations of BP. A correlation between the 
frequency of obstructive apnoea and BP, but no correlation between SaO2 (arterial 
oxygen saturation) and BP was found, suggesting that respiratory-related subcorti
cal arousals rather than hypoxaemia may be a major determinant of BP elevation in 
children (Marcus, Greene and Carroll, 1998). Similarly to BP variations induced by 
OSAS, other studies suggest that chronic exposure to environmental noise during 
sleep could contribute to a permanent increases in BP in otherwise healthy individu
als and that no habituation to noise was apparent over three consecutive sleep ses
sions (Carter et al., 2002). This is further elaborated in Chapter 4, section 4.5. 

2.3.1.11 Risk of accidents 
Only one study was found that evaluated the association between sleep and duration of 
wakefulness and childhood unintentional injury (Valent, Brusaferro and Barbone, 2001 ). 

Two hundred and ninety-two injured children who attended the Children's 
Emergency Centre in Udine, Italy, or their parents were interviewed following a 
structured questionnaire. The sleeping time and wakefulness of the child was 
assessed retrospectively for each of the 48 hours before injury. Par each dulJ , l111: 

authors compared the 24 hours immediately before the injury (hours 1-24; case peri
od) with hours 25-48 (control period). 

Overall, more children had longer hours of sleep during the control period than dur
ing the case period. A direct association between injury risk and sleeping less than 
10 hours was found among boys (RR: 2.33; 95% CI: 1.07-5.09) but not among girls 
(RR: 1.00; 95% CI: .29- 3.45). The study also found a direct association between 
injury occurring between 16.00 and midnight, and being awake for at least 8 hours 
before injury occurred (both sexes, RR: 4.00; 95% CI: 1.13-14.17). Sleeping less 
than 10 hours a day was associated with an 86% increase in injury risk. A signifi
cantly increased risk did not emerge in all subgroups of patients but it was evident 
among children aged 3- 5 years, boys in particular. A fourfold increase in injury risk 
was also associated with being awake for at least 8 hours among males only. These 
findings demonstrated that inadequate sleep duration and lack of daytime naps are 
transient exposures that may increase the risk of injury among children. Results of a 
study on sleep disturbance and injury risk in young children show inadequate sleep 
duration and lack of daytime naps. A lack of daytime naps means transient expo
sures that may increase the risk of injury among children. Among children (boys in 
particular) aged 3-5 years, sleeping less than 10 hours a day was associated with an 
86% increase in injury risk. A fourfold increase in injury risk was also associated 
with being awake for at least 8 hours. 

Daytime sleepiness in children is often manifested by externalizing behaviours noted 
by parents or teachers, such as increased activity levels, aggression, impulsivity, as 
well as by poor concentration, instantiation irritability and moodiness (Fallone, 
Owens and Deane, 2002). 

Analysing attendance at school, data show that accidents took place at school 
(25.6%) and at home (22.0%), and statistics show that there is a highly significant 
greater total accident rate among boys than among girls. The most frequent injuries 
happening at school are fractures and dislocation of joints, head injuries being more 
common among school injuries compared with spare-time injuries. Most injuries 
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occurred when children were in sports areas and it is noteworthy that 25% of all 
injuries were caused through intentional violence by other pupils. 

2.3.1.12 Use of sleeping pills 
Several studies demonstrated that the use of sleeping pills is common among children 
and that paediatricians are prone to prescribe these medications. Twenty-five percent 
of firstborn infants had been given "sedatives" by 18 months (Ounsted and 
Hendrick, 1977). A research study into parental reports of 11 000 preschool chil
dren showed that 12% took psychoactive drugs, most commonly for sleep: 39% 
daily and 60% intermittently for 1-2 years (Kopferschmitt ct al., 1992). Another 
study (Trott et al., 1995) revealed that 35% of prescriptions for children less than a 
year old were for sleep disturbances and that sleep disturbances were also the most 
common reason for prescribing medications to preschool children (23%). Two 
French surveys on adolescents showed that 10-12 % of the respondents reported use 
of prescription or over-the-counter drugs for sleep disturbances (Patois, Valatz and 
Alperovitch, 1993; Ledoux, Choquet and Manfredi, 1994). Recently it has been 
reported that of 671 community-based United States paediatricians, 75% had rec
ommended over-the-counter and 50% prescription medicines for insomnia during 
the past 6 months (Owens, Rosen and Mindell, 2003). In addition, an Italian survey 
showed that pharmacological treatment for sleep problems was prescribed during 
the past 6 months by 58.54% of paediatricians and by 61.21 % of child neuropsy
chiatrists (Bruni et al., 2004). 

2.3.2 BASIC INDIVIDUAL FACTORS: GENDER AND AGE 

Gender shows itself to be an important predictor of disturbed sleep in virtually all 
epidemiological studies (Karacan et al., 1976; Bixler, Kales and Soldatos, 1979; 
Ancoli-Israel and Roth, 1999; Leger et al., 2000; Sarcia et al., 2000). On the other 
hand, there does not seem to be much of a difference in polysomnographical param
eters between males and females, except for the former losing SWS with increasing 
age and having slightly reduced sleep efficiency also with increasing age (Williams, 
Karacan and Hursch, 1974; Hume, Van and Watson, 1998). Ehlers and Kupfer 
(1997) timed the start of differences between genders to between 20 and 40 years. 
Spectral analysis also indicates slightly larger amounts of low frequency activity in 
females (Dijk, Beersma and Bloem, 1989; Dijk, Beersma and Van den Hofdakker, 
1989). In addition, men seem to run a higher risk of morbidity and mortality relat
ed to sleep problems than women (Nilsson et al. 2001). The inconsistency between 
polysomnography and subjective measures has not been resolved but it may be 
important that most polysornnographical studies have controlled for anxiety and 
depression. Thus, it is conceivable that the higher level of subjective complaints in 
women reflects a higher prevalence of anxiety. The latter is a speculation, however. 
A confounding factor in gender comparisons is that phases in female biological 
cycles are also usually controlled for in polysomnographical studies, meaning that 
potential effects of, for example, menstruation, may not receive their proper weight. 
A recent review has gone through the literature in this area (Moline et al., 2003). It 
found that the luteal phase of the menstrual cycle is associated with subjective sleep 
problems, but polysomnographical studies have not supported this. Pregnancy 
affects sleep negatively as early as in the first trimester and the effects mainly involve 
awakenings and difficulties getting back to sleep. Napping is a frequent coping 
method. The post-partum period is often associated with severe sleep disruption, 
mainly due to feeding and comforting the infant. There seems to be some relation 
between sleep disruption and post-partum mood, but nothing is known about the 
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causal relations. Menopause seems to involve disrupted sleep in relation to hot flush
es, depression/anxiety and sleep-disordered breathing. Oestrogen is associated with 
improved sleep quality but it is not clear whether the effects are due to a reduction 
of hot flushes. Oestrogen also improves sleep-disordered breathing. 

With respect to background factors, age is an established predictor of disturbed sleep 
(Karacan et al., 1976; Bixler, Kales and Soldatos, 1979; Ancoli-lsrael and Roth, 
l~~~; R1bet and Oerriennic, l!J99; Leger et al., 2000; Sateia et al., 2000). 
Interestingly, however, older age may be related to a lower risk of impaired awaken
ing (Akerstedt ct al., 2002c), that is, in this study it was easier to wake up and one 
felt better rested with increasing age, while at the same time sleep quality was lower. 
The increased risk of disturbed sleep is consistent with the increasingly strong inter
ference of the circadian morning upswing of the metabolism with increasing age 
(Dijk and Duffy, 1999). Thus sleep maintenance is impaired and when sleep is inter
rupted "spontaneously", the awakening is, by definition, easily accomplished and 
will be lacking in inertia. This ease of awakening may be interpreted as "being well
rested", and obviously the need for sleep is not great enough to prevent an effortless 
transition into wakefulness. 

In addition, sleep homeostasis seems to be weakened with age in the sense that sleep 
becomes more fragmented and SWS or power density in the delta bands decrease 
(Williams, Karacan and Hursch, 1974; Bliwisc, 1993; Dijk ct al., 1999). As men
tioned above, the effects are more pronounced in males, a fact that may be linked to 
reduced levels of growth hormone and testosterone. 

2 .3 .3 PERSONS EXPOSED TO STRESSORS AS A RISK GROUP 

A number of epidemiological studies point to a strong link between stress and sleep 
(Akerstedt, 1987; Urponen et al., 1988; Ancoli-lsrael and Roth, 1999). In fact, stress 
is considered the primary cause of persistent psychophysiological insomnia (Morin, 
Rodrigue and Ivers, 2003). That stress can affect proper sleep seems obvious, but 
V gontzas et al. (2001) at Pennsylvania State University College of Medicine have 
found another reason why middle-aged men may be losing sleep. It is not just 
because of what they worry about; rather, it is due to "increased vulnerability of 
sleep to stress hormones". 

As men age, it appears they become more sensitive to the stimulating effects of cor
ticotropin-releasing hormones (CRH). When both young and middle-aged men were 
administered CRH, the older men remained awake longer and slept less deeply. 
(People who don't get enough of this "slow-wave" sleep may be more prone to 
depression.) 

The increased prevalence of insomnia in middle age may, in fact, be the result of 
deteriorating sleep mechanisms associated with increased sensitivity to arousal-pro
ducing stress hormones, such as CRH and cortisol. In another study, the researchers 
compared patients with insomnia to those without sleep disturbances. They found 
that "insomniacs with the highest degree of sleep disturbance secreted the high
est amount of cortisol, particularly in the evening and night-time hours", suggest
ing that chronic insomnia is a disorder of sustained hyperarousal of the body's 
stress response system. Also, recent epidemiological studies have shown a connec
tion between disturbed sleep and later occurrence of stress-related disorders such 
as cardiovascular diseases (Parish and Shepard, 1990; Nilsson et al., 2001; 
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Leineweber et al., 2003) and diabetes type II (Nilsson et al., 2002). The mecha
nism has not been identified but both lipid and glucose metabolisms are impaired 
in relation to experimentally reduced sleep (Akerstedt and Nilsson, 2003). 
Burnout is another result of long-term stress and a growing health problem in 
many industrialized countries (Weber and Jaekel-Reinhard, 2000). In Sweden, 
burnout is thought to account for most of the doubling of long-term sickness 
absence since the mid-1990s (RFV, 2003 ). The characteristic clinical symptoms of 
the condition are excessive and persistent fatigue, emotional distress and cogni
tive dysfunction (Kushnir and Melamed, 1992; Melamed, Kushnir and Sharom, 
1992). Self-reports of disturbed sleep are pronounced in subjects scoring high on 
burnout (Melamed et al., 1999; Grossi et al., 2003). Since shortened and frag
mented sleep is related to daytime sleepiness and impaired cognitive performance 
(Bonnet, 1985, 1986a, 19866; Dinges et al., 1997; Gillberg and Akerstedt, 1998; 
Akerstedt, 1990), disturbed sleep might provide an important link between the 
state of chronic stress and the complaints of fatigue and cognitive dysfunction 
seen in burnout. 

Partinen, Eskelinen and Tuomi (1984) investigated several occupational groups and 
found disturbed sleep to be most common among manual workers and much less so 
among physicians or managing directors. Geroldi et al. (1996) found in a retrospec
tive study of older individuals (above the age of 75) that former white-collar work
ers reported better sleep than blue-collar workers. Kupperman et al. (1995) report
ed fewer sleep problems in subjects satisfied with work. 

In what seems to be the most detailed study so far, Ribet and Derriennic (1999) stud
ied more than 21 000 subjects in France, using a sleep disturbance index and logis
tic regression analysis. They found that shift work, a long working week, exposure 
to vibrations, and "having to hurry" appeared to be the main risk factors, control
ling for age and gender. Disturbed sleep was more frequent in women (Karacan ct 
al., 1976; Bix ler, Kales and Soldatos, 1979; Ancoli-Jsrael and Roth, 1999) and in 
higher age groups. 

The particular stressor linked to disturbed sleep may be linked to pressure of work 
(Urponcn et al., 1988; Ancoli-Israel and Roth, 1999; Ribet and Derriennic, 1999; Aker
stedt et al., 2002b). The demands of work are a classical work stress factor and, when 
combined with low decision latitude, a relation has been shown to cardiovascular dis
eases (Thcorell ct al., 1998) and absenteeism (North et al., 1996). Interestingly, when 
"persistent rhoughts about work" was added to the regression in the study by Akerstcdt 
et al. (2002b) this variable took over part of the role of work demands as a predictor. 
This suggests that it may not be work demands per se that are important, but rather their 
effect on unwinding after work. In two studies it has been demonstrated that even mod
erate worries about being woken during the night or having a negative feeling about the 
next day will affect sleep negatively, mainly reducing SWS (Torsvall and Akerstedt, 1988; 
Kecklund and Akerstedt, 1997). On the other hand, there is very little data to connect 
real life stress with polysomnographical indicators of disturbed sleep. Most studies have 
used rather innocuous and artificial stressors in a laboratory environment. Field studies 
of stress are virtually lacking, with some exceptions (Hall et al., 2000). 

A lack of social support at work is a risk indicator for disturbed sleep (Akerstedt 
et al., 20026). Few previous data of this type have been found, but poor (general) 
social support has been associated with sleep complaints in Vietnam veterans 
(Fabsitz, Sholinsky and Goldberg, 1997). On the other hand, there arc several 
studies indicating a close connection with poor social support for, for example, 
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cardiovascular diseases (Arnetz et al., 1986) or muscle pain (Ahlberg-Hultcn, 
Theorell and Sigala, 1995). 

Interestingly, the metabolic changes seen after sleep curtailment in normal sleepers 
or in insomniacs and sleep apnoeics are similar to chose seen in connection with 
stress. That is, lipid and glucose metabolisms are increased, as are cortisol levels 
(Spiegel, Leproult and van Cauter, 1999; Vgontzas et al., 2000, 2001 ). Together with 
the prospective links to stress-related diseases such as diabetes type II, to cardiovas
cular diseases as discussed above and with mortality (Kripke et al., 1979, 2002; 
Akerstedt et al., 2002a; Dew et al., 2003), the findings could suggest that disturbed 
sleep may be an important mediator in the development of stress-related diseases. 

2.3.4 SHIFT WORK AS A RISK f ACTOR FOR SLEEP 
DISTURBANCE AND HEALTH EFFECTS 

The dominating health problem reported by shift workers is disturbed sleep and 
wakefulness. At least three quarters of the shift working population is affected 
(Akerstedt, 1988). When comparing individuals with a very negative attitude to shift 
work with those with a very positive one, the strongest discriminator seems to be the 
ability to obtain sufficient quality of sleep during the daytime (Axclsson et al., 2004 ). 
EEG studies of rotating shift workers and similar groups have shown that day sleep 
is 1-4 hours shorter than night sleep (Foret and Lantin, 1972; Foret and Benoit, 
1974; Matsumoto, 1978; Tilley, Wilkinson and Drud, 1981; Torsvall et al., 1989; 
Mider ct al., 1997). The shorter time is due to the fact that sleep is terminated after 
only 4-6 hours without the individual being able to return to sleep. The sleep loss is 
primarily taken out of stage 2 sleep and stage REM sleep (<lream sleep). Stages 3 and 
4 ("deep" sleep) do not seem to be affected. Furthermore, the time taken tO fall 
asleep (sleep latency) is usually shorter. Night sleep before a morning shift is also 
reduced but the termination is through artificial means and the awakening usually 
difficult and unpleasant (Dahlgren, 1981a; Tilley et al. , 1982; Akerstedt, Kecklund 
and Knutsson, 1991; Kecklund, 1996). 

Interestingly, day sleep does not seem to improve much across a series of night shifts 
(Foret and Benoit, 1978; Dahlgren, 1981b). It appears, however, that night workers 
sleep slightly better (longer) than rotating workers on the night shift (Kripke, Cook 
and Lewis, 1971; Bryden and Holdstock, 1973; Tepas et al., 1981). The long-term 
effects of shift work on sleep are rather poorly understood. However, Dumont, 
Montplaisir and Infante-Rivard (1988) found that the amount of sleep/wake and 
related disturbances in present day workers were positively related to their previous 
experience of night work. Guilleminault et al. (1982a) found an over-representation 
of former shift workers with different clinical sleep/wake disturbances appearing at 
a sleep clinic. Recently, we have shown that in pairs of twins with different night 
work exposure, the exposed twin rcpo.rts somewhat deteriorated sleep quality and 
health after retirement (Ingre and Akcrstcdt, 2004). 

The main reason for short daytime sleep is the influence exerted by the circadian 
rhythm. The more sleep is postponed from the evening towards noon next day, the 
more truncated it becomes and when noon is reached the trend reverts (Foret and 
Lantin, 1972; Akerstedt and Gillberg, 1981). Thus, sleep during the morning hours 
is strongly interfered with, despite the sizeable sleep loss that, logically, should 
enhance the ability to maintain sleep (Czeisler et al., 1980). Also, homeostatic influ
ences control sleep. For example, the expected 4-5 hours of daytime sleep, after a 
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night spent awake, will be reduced to 2 hours if a normal night's sleep precedes it 
and to 3.5 hours if a 2-hour nap is allowed (Akcrstedt and Gillberg, 1986). Thus, 
the time of sleep termination depends on the balance between the circadian and 
homeostatic influences. The circadian homeostatic regulation of sleep has also been 
demonstrated in great detail in studies of forced or spontaneous desynchronization 
under conditions of temporal isolation and ad lib sleeping hours (Czeisler et al., 
1980; Dijk and Czeisler, 1995). 

2.3.4.1 Alertness, performance and safety 
Night-oriented shift workers complain as much of fatigue and sleepiness as they do 
about disturbed sleep (Akerstcdt, 1988). The sleepiness is particularly severe on the 
night shift, hardly appears at all on the afternoon shift and is intermediate on the morn
ing shift. The maximum is reached towards the early morning (05.00-07.00). 
Frequently, incidents of falling asleep occur during the night shift (Prokop and Prokop, 
1955; Kogi and Ohta, 1975; Coleman and Dement, 1986). Ar least rwo thirds of the 
respondents report that they have experienced involuntary sleep during night work. 

Ambulatory EEG recordings verify rbar incidems of actual sleep occur during night 
work in, for example, process operators (Torsv~ et al., 1989). Other groups, such 
as train drivers or truck drivers show clear signs of incidents of falling asleep while 
driving ar night (Caille and Bassano, 1977; Torsvall and Akerstedt, 1987; Kecklund 
and Akerstedt, 1993). This occurs towards the second half of the night and appears 
as repeated bursts of alpha and theta EEG activity, together with closed eyes and 
slow undulating eye movements. As a rule the bursts are short (1-15 seconds) but 
frequent, and seem co reflect lapses in the cfforc co fend off sleep. Approximately a 
quancr of the subjects recorded show the EEG/EOG patterns of fighting with sleep. 
This is dearly a larger proportion than whar is found in the subjective reports of 
episodes of falling asleep. 

As may be expected, sleepiness on the night shift is reflected in performance. One of 
the classics in this area is the study by Bjerner, Holm and Swensson (1955) who 
showed that errors in meter readings over a period of 20 years in a gas works had a 
pronounced peak on the night shift. There was also a secondary peak during the 
afternoons. Similarly, Brown (1949) demonstrated that telephone operators connect
ed calls considerably slower at night. Hildebrandt, Rohmert and Rutenfranz (1974) 
found that train drivers failed to operate their alerting safety device more often at 
night tban during the day. Most ocher studies of performance have used laboratory 
type tests and demonstrated, for example, reduced reaction time or poorer mental 
arithmetic on the night shift (Tepas et al., 1981; Tilley et al., 1982). Flight simula
tion studies have furthermore shown that the ability to "fly" a simulator (Klein, 
Bruner and Holtman, 1970), or to carry out a performance test (Dawson and Reid, 
1997) at night may decrease to a level corresponding to that after moderate alcohol 
consumption (>0.05% blood alcohol) Interestingly, Wilkinson et al. (1989) demon
strated that reaction time performance on the night shift (nurses) was better in per
manent than rotating shift workers. 

If sleepiness is severe enough, interaction with the environment will cease and if this 
coincides with a critical need for action an accident may ensue. Such potential per
formance lapses due to night work sleepiness were seen in several of the train driv
ers discussed earlier (Torsvall and Akerstedt, 1987). The transport area is where 
most of the available accident data on night shift sleepiness has been obtained 
{Lauber and Kayten, 1988). Thus, Harris (1977) and Hamelin (1987) demonstrated 
that single vehicle accidents have by far the greatest probability of occurring at night. 
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So do fatigue-related accidents (Reyner and Horne, 1995) but also most other types 
of accidents, for example head-on collisions and rear-end collisions (Akerstedt, 
Kecklund and Horte, 2001 ). The National Transportation Safety Board ranks 
fatigue as one of the major causes of heavy vehicle accidents (NTSB, 1995). 

For conventional industrial operations very little relevant data is available but fatal 
work accidents show a higher risk in shift workers (Akerstedt et al., 2002a) and acci
dents in the automotive industry may exhibit night shift effects (Smith, Folkard and 
Poole, 1994). An interesting analysis has been put forward by the Association of 
Professional Sleep Societies' Committee on Catastrophes, Sleep and Public Policy 
(Mirier et al., 1988). Their consensus report notes that the nuclear plant meltdown at 
Chernobyl occurred at 01.35 and was due to human error (apparently related to work 
scheduling). Similarly, the Three Mile Island reactor accident occurred between 04.00 
and 06.00 and was due not only to the stuck valve that caused a loss of coolant water 
but, more importantly, to the failure to recognize chis event, leading to the near melt
down of the reactor. Similar incidents, although with the ultimate stage being prevent
ed, occurred in 1985 at the Davis Besse reactor in Ohio and at the Rancho Seco reac
tor in California. Finally, the committee also states that the NASA Challenger space 
shuttle disaster stemmed from errors in judgement made in the early morning hours by 
people who had had insufficient sleep (through partial night work) for days prior to 
the launch. Still, there is very limited support for the notion that shift work outside the 
transport area a<.tually carries a higher overall accident risk. 

As with sleep, the two main factors behind sleepiness and performance impairment 
are circadian and homeostatic factors. Their effects may be difficult to separate in 
field studies but are clearly discernible in laboratory sleep deprivation studies 
(Froberg ct al., 1975) as well as in studies of forced desyndironization (Dijk, Duffy 
and Czeisler, 1992). Alertness falls rapidly after awakening but gradually levels out 
as wakefulness is extended. The circadian influence appears as a sine-shaped super
imposition upon this exponential fall in alertness. Space does not permit a discussion 
of the derivation of these functions, but the reader is referred to Folkard and Aker
stedt (1991) in which the "three-process model of alertness regulation" is described. 
This model has been turned into computer software for predicting alertness and per
formance and to some extent accident risk. 

2.3.4.2 Health effects 
Gastrointestinal complaints are more common among night shift workers than 
among day workers. A review of a number of reports covering 34 047 persons with 
day or shift work found that ulcers occurred in 0.3-0.7% of day workers, in 5% of 
people with morning and afternoon shifts, in 2.515% of persons with rotating shift 
systems with night shifts, and in 10-30% of ex-shift workers (Angersbach et al., 
1980). Several other studies have come to similar conclusions (Thiis-Evensen, 1958; 
Segawa et al., 1987; Harrington, 1994). Other gastrointestinal disorders, including 
gastritis, duodenitis and dysfunction of the digestive system are more common in 
shift workers than in day workers (Koller, 1983). 

The pathophysiologic mechanism underlying gastrointestinal disease in shift work
ers is unclear, but one possible explanation is that intestinal enzymes and intestinal 
mobility arc not synchronized with the sleep/wake pattern. Intestinal enzymes arc 
secreted according to the circadian rhythm, and shift workers' intake of food is irreg
ular compared with intestinal function (Suda and Saito, 1979; Smith, Colligan and 
Tasto, 1982). A high nightly intake of food may be related to increased lipid levels 
(Lennernas, Akerstedt and Hambraeus, 1994) and eating at the circadian low point 
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may be associated with altered metabolic responses (Hampton et al., 1996). In addi
tion, reduced sleep affects lipid and glucose metabolism (Spiegel, Leproult and van 
Cauter, 1999). 

A number of studies have reported a higher incidence of cardiovascular disease, espe
cially coronary heart disease, in male shift workers than in men who work days (for 
review see Kristensen, 1989; Boggild and Knutsson, 1999). A study of 504 paper 
mill workers followed for 15 years found a dose-response relationship between 
years of shift work and incidence of coronary heart disease in the exposure interval 
1-20 years of shift work (Knutsson et al., 1986). A study of 79 000 female nurses in 
the United States gave similar .results (Kawachi et al., 1995) as did a study with more 
than 1 million Danish men (Tiichsen, 1993) and a cohort of Finnish workers 
(Tenkanen et al.,1997). As with gastrointestinal disease, a high prevalence of smok
ing among shift workers might contribute to the increased risk of coronary heart dis
ease, but smoking alone cannot explain the observed excess risk (Knursson, 19896). 
Another possibility is disturbances of metabolic parameters such as lipids and glu
cose for which there is some support as discussed above. 

Only a few studies have addressed the issue of pregnancy outcome in shift workers. 
In one study of laboratory employees, shift work during pregnancy was related to a 
significantly increased risk of miscarriage (RR: 3.2) (Axelsson, Lutz and Rylander, 
1984 ). Another study of hospital employees also demonstrated an increased risk of 
miscarriage (RR: 1.44, 95% CI: 0.83-2.51) (Axelsson and Rylander, 1989). Lower 
birth weight in infants of mothers who worked irregular hours has been reported 
(Axelsson and Rylander, 1989; Nurminen, 1989). No teratogenic risk associated 
with shift work was reported (Nurminen, 1989). 

The mortality of shift and day workers was researched by Taylor and Pocock (1972), 
who studied 8603 male manual workers in England and Wales between 1956 and 
1968. Day, shift, and ex-shift workers were compared with national figures. The 
Standardized Mortality Ratio (SMR) can be calculated from observed and expected 
deaths reported in the paper. SMRs for deaths from all causes were 97, 101 and 119 
for day, shift, and ex-shift workers respectively. Although the figures might indicate 
an increasing trend, the differences were not statistically significant. However, the 
reported SMR close to 100 is remarkable because the reference population was the 
general male population. Mose mortality studies concerned with occupational 
cohorts reveal SMRs lower than 100, implying a healthy workers' effect 
(Harrington, 1978). The same study showed a significantly increased incidence of 
neoplastic disease in shift workers (SMR 116). A Danish study of 6000 shift work
ers failed to demonstrate any excess mortality in shift workers (Boggild et al., 1999). 
Not much evidence exists on the connection between shift work and cancer. The 
mortality study by Taylor and Pocock (1972) reported an increased incidence of neo
plasms in shift workers compared with the general population. A recent Danish 
case-control study reported an increased risk of breast cancer among 30-45-year-old 
women who worked mainly nights (Hansen, 2001). Among 75 000 nurses those 
with more than 15 years of night work showed an increased risk of colorectal can
cer (Schernhammer et al., 2003). If the results are confirmed, a possible mechanism 
may be the low levels of the hormone melatonin, due to light exposure during the 
night with a subsequent suppression of melatonin. 

Very few studies are available but Koller, Kundi and Cervinka (1978) found a 
prevalence of endocrine and metabolic disease of 3.5% in shift workers and 1.5% 
in day workers. Kawachi et al. (1995) found in a prospective study of shift work-
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ers that the age-standardized prevalence was 5.6% at 15 years of shift work expe
rience compared with 3.5% for no exposure. Nagaya et al. (2002) found that 
markers of insulin resistance were more frequent in shift workers above the age 
of 50 than in day workers. Other indicators, such as body mass index, glucose 
levels and so forth, give a rather inconclusive impression as indicated in a review 
by Boggild and Knutsson (1999). 

Another contnbutmg factor to gastrointestinal diseases might be the association 
between shift work and smoking. A number of studies have reported that smok
ing is more common among shift workers (Angersbach ct al., 1980; Knutsson, 
Akerstedt and Jonsson, 1988). Studies concerned with alcohol consumption com
paring day workers and shift workers have produced conflicting results (Smith, 
Colligan and Tasto, 1982; Knutsson, 1989a; Romon, Nuttens and Fievet, 1992), 
probably due to local cultural habits. One study, which used g-glutamyltrans
ferase as a marker of alcohol intake, did not indicate that the shift workers had 
a higher intake o f alcohol than the day workers (Knutsson, 1989a). 

Sickness absence is often used as a measure of occupational health risks. 
However, sickness leave is influenced by many irrelevant factors and cannot be 
considered as a rel iable measure of true morbidity. Studies on sickness absence in 
day and shift workers have revealed conflicting results and t here is no evidence 
that shift workers have more sickness absence than day workers (for review, see 
Harrington, 1978). 

2.3.4.3 Conclusion 
Shift work or similar arrangements of work hours clearly affects sleep and alertness 
and there is a moderate risk of cardiovascular and gastrointestinal disease. Other 
diseases such as cancer or diabetes may be related to shift work but the evidence is 
as yet rather weak. 
The present review suggests that the risk of disturbed sleep increases with age but 
there also seems to be a recent stress-related increase in sleep disturbance in young 
adults. The long-term health consequences are not yet understood. 

The relation between gender and disturbed sleep is confusing. Females, as a rule, 
complain more of sleep problems, but do not exhibit any objective indications of 
more disturbed sleep, at least not among otherwise healthy women. With increas
ing age the sleep of males deteriorates whereas that of women is relatively well 
upheld. Pregnancy, however, is a period of increased risk of disturbed sleep, where
as the menstrual cycle and menopause show less evidence of sleep disturbance. 
Clearly there is a great need for longitudinal research on gender and sleep and, in 
particular, on the possible health consequences connected with pregnancy. 

Stress due to work or family seems to be one of the major causes of disturbed sleep. 
The link to the risk of insomnia is well-established, but reduced sleep in itself seems 
to yield the same physiological changes as stress. This suggests that several of the 
major civilization diseases in Europe and the United States (diabetes, cardiovascu
lar diseases and burnout) could be mediated via disturbed sleep. This link clearly 
warrants longitudinal studies with interventions. 

Shift workers constitute a group that suffers from disturbed sleep for most of their 
occupational life. The reason is the interference of work hours with the normal tim
ing of sleep. This leads to an increased risk of accidents, directly due to excessive 
sleepiness, but also to cardiovascular and gastrointestinal diseases, although it is 
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not clear whether the latter effects are sleep related or due to circadian factors - or 
to a combination. Recent studies also suggest that breast cancer may result from 
shift work due to the effects of light on melatonin secretion. This still needs verifi
cation, however. Future research needs to identify countermeasures, the reasons for 
large individual differences in tolerance and the possible carcinogenic and other 
effects. 

The conclusions above should be seen against the profound effects of reduced or 
fragmented sleep on the neuroendocrine (including glucose and lipid regulation) 
and immune systems as well as the effects on mortality, diabetes and cardiovascu
lar disease. 

2 .3.5 CONCLUSION 

Children, the elderly, pregnant women, people under stress and shift workers arc 
vulnerable to (noise) disturbance of their sleep. 

2.4 ACCIDENTS RELATED TO SLEEP QUALITY 
As already stated in the earlier section on cardiovascular complications, children 
with disturbed sleep present cognitive dysfunction and behavioural disturbances, 
abnormal growth hormone release, increase of diastolic BP and an increased risk of 
accidents and use of sleeping pills. 

Regarding sleep disturbance and accidents in adults, data show that 15-45% of all 
patients suffering from sleep apnoea, 12-30% of all patients suffering from nar
colcpsy and 2-8% of all patients suffering from insomnia have at least one accident 
(in a lifetime) related co sleepiness (statistics from the Stanford Sleep Disorders 
Clinic). 

As already discussed in section 2.3.4, the biggest industrial catastrophes, such as the 
Three Mile Island, Bhopal, Chernobyl and Exxon Valdez disasters, have occurred 
during the night shift. The shift schedules, fatigue and sleepiness were cited as major 
contributing factors to each incident. 

The LARES study (Large Analysis and Review of European housing and health 
Status) is one of the few studies analysing this issue directly. The results show that 
the likelihood of home accidents is significantly greater when the individual is tired 
all the time or most the time and there is an association between sleep disturbance 
and accidents, with 22 % of those reporting an accident also reporting having their 
sleep disturbed during the previous four weeks. 

The data available to document the impact of environmental noise on sleep depriva
tion and accidents are largely inadequate. There is no estimation of relative risk. 
Further research is needed in order to identify the accident-related burden of diseases 
attributable to noise during the night-time. 
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2.5 ANIMAL STUDIES 
As pet owners know, cats sleep (most of the time it seems) and so do dogs. But do 
fish sleep? And flies? Yes, most animals sleep, and they even show the same phe
nomena as in humans; from deep sleep, dream sleep to sleep disorders. There are 
also many differences and weird behaviour, such as sleeping with only one half of 
the brain at a time (dolphins and ducks). 

As Ising points out (Appendix 3), in animal experiments it is possible to assess the 
complete causal chain from noise exposure via physiological reactions and biolog
ical risk factors to morbidity or even mortality. However, a quantitative applica
tion of the results to humans is not possible. Instead, the method is useful in study
ing the pathomechanisms qualitatively. Rechtschaffen and Bergmann (1965) stud
ied sleep deprivation in rats, showing that total sleep deprivation leads to mortal
ity in 16 to 20 days. As the animals in the last stage died from microbial infection, 
Everson and Toth (2000) proceeded to show early infection of the lymph nodes 
and other tissues and hypothesized that daily sleep of some amount is necessary to 
maintain an intact immune system that will prevent bacterial invasion, a view that 
has been challenged. 

Surprisingly, sleep in the common fruit fly - Drosophila melanogaster - has many 
similarities with mammalian sleep, including sleep deprivation leading lu impain:J 
performance. Genetic studies in fruit flies (Cirelli et al., 2005) led to mutant flies 
that can get by on 30% less sleep than their normal counterparts, thanks to a sin
gle mutation in one gene. While they sleep 30% less they show no immediate ill 
effects. The lifespan of the flies is, however, reduced by 30%. 

These animal models certainly li:ad one tu bdieve that sleep is a biological neces
sity, and tampering with it is dangerous for survival. 

As Ising shows (Appendix 3) noise may play a role in this. Under stressful circum
stances the death rate of rats is increased when noise levels are increased from 
"ambient" to Leq=69 dB(A). Are noise and sleep deprivation stressors that both 
lead to eady death? Is the noise effect due to sleep deprivation? A carefully 
planned study may sort this out. The question still remains, however, as to how far 
this is relevant to humans. 

2.6 CONCLUSIONS 
From the evidence presented so far it can be deduced that sleep is important for 
human functioning. Why exactly is less evident, but it is clear that disturbed sleep 
(either from internal factors or from external factors) leads to or is at least associat
ed with fatigue, lower cognitive performance, depression, viral illness, accidents, dia
betes, obesity and cardiovascular diseases. Animal experiments show that sleep dep
rivation shortens lifespan. The fact that - in comparison- relatively mild effects turn 
up in human sleep deprivation experiments could be due to the short period (about 
10 days in controlled experiments) and the limitation to young and healthy adults. 
The central position of sleep in human functioning is summarized in Fig. 2.1. In this 
figure relations with sufficient evidence are indicated with solid lines, while relations 
for which limited evidence exists are indicated with interrupted lines. Feedback con
nections are in red and double-dotted. 
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The presence of feedback loops in rhe system is an indication chat it may be difficult 
to prove direct cause-effect relations. One example is the relation between sleep 
quality and dcprcs~ion. They are strongly associated, but it is uncertain if depression 
causes bad sleep, or bad sleep causes depression (see also Chapter 4, section 4.8.11 ). 
This may also depend on one of the many other factors, so it could be different for 
different personality rypes. 
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Impaired sleep is widely considered as a health problem per se, and this chapter has 
shown that there are many internal and external causes. In the next chapter the rela
tion between noise and sleep quality is further unravelled. 
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CHAPTER 3 

EFFECTS OF NIGHT-TIME 
NOISE ON SLEEP 

Best travel tip: Never ever forget to pack ear plugs. 
(Virginia jealous, tonely Planet author) 

3.1 SHORT-TERM EFFECTS OF TRANSPORTATION 
NOISE ON SLEEP WITH SPECIFIC ATTENTION 
TO MECHANISMS AND POSSIBLE HEALTH 
IMPACT 

3 .1.1 INTRODUCTION 

In this section reactions to single events are presented. In Chapter 2 normal sleep and 
sleep disorders are described in medical terms, but here the focus is on the mecha
nisms underlying the relation between noise and sleep quality. How does a sound 
penetrate the brain and cause a disruption of sleep? 

3.1.2 HOW NOISE INFLUENCES NORMAL SLEEP 

Noise can induce changes in the EEG or in autonomic variables that arc called 
arousals or phasic activations. Similar brief episodes of activity also occur without 
noise in normal sleep, and, more frequently, in sleep that is otherwise disturbed, for 
example by apnoea. Arousal during sleep is not a uniform concept and has been 
defined differently by different researchers. Commonly, the occurrence of alpha 
rhythms is required for EEG arousal. Depending on the additional requirements and 
on the length of time that the slower cortical rhythms are interrupted, arousals have 
been called, for instance, micro-arousal, minor arousal, EEG awakening or transient 
activation phases. EEG awakening requires an interruption of the sleep patterns of 
at least 15 seconds (half the period) when sleep staging is scored by periods of 30 
seconds, but need not be experienced consciously. Because normal REM sleep is a 
state characterized by cerebral arousal with frequently occurring alpha rhythms, 
additional criteria are needed to define arousal from REM. The criteria used are 
increased heart rate, EMG, or irregular respiration. However, since the mechanisms 
of such autonomic responses appear to be at least partly different from the causal 
mechanisms of EEG arousal, such definitions seem to make arousal from sleep a het
erogeneous concept that may not have simple relationships with noise exposure. 

EEG arousals lasting at least 30 seconds have been found to occur as often as 4 times 
(95% Cl: 1-15) per hour during sleep on average, while micro-arousals occurred 21 
times (95% Cl: 7-56) per hour (Mathur and Douglas, 1995). Since these figures are 
from a laboratory study, they almost certainly are higher than the figures that hold 
for the natural situation at home. Sleep pressure decreases the density of micro
arousals (Sforza, Jouny and Ibanez, 2000). While the number of EEG arousals (dur-
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ing sleep stages 1 and 2) increases with age (Mathur and Douglas, 1995; Boselli et 
al., 1998) possibly only for men (Hume, Van and Watson, 2003), their average length 
is stable and circa 15 seconds (Boselli et al., 1998). Also the threshold for auditory 
arousal decreases with age (Zepelin, McDonald and Zammit, 1984; Busby and Pivik, 
1985; Busby, Mercier and Pivik, 1994) and towards the end of the night (Basner et 
al., 2004). Recovery afrer EEG awakenings takes longer for noise-induced awaken
ings than for spontaneous awakenings (Basner et al., 2004). The time required for 
falling asleep again depends on the sound level and especially for loud events this 
latency is considerably longer than after spontaneous awakenings. Thus, in general, 
noise-induced EEG awakenings arc more disruptive than spontaneous awakenings 
and therefore will more often be experienced consciously and remembered after
wards. In common situations with aircraft overflight noise at home, (minor) arousals 
were found in 10.3 % of the 64-second intervals without aircraft noise and this per
centage was found to be increased by circa 4% up to 14.3% in intervals with an air
craft noise event (Hume, Van and Watson, 2003). Thus, in that particular (exposure) 
situation, about 1 in 24 aircraft overflights caused a (minor) arousal. 

3.1.3 MECHANISMS 

Activity in the auditory system up to the brainslrn1 nudeus inferior colliculus occurs 
within 10 milliseconds after the onset of a sound. This early activity appears to be 
obligatory and is hardly affected by the state (sleeping or awake). Being asleep or 
awake does influence later activity. The auditory pathways proceed from the inferi
or colliculus to the thalamus and from there to the auditory cortex. The state (asleep 
or awake) affects the activity in the thalamocortical circuits, which occurs after 
10-80 milliseconds. In particular, during SWS the transmission of auditory informa
tion through the thalamus is suppressed. This is not the case during REM sleep or 
when awake. 

Thus, while in all (sleep) stages, sound activates the auditory system up to the infe
rior colliculus, the sound-induced activation of higher areas is suppressed in SWS. 
Therefore, further activation depending on those higher areas (for example, extract
ing meaning) is not likely to occur as a primary reaction to sound during SWS. For 
understanding arousal during SWS, it is important that the inferior colliculus and the 
earlier ::iuditory nucleus of the lateral lemniscus, and also the (dorsal and ventral) 
cochlear nuclei project to reticular arousal system. Presumably, sound is always 
capable of arousing the sleeping subject through these connections. The ascending 
arousal system is heterogeneous and encompasses mono-aminergic, glutamatergic, 
and cholinergic nuclei that can directly or indirectly activate the thalamus and cor
tex. An important indirect route is the activation of the basal forebrain, which can 
activate the cerebral cortex through widespread, mainly cholinergic projections. The 
activation of the thalamus and cortex is indicated by an increase in EEG rhythm fre
quency and a reduction of the inhibition in the thalamic sensory relay nuclei. As a 
consequence of the latter effect, subsequent sound-induced activation may pass the 
thalamus and may be subject to more elaborate processing than initial sound. It can 
be speculated that sound in this way also reduces the threshold for somatosensory 
information that initiates body movements so that more body movements are 
observed when exposed to sound. The occurrence of habituation of cortical respons
es suggests an active role played by a part of the brain that blocks or at least limits 
the impact of the activated ascending pathways. 
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The para ympathctic autooomi ncrvou system seems to be responsible for the 
bradycardia ob crved in non-REM sleep and mainly in tonic REM sleep through the 
increase in vagal activity (Guazzi et al., 1968). The variability of heart race in REM 
sleep could be placed under the same control, as vagotomy strongly reduced ·the 
heart rate instability (Baust and Bohnert, 1969). During falling asleep, respiration is 
unstable and alcernates between hypo- and hyperventilation episodes. This respira
tion, called "periodic respiration" (Mosso, 1886), disappears when stable sleep 
occurs (stage 2). The main hypotheses concerning this periodic ventilation refer to 
metabolic control and chemoreceptor responses to levels of PaCO2 and PaO2 

(Chapman et al., 1988). In stable non-REM sleep, respiration is regular in amplitude 
and frequency, although ventilation per minute is lower than during awakening. In 
REM sleep, respiration appear irregular with sudden variations in amplitude and 
frequency. This irregularity appears to be not modifiable by metabolic factors and, 
therefore, it is po ibly linked to mechanisms leading to REM expression. The non
habituation of the cardiovascular responses would be explained by the absence of an 
inhibitory influence on the part of the arousal system that affects the centres regu
lating the autonomous response. 

3.1.4 EEG RESPONSE 

The sleep polygraph continuously record EEG activity, eye movement (EOG) and 
muscle tone (EMG). These data are u ed to lassify sleep into various stages, and to 
assess times of falling asleep and waking up. Also, sleep variables such as total sleep 
time and total time spent in SWS (consisting of sleep stages 3 and 4, the stages of 
deep sleep) and in the REM stage (also called dream or paradoxical sleep) can be 
assessed on the basis of sleep polygraph recordings. Polygraphic indicators of 
responses to individual noise events are changes from a deeper to a less deep sleep 
and EEG awakening. Several field studies (Pearsons, Bennett and Fidell, 1973; 
Vernet, 1979; Vallet et al., 1983; Hume, Van and Watson, 2003; Basner et al., 2004) 
have been conducted regarding noise-induced changes in sleep stage and awakening 
using EEG recordings. Transition from a deep stage of sleep to a shallower sleep 
tage can be the direct consequence of a nocturnal noise event. Although not per

ceived by the sleeper these transition modify the leep ar hitecture and may reduce 
the amount of SWS (Carter, 1996; Ba ner et al., 2004) and the amount and rhyrh
micity of REM sleep may be markedly affected (Naitoh, Muzer and Lienhard, 1975; 
Thiessen, 1988). In addition to their results from a laboratory study, Basner et al. 
(2004) present results from a field study with valid data for 63 subjects (aged 18-65 
years) with 15 556 aircraft noise events included in the final analyses. They estab
lished a curve that gives the probability of awakening as a function of LArnax with a 
model that assumed a background noise level just prior to the aircraft noise event of 
27 dB(A). The LAmax threshold for noise-induced awakenings was found to be about 
35 dB{A). Above this threshold the probability of noise-induced awakenings increas
es monotonically up to circa 10% when LArnax == 73 dB(A). This is the extra proba
bility of awakening associated with the aircraft noise event, on top of the probabil
ity of awakening spontaneously in a 90 second interval. 

Some arousals provoked by noise events are so incense that they induce awakening. 
Frequent awakening leads to sleep fragmentation and overall sleep disturbance. The 
noise threshold for awakening is particularly high in deep SWS (stages 3 and 4) while 
it is much lower in shallower sleep stages (stages 1 and 2). In REM sleep the awak
ening threshold is variable and depends on the significance of the stimulus. Total 
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sleep time can be reduced by both a longer time to fall asleep and premature final 
awakening. It has been reported that intermittent noises with maximum noise levels 
of 45 dB(A) and above can increase the time taken to fall asleep by a few to 20 min
utes (Ohrstrom, 1993). In the morning hours, the sleeper can be more easily awak
ened by ambient noise and has more difficulty going back to sleep because sleep 
pressure is progressively reduced with time (Rechtschaffen, Hauri and Zeitlin, 1966; 
Keefe, Johnson and Hunter, 1971 ). 

Terzano et al. (1990, 1993) showed that with increasing intensity of sound pressure 
level (white noise at 45, 55, 65 and 75 dB(A), white noise induced a remarkable 
enhancement of cyclic alternating patterns (CAP)/non-REM, characterized by a lin
ear trend from the lowest to the hjghest intensities, revealed by a significant increase 
in the CAP rate already at 45 dB(A). Noise decreased mainly SWS, REM and total 
sleep time, and increased waking after sleep onset, stage 1 non-REM and CAP rate 
(Terzano et al., 1993). For CAP/non-REM values between 45% and 60%, subjects 
generally recalled a moderate nocturnal discomfort and values of CAP/non-REM 
over 60% corresponded to a severe complaint. 

This result corroborates previous findings described by Lukas (1972a) who report· 
ed that reactions less intense than a sleep stage change correlate better to the noise 
intensity than awakening reactions. 

3.1 .5 CARDIOVASCULAR RESPONSE 

For sleeping persons, mean heart rate, mean systolic and diastolic BP and variability in 
heart rate arc usually assessed. Indicators of responst:s Lo individual noise events are 
instantaneous changes in (variability of) heart rate and changes in systolic BP. Several 
field studies (Carter et al., 1994) have been conducted regarding momentary change in 
heart rate. Intermittent noise during sleep has been found to induce a biphasic cardiac 
response and a transient constriction of peripheral vessels together with a short phasic 
activation in the EEG, while no other behavioural effect can be seen (Muzet and 
Ehrhart, 1978). This biphasic cardiac response starts with an increase in heart rate, 
probably due to a phasic inhibition of the parasympathetic carilio-inhibitory centre, fol
lowed by a compensatory decrease due to a phasic decrease in orthosympathetic activ
ity (Keefe, Johnson and Hunter, 1971; Muzet and Ehrhart, 1980). The vasoconstrictive 
response was reported to be due to the sympathetic peripheral stimulation provoked by 
the auditory reflex (Kryter and Poza, 1980). More recently, Carter et al. (2002) have 
shown that beat-by-beat BP changes can be induced by suddenly occurring noises. 
Although habituation in some effect parameters can occur in a few days or weeks, this 
habituation is not complete and the measured modifications of the cardiovascular func
tions remain unchanged over long periods of exposure time (Muzet and Ehrhart, 1980; 
Vallet et al., 1983). Most striking is that none of the cardiovascular responses show 
habituation to noise after a prolonged exposure, while subjective habituation occurs 
within a few days. In people that are used to sleep in a noisy surrounding, noise-induced 
changes in heart rate are dependent on the maximum sound level of a noise event, but 
not on the EEG sleep stage). 

3.1.6 BODY MOVEMENT 

Motility is the term used for accelerations of the body or body parts during move
ment. It is measured with actimcters, usually worn on the wrist in field research and 
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the laboratory. Brink, Muller and Schierz (2006) describe a more sophisticated 
method which is based on the bed being placed on accelerometers. This allows the 
tracking of whole body movements. 

Motility is related to many variables of sleep and health (Reyner, 1995; Reyner et al., 
1995; Passchier-Vermeer et al., 2002). Clinical research shows that the sleep/wake 
cycle (assessed by polysomnograpby, EEG, EOG, EMG) passes through the 24-hour 
period synchronously with the rest/activity cycle (assessed by acrimetry) (Borbcly er 
al., 1981). A number of investigations have compared the results of polysomno
graphic recordings (number of EEG-awakenings during sleep period, duration of 
sleep period, sleep onset time, wake-up time) with results of aetimetry. The correla
tion between actimetrically assessed duration of sleep period, sleep onset time, wake
up time and· similar variables assessed with polysomnography was found to be very 
high {correlation coefficients between individual test results in the order of 0.8-0.9). 
Measures of instantaneous motility are the probability of motility and the probabil
ity of onset of motility in a fixed time interval, for example a 15-, 30- or 60-second 
interval. Increased instantaneous motility during sleep is considered to be a sensitive 
behavioural marker of arousal, but the relation with arousal is not simple. Also 
other factors, such as the need to relieve the pressure on body parts for better blood 
circulation, cause motility, and spontaneously occurring arousals are part of the nor
mal sleep process. The noise-induced probability of (onset of) motility is the differ
ence between the probability of (onset of) motility during noise events minus the 
probability in the absence of noise. 

Onset of motility and minor arousal found on the basis of EEG recordings are high
ly correlated. In the United Kingdom sleep disturbance study, Ollcrhead et al. (1992) 
found for their study population that during sleep there is on average an EEG 
(minor) arousal in 40% of the 30-second intervals with onset of motility. 
Unfortunately, it is unknown whether this 40% is also valid for noise-induced awak
enings. In 12% of the 30-second intervals with an EEG (minor) arousal, motility 
does not occur. Several field studies (Horne et al., 1994; Fidell et al., 1998, 2000; 
Flindell, Bullmore and Robertson, 2000; Griefahn et al., 2000; Passchier-Vermeer ct 
al., 2002, 2004) have been conducted regarding noise-induced instantaneous motil
ity. For this effect, relationships have been established with SEL or LAmax, for air
craft noise only. In Passchier-Vermeer ct al. (2002) relationships between noise
induced increase in motility or noise-induced increase in onset of motility in the 15-
second interval with the maximum noise level of an _overflight, and LAmax or SEL 
have been approximated by quadratic functions (see, for instance, Fig. 3.2). It may 
be noted that the threshold of motility (LAmax = 32 dB(A)) is in the same range as 
the threshold found by Basner et al. (2004) for EEG awakenings, with a definition 
that also encompassed transitions to steep stage 1 (LArnax = 35 dB(A)). The proba
bility of motility at 70 dB(A) of about 0.07 is lower than the probability of noise
induced EEG awakening at LAmax = 73 dB(A) of about 0.10. There is no a priori 
reason to expect the above threshold probabilities to be the same for these two 
measures of sleep disturbance, but, taking into account that motility is assessed for 
shorter intervals (15 seconds vs. 90 seconds), the differences in probabilities above 
threshold appear to be limited. 

One of the variables influencing the relationships between noise-induced instanta
neous motility and LAmax or SEL, is long-term aircraft noise exposure during sleep. 
The probability of instantaneous aircraft noise-induced motility is lower when the 
long-term exposure is higher. This may be partly due to the higher base rate motili
ty in quiet intervals in higher long-term exposure, which is used as a reference for 
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the instantaneous noise-induced motility. Other factors influencing the relationships 
between instantaneous motility and LAmax or SEL are the point of time in the night, 
and time since sleep onset. For example, after 7 hours of sleep, noise-induced motil
ity is about 1.3 larger than in the first hour of sleep. Age has only a slight effect on 
noise-induced motility, with younger and older people showing a lower motility 
response than persons in the age range of 40-50 years. 

3.1.7 BEHAVIOURAL AWAKENING IN ADULTS 

Passchier-Vermeer (2003a) published a review of nine studies on awakening by 
noise. It was found that these studies had different definitions of what constituted an 
"awakening". In this review, however, all awakening data were collected on "behav
ioural awakening": these are awakenings that were followed by an action (like press
ing a button) from the sleeper. The number of awakenings defined in this manner is 
much smaller than the number of sleep stage changes which lead to EEG patterns 
similar to wakefulness. 

Data were available for rail traffic noise, ambient (probably road) noise, civil avia
tion noise and military aviation noise. 

The rail traffic noise study is very small (only 20 subject nights), but showed no 
awakenings. The study states that "there is some evidence, be it very limited, that 
railway noise events, in the range of SELindoor considered (up to 80 dB(A)), do not 
increase [ the 1 probability of awakening". 

Ambient noise also showed no effect on the probability of awakening, but as it is 
uncertain exactly what noise is meant, no firm conclusions could be drawn. 

Military aircraft noise showed a very strong effect, but this study is of limited appli
cability since the few subjects (military) lived near the end of the runway. 

For civil aviation noise there were sufficient data to derive a dose-effect relation: 

Percentage of noise-induced awakenings = 
-0.564 + 1.909,.10·4* (SEL;nside)2 [4], 

where SELinside is the sound exposure level of an aircraft noise event in the bedroom. 

This relation is confined to commercial aircraft noise over the intervals 54<SEL<90 
(37<LAmax <82) and the number of events per night 1< N< 10. 

With this relation, it is possible to calculate for an individual Lnight the expected 
number of noise-induced behavioural awakenings. This requires all single contribu
tions over the year to this Lnii,ht to be known. Alternatively (if, for instance, a future 
situation has to be estimated for which no exact data are available) a worst case sce
nario can be calculated. Fig. 3.1 represents the results of this worst case approach 
(converted to Lnight, see Chapter 1, section 1.3.4), and so gives the maximum num· 
ber of awakenings nmax that may be expected. 

[5]. 
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It can be demonstrated that the number of awakenings reaches a maximum when the 
SELinsidc value is 58.8 dB(A). 

It should be noted that, on average, 600 spontaneous awakenings per person are 
reported per year. This also explains why so many more awakenings are reported 
than can be attributed directly to aircraft noise. At 55 Lnight• nearly 100 overflights 
per night with SELiaside = 58.8, or 1 every 5 minutes are possible. It is, therefore, very 
likely that an overflight coincides with a spontaneous awakening. 

3.1.8 DOSE EFFECT RELATIONS FOR BODY MOVEMENTS 
N"' 5' c-

ln Passchier-Vermeer et al. (2002) motility is registered in 15-second intervals. A dis
tinction is made between two variables: 

• the presence of motility in the interval (indicated by m) and 
• the onset of motility, meaning the presence of motility when there was no motili-

ty in the preceding interval (indicated by k). 

Relations between a noise-induced increase in motility (m) or a noise-induced 
increase in the onset of motility (k) in the 15-second interval with the maximum 
sound level of an overflight, and LAmax, insidc or SELinsidc have been approximated by 
quadratic functions with the following format: 

m = b"'(LAmax,insidc - a)+ c•(LAmax,inside - a)2 [6]. 

The coefficients a, band care given in Table 3.1. The value of a is the value below 
which m or- k is zero. Fig. 3.2 shows the relationship between m and LAmax,inside 
together with the 95% confidence interval. Relations apply to LAmax,inside and 
SELinsidc values of at most 70 and 80 dB(A), respectively. 
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Table 3.l. 
Coefficients of the quadratic equation (formula I 6)) of m and k as a function 

of LAmax,,n sode or SEL;rsidc for the 15-second interval in which an Indoor maximum 
sound level of an aircraft noise event occurs. The equations are applicable 

in the LAma,.ins,oe range from a up to 70 dB(AJ, or SEL1nsioe range from a up 
to 80 dB(A). Below a. m and k are zero. 
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b 
C 

range 
a 
b 
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Fig. 3.2 
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The study report also gives the upper boundaries for motility, based on the relation
ship between LAmax, SEL and Lnight (Fig. 3.3). This figure is mathematically derived 
from relation (6) as described in Appendix 2. 

This area of study is still under development. Miedema, Passchier-Vermeer and Vas 
(2003) give a detailed account in their study report of the relation between the study 
used for the data presented here (Passchier-Vermeer ct al., 2002), earlier studies like 
the much quoted Civil Aviation Authority study (Ollerhead et al., 1992; Ollerhead, 
1994) and earlier work done in the United States. 
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3.1.9 INDIVIDUAL SENSITIVITY 
en itiviry to noise may vary greatly from one individual to another. Primary self-eval

uation of sensitivity to noise has been used as a factor to evaluate highly sensitive and 
non-sensitive groups and to rnmpare their reactions to noi e expo ure during daytime 
and night-time (Di i i et al. 1990). In this rudy, self-declared highly sensitive individ
uals had a higher cardiova cular re ponse rate to noise than non-sensitive people dur
ing their waking exposure, while there was no difference in sensitivity to noise between 
these two groups during their night-time exposure while they were asleep. 

The physiological sensitivicy co noise depends al o on the age of the sleeper. Thus, while 
EEG modjfications and awakerung threshold are, on average, 10 dB(A) higher in chil
dren than in adults, their cardiovascular sensitivity to noise is similar, if not higher, than 
the older group (Muzet and Ehrhart, 1980; see also Appendix 4). Elderly people com
plain much more than younger adults about environmental noi c. However. their spon
taneous awakerungs occurring during night sleep are also mucb more numerous. 
Therefore, it is difficult to conclude if elderly people are more sensitive to noise or if they 
hear noise because they are often awake during the night. This natural fragmentation of 
their night sleep tends also to lengthen their return to the sleeping state and this accounts 
for a sigruficant part of their subjective complaints. 

Differences in sensitivity to noise have been found between the sexes. Thus, young men 
seem to complain more about noise-disturbed sleep than young females (Muzet et al., 
1973). However, this difference seems to reverse for populations over 30 years of age 
and then females (often mothers) appear to be more sensitive to noise than males 
(Lukas, 1972b). 

3.1.10 USE OF INSTANTANEOUS EFFECTS IN PREDICTIONS 
OVER A LONGER TIME PERIOD 

It is tempting to use the relations between single exposures and measured effects in long
term predictions. Although this is perhaps possible, a word of caution is appropriate. 

In general the reaction are calculated by looking at a certain time frame around an 
exposure, usually in the order of a few minutes. The second limitation is that order 
and follow-up effects arc neglected. Time and order effects of identical events on 
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motility have been described by Brink, Wirth and Schierz (2006). Only if the situa
tion that is modelled resembles the one that was used in the single exposure analy
sis, are no major deviations ro be expected. Reactions to noise events are generally 
nor independent from each other. Each event may alter a subject's tendency to awake 
at the next event, even if no awakening reaction is detected for that particular event. 
If, for example, each event would additionally increase the probability of awakening 
at the next event, the total probability of awakening per night would be greater than 
predicted br, mere summation of the single event probabilities. Most likely, this 
underestimation of probability will occur when events in the real situation follow in 
close succession, whereas events in the single exposure analysis did not. Such limita• 
tions can to some degree be overcome through applying advanced statistical meth
ods such as those put forward by Basner (2006). A third limitation is that an over· 
all increase in the base line could go undetected. 

If the situation that is calculated resembles the one that was used in the single expo• 
sure analysis, probably no major deviations are to be expected. Care should be taken 
co extrapolate outside the boundaries given in the number of events or LAmax· 
Calculations for Amsterdam Schiphol Airport show a good agreement between the 
number of calculated awakenings per year (based on the actual SEL data) and the 
self-reported number of awakenings. This number is a factor 2 lower than the worst 
case scenario presented in section 3.1. 7 above. 

3.2 CHRONIC EFFECTS: CHRONIC INCREASE OF 
MOTIL TY 

Mean motility - all body movements counted together - during sleep is strongly 
related to age and is also a function of noise exposure during the sleep period. The 
relationships between mean motility and Lnight,insidc are shown in Fig. 3.4. Mean 
motility during sleep is lowest at the age of 45 years, and greater at higher and lower 
ages. The relation between mean motility, Lnighc,in$idc and age is: 

Mean motility = 
0.0587 + 0.000192•½,ight,inside - 0.00133,.age + 0.0000148•age2 [7]. 

The relation between the increase in mean noise-induced motility, mnight> and 
Lnight, inside is: 

ID night = 0. 00019 2,. Lnight, inside 

assuming, as described in Chapter 1, section 1.3.4, that Lnighc,inside = Lnighr·21: 

mnight = 0.000192 •Lnighc0.004032 [Ba]. 

Source: Miedema, Passchier-Vem,eer and Vos, 2003. 
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The increase in mnigh, is 22% over the baseline motility (0.03 on average) if indoor 
Lnighr, inside increases from O (absence of aircraft noise) to 35 dB(A) (living close to a run
way). This increase is independent of age, although rhc absolute level varies. 

Other chronic effects like the use of sleeping pills, changes in BP and changes in lev· 
els of stress hormones arc discussed in the next chapter. 

3.3 CONCLUSIONS 

During sleep cl1e audicory system remains fully functional. Incoming sounds arc 
processed and evaluated and although physiological changes continue to rake place, 
sleep itsdf is protected because awakening is a relatively rare occurrence. Adaptation 
ro a new noise or to a new sleeping environment (for instance in a sleep laboratory) 
is rapid, demonstrating this acrive protection. The physiological reactions do nor 
adapt, as is shown by the heart rate reaction and the increase of average motility 
with sound level. Tbe autonomous physiological rcacoons are a normal rea,tion to 
these stimuli, but the question is whether prolonged "abuse" of this system leads to 
adverse consequences for the organism. The next chapter tries to answer that. 
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CHAPTER 4 

EFFECTS OF NIGHT-TIME NOISE ON 
HEALTH AND WELL-BEING 

The sick die here because they can't sleep, 

For when does sleep come in rented rooms? 
It costs a lot merely to sleep in this city! 

That's why everyone's sick: carts clattering 
Through the winding streets, curses hurled 

At some herd standing still in the middle of the road, 
Could rob Claudius or a seal of their sleep! 

(Juvenal, 1st century AD) 

4.1 INTRODUCTION 
In Chapters 2 and 3, sufficient evidence was presented to support the hypothesis for 
the simplified model presented in Chapter l; sleep disturbance is connected to health 
impairment, and noise is an important factor that causes sleep disturbance. The full 
model (Fig. 2.1, Chapter 2) showed why it is difficult to find evidence for a direct 
relation between noise exposure at night and health outcomes. Noise is but one of 
the internal and external factors that cause sleep disturbance and feedback loops 
obscure the view of the cause and effect chain. In this chapter the evidence for the 
direct relation is presented. 

4.2 SELF- REPORTED (CHRONIC) SLEEP 
DISTURBANCES 

Self-reported sleep disturbance is investigated by means of a questionnaire containing 
questions regarding sleep disturbance. Often, sleep disturbance is not the main focus 
of the questionnaires used in studies of self-reported noise effects. This means that 
considerable effort is needed to harmonize the different response categories. The rela
tionships for self-reported sleep disturbance are based on analyses of the 15 data sets 
with more than 12 000 individual observations of exposure-response combinations, 
from 12 field studies (Miedema, 2003; Miedema, Passchier-Vcrmeer and Vos, 2003). 

The curves are based on data in the Lnighc (outside, most exposed facade) range 
45-65 dB(A). The polynomial functions are close approximations of the curves in 
this range and their extrapolations to lower exposure (40-45 dB(A)) and higher 
exposure (65-70 dB(A)). The formulae of these polynomial approximations are as 
follows (SD = sleep disturbance; H = high; L = low): 

for road traffic: 

%HSD = 20.8 - 1.05,.L11;g1tt + 0.01486•(L0 ;ghtl2 

%SD= 13.8 - 0.85,.½iight + 0.01670•(Lniglu)2 

%LSD= -8.4 + 0.16•Ln;ght + 0.01081 •(Lnighcl2 

[9] 

[10) 

[11) 
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for aircraft: 

%HSD = 18.147 - 0.956 .. Lnighc + 0.01482•(Lniglul2 

%SD= 13.714 - 0.807~Lnighc + 0.01555"(L0 ;ghcl2 

%LSD= 4.465 - 0.411 "Lnighc + 0.01395 .. (L0 ;gbtl2 

and for rrulways: 

¾HSD = 11.3- 0.55*Lnighc + 0.00759"(Lnighcl2 

%SD= 12.5 - 0.66"Lnight + 0.01121 "(L,,ighc)2 

¾LSD= 4.7 - 0.31 •½iight + 0.01125"(l,,;ght)2 

[12] 

(13] 

[14] 

[15] 

[16] 

[17]. 

The above relations represent the current best estimates of the influences of Lnight on 
self-reported sleep disrurbance for road traffic noise and for railway noise, when no 
other factors are taken into account. Fig. 4.1 illustrates the relations 191 1121 and 
[15] for persons highly disturbed by road, aircraft and rail noise. 
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With regard to the relations for aircraft noise it should be noted that the variance in 
the responses is large compared to the variance found for rail and road traffic. This 
means that the uncertainty regarding the responses for night-time aircraft noise is 
large, and such responses can be considered as indicative only. Miedema (2003) sug
gests the following causes. 

• The time pattern of noise exposures around different airports varies considerably 
due to specific night-time regulations. 

• The sleep disturbance questions for aircraft noise show a large variation. 
• The most recent studies show the highest self-reported sleep disturbance at rhe 

same ¼ight level. This suggests a time trend. 

For industrial noise rhi:re is an almost complete lack of information, although there 
are some indications (Vos, 2003) that impulse noise may cause considerable distur
bance at night. 
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4.3 COMPLAINTS 
According to the Health Council of the Netherlands (2004), the submission of a 
complaint about noise is symptomatic of reduced well-being. 

Complaints about noise are widespread, and night noise seems to cause more com
plaints than daytime noise at che same level. Hwne, Morley and Thomas (2003} found 
that around Manchester Airport complaints per 1000 aircraft traffic movements rose 
from an average of 10 in daytime hours to up to 80 in the night. When linking part of 
the complaints to measured noise levels, they found an increase from an average of 1 
complaint at 70 PNLdB (circa 58 LAmaxl to 2 at 114 PNLdB (circa 102 LAmaxl• 

Due to differences in complaint cultures and registration practices, it is difficult to 
make comparisons between complaint registrations. Around Amsterdam Schiphol 
Airport a relation between complaints and LAeq was found (Ministerie Vcrkccr en 
Wacerstaar, 2005). The threshold for complaints is around 45 Lden, and increases to 
7% of the population at 72 Lden· Night-time complaints follow the same pattern, 
and the threshold for night complaints is 35 Lnight· In Fig. 4.2 the mean percentage 
shows a definite relationship with Lnighi- The 95 percentile indicates that the thresh
old is 35 Lnight· 
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complained at least 
once durlnq a year 
between 1994 and 
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Ministerie Verkeer en 
Waterstaat (2005). 
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4.4 NEIGHBOURHOOD NOISE AND NOISE FROM 
NEIGHBOURS 

Inventory studies in the Netherlands indicate that sleep disturbance attributable to 
the most annoying forms of neighbourhood noise and noise from neighbours (con
tact noise and human noises in the environment) is on a similar scale to disturbance 
attributable to the most annoying sources of road traffic noise (mopeds and passen
ger cars). It is reasonable to assume that chronic sleep disturbance is, in the long 
term, liable to have consequences for health and well-being. The sound pressure levd 
and other noise characteristics are liable to determine the nature of the influence to 
some extent, but certain other factors play a more prominent role than is the case 
with traffic noise. These factors include appreciation of the noise and of the party 
responsible for the noise, as well as the hearer's personal circumstances. However, 
scientific understanding of the relative importance of and interaction between 
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acoustic and non-acoustic factors is not sufficient for the committee to draw any 
definitive conclusions regarding the relationship between, on the one hand, exposure 
to night-time neighbourhood noise and noise from neighbours and, on the other, 
health and well-being. 

Leidelmeijer and Marsman (1997) carried out an interview-based study of 1242 
households in the Netherlands, in which subjects were asked about daytime and 
night-time noise from neighbours and any associated annoyance. A distinction was 
made on the basis of the part of the house in which the noises were audible and any 
associated annoyance was experienced. Subjects proved least tolerant of noise from 
their neighbours that was audible in the master bedroom. The researchers distin
guished five types of noise, which are listed below (Table 4.1), along with the per
centage of subjects who indicated hearing the relevant type of noise from a neigh
bouring dwelling at night in the master bedroom. 

• Table 4.1 
Daytime and night

time noise from 
neighbours 

Source: 
L.eide/meijer and 
Marsman, 1997. 

Type of noise 

Contact noise 
Noise from sanitary fittings, 
central heating, etc. 
Noise from radio, TV and hi-fi 
Do-it-yourself noises 
Pets 

% subjects hearing noises 
at night in the bedroom 

22% 

19% 
12% 
8% 
6% 

Where each of the five investigated types of noise was concerned, roughly 10-15% 
of subjects indicated chat tlu:y felt it was unacceptable for the noise to be audible 
during the day. Overall, nearly 30% of subjects said that sanitary fittings should not 
be audible at night, while approximately 50% felt each of the other four types of 
noise was unacceptable at night. 

In 1993, Kranendonk, Gerretsen and van Luxemburg produced a synthesis of the 
research conducted up to that point in time into the annoyance associated with noise 
from neighbours. Subsequently, in 1998, van Dongen et al. published a report on the 
relationship between noise from neighbouring dwellings and the airborne and con
tact noise attenuating indices I1u, I1u•k• and Ico, drawing on data from a question
naire-based survey of the residents ~£ 600 dwellings, whose acoustic quality was 
determined in 202 cases. The r esults of the two studies are reasonably consistent. 
Both found that the chief causes of annoyance were loud radios, hi-fis and TVs, 
audible and sometimes intelligible voices, the slamming of doors and footsteps on 
floors and staircases. In both cases, it proved that, when Ilu had a value of O (the 
minimum requirement for new homes), 10% of subjects reported high annoyance 
and 15% reported annoyance caused by noise from neighbouring dwellings. These 
figures are not specific to night-time noise, but apply to annoyance over a 24-hour 
period. 

On the basis of the findings outlined above, the committee concludes that the stan
dard of inter-dwelling sound attenuation presently required does not provide suffi
cient protection to prevent annoyance caused by noise from neighbours. Since people 
are less tolerant of the noise their neighbours make at night-time than of their neigh
bours' evening or daytime noise, it may be assumed that much of the annoyance asso
ciated with noise from neighbours relates to the influence of such noise on sleep. 
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4.5 CARDIOVASCULAR EFFECTS OF NOISE -
FINDINGS FROM EPIDEMIOLOGICAL STUDIES 

4 .5.1 INTRODUCTION 

It is a common experience that noise is unpleasant and affects the quality of life. It 
disturbs and intederes with activities of the individual including concentration, com
munication, relaxation and sleep (WHO Regional Office for Europe, 2000; Schwela, 
2000). Besides the psychosocial effects of community noise, there is concern about 
the impact of noise on public health, particularly regarding cardiovascular outcomes 
(Suter, 1992; Passchier-Vermeer and Passchier, 2000; Stansfcld, Haines and Brown, 
2000). Non-auditory health effects of noise have been studied in humans for a cou
ple of decades using laboratory and empirical methods. Biological reaction models 
have been derived, which are based on the general stress concept (Selye, 1956; Henry 
and Stephens, 1977; Ising ct al., 1980; Lercher, 1996). Amongst other non-auditory 
health end points, shore-term changes in circulation including BP, heart rate, cardiac 
ourpuc and vasoconscriction, as well as stress hormones (epinephrine, norepineph
rine and corticosteroids) have been studied in experimental settings for many years 
(Berglund and Lindvall, 1995; Babisch, 2003). Various studies have shown that clas
sical biological risk factors are higher in subjects who were exposed co high levels of 
traffic noise (Arguelles et al., 1970; Eiff et al., 1974; Verdun di Cantogno et al., 
1976; Algers, Ekesbo and Stromberg, 1978; Knipschild and Salle, 1979; Manninen 
and Aro, 1979; Eiff et al. , 1981a; Rai et al., 1981; Marth et al., 1988; Babisch and 
Gallacher, 1990; Babisch et al., 1990; Lercher and Kofler, 1993; Schulte and Otten, 
1993; Dugue Leppanen and Griisbeck, 1994; Yoshida et al., 1997; Goto and 
Kaneko, 2002). Although controls for other risk factors were not consistent in all 
these studies, the hypothesis emerged that persistent noise stress increases the risk of 
cardiovascular disorders including high BP (hypertension) and IHD. 

• Sound/noise is a psychosocial stressor that activates the sympathetic and endocrine 
system. 

• Acute noise effects do not only occur at high sound levels in occupational settings, 
but also at relatively low environmental sound levels when, more importantly, 
intended activities such as concentration, relaxation or sleep are disturbed. 

The following questions need to be answered. 

• Do these changes observed in the laboratory habituate or persist under chronic 
noise exposure? 

• If they habituate, what are the physiological costs? If they persist, what arc the 
long-term health effects? 

The answers to these questions come from epidemiological noise research. Large
scale epidemiological studies have been carried out for a long time (Babisch, 
2000). The studies suggest that transportation noise is associated with adverse 
cardiovascular effects, in particular IHD. The epidemiological evidence is con
stantly increasing (Babisch, 2002, 2004a). The biological plausibility of the asso
ciation derives from the numerous noise experiments that have been carried out 
in the laboratory. There is no longer any need to prove the noise hypothesis as 
such. Decision-making and risk management, however, rely on a quantitative risk 
assessment which requires an established dose-response relationship. Since many 
of the stress indicators and risk factors that have been investigated in relation to 
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Fiq. 4.3 
Noise effects 

reaction scheme 

Source: 
Babiscb, 2002. 
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noise are known to be classical cardiovascular risk factors, the hypothesis has 
emerged that chronic noise exposure increases the risk of hypertension, ar te· 
riosderosis and IHD. Its relevance for public health comes from the high preva· 
lence of cardiovascular diseases in developed and industrialized countries. It is 
unclear as to what extent chronically repeated noise-induced sleep disturbance 
concribuces co the developmenc of somatic health disorders. Only a few epidemi· 
ological studies address this particular issue. Epidemiological noise research has 
seldom distinguished between day and night exposures, or between the exposure 
of the Jiving room and the bedroom. However, some deduction can be made from 
daytime to night-time exposure. 

4 .5.2 NOISE AND STRESS-REACTION MODEL 

The auditory system is continuously analysing acoustic information, which is filtered 
and interpreted by different cortical and subcortical brain structures. The limbic sys· 
tern, including the hippocampus and the amygdala, plays an important role in the 
emotional processing pathways (Spreng, 2000). It has a close connection to the 
hypothalamus that controls the autonomic nervous system and the hormonal bal· 
ance of the body. Laborarory studies found changes in blood flow, BP and heart rate 
in reaction to noise stimuli as well as increases in the release of stress hormones 
including the catecholamines adrenaline and noradrenaline, and the corticosteroid 
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cortjsol (Berglund and Lindvall, 1995; Maschke, Rupp and Hecht, 2000; Babisch, 
2003). Such changes also occur during sleep without the involvement of cortical 
structures. The amygdala has the capacity to learn due to its plastic.ity, parrirnlarly 
with respect to the meaning of sound stimuli (for example, danger of an approach
ing lorry) (Spreng, 2000, 2004). Acoustic stimulation may act as an unspecific stres
sor that arouses the autonomous nervous system and the endocrine system. The gcn
e.ralized psychophysiological concept given by Henry and Stephens can be applied 
directly to noise-induced stress reaction (Henry, 1992). The stress mechanism as such 
is generically derermined bur it may be modified by experience and cnvironmcnral 
factors. Its biological function is to prepare the organism to cope with a demanrung 
scressor. The arousal of the sympathetic and endocrine system is associated with 
changes in physiological funcrions and the metabolism of the organism, induding 
BP, cardiac output, blood lipids (cholesterol, triglycerides, free fatty acids, phos
phatidcs), carbohydrates (glucose), clccrrolytcs (magnesium, calcium), bl.ood clotting 
factors (rhrombocyte aggregation, blood viscosity, leukocyte count) and others 
(Friedman and Rosenman, 1975; Cohen, Kessler and Underwood Gordon, 1995; 
Lundberg, 1999). In the long term, functional changes and dysregulation may occur, 
thus increasing the risk of manifest diseases. 

Fig. 4.3 shows the principal reaction schema used in epidemiological noise research 
for hypothesis testing (Babisch, 2002). Ir simplifies rhe cause-effect chain, that is: 
sound - annoyance (noise) - physiological arousal {stress indicators) - (biological) 
risk factors - disease - and mortality (the latter is nor explicitly considered in the 
graph). The mechanism works "directly" rhrough synaptic nervous interactions and 
"indirectly" through the emotional and the cognitive perception of the sound. It 
should be noted that the "direct" pathway is relevant even at low sound levels par· 
ticularly during sleep, when the organism is at its nadir of arousal. The objective 
noise exposure (sound level) and the subjective noise "exposure" (annoyance) may 
serve independently as exposure variables in the statistical analyses of the relation
ship between noise and health end points. 

Principally, the effects of environmental noise cannot directly be extrapolated from 
results of occupational noise studies. The rwo noise environments cannot simply be 
merged into one sound energy-related dose-response model (for example, a simple 
24-hour avcrage noise level measured with a dose-meter). Noise effects are not only 
dependent on the sound intensity but also on the frequency spectrum, the time pat· 
tern of the sound and the individuals' activities whjch are disturbed. Therefore, epi
demiological studies carried out under real-life conrurions can provide the basis for 
a quancirativc risk assessment provided that there is adequate control over con
founding and exposure variables. Other noise sources might act as confounders 
and/or effect modifiers on the association of interest. The effects of road traffic noise 
(at home) were shown to be stronger in subjects who were also exposed to high noise 
levels at work (Babisch et al., 1990). 

4 .5.3 PREVIOUS REVIEWS ON ENVIRONMENTAL NOISE AND 
CARDIOVASCULAR RISK 

Causality in epidemiology can never be completely proven (Schlesselman, 1987; 
Christoffel and Teret, 1991; Weed, 2000). It is a gradual term for which evidence is 
increasing with the increasing number of facts. However, the magnitude of effect, the 
presence of a dose-response relationship and consistency with other studies in dif
ferent populations and with different methodology and biological plausibility are 
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commonly accepted arguments for a causal relationship (Bradford Hill, 1965; Evans, 
1976; Morabia, 1991; Weed and Hursting, 1998). Classical, systematic and quanti
tative reviews have been published in the past, summarizing the results of studies 
that have been carried out up to the end of the last century, and assessing the evi
dence of the relationship between community noise and cardiovascular disease out
comes (Health Council of the Netherlands, 1994, 1999, 2004; Berglund and 
Lindvall, 1995; IEH, 1997; Morrell, Taylor and Lyle, 1997; Porter, Flindell and 
Berry, 1998; Babisch, 2000; Passchier-Vermee.r and Passchier, 2000), including a 
classical review and synthesis report by Babisch (2000) and a systematic review 
(meta-analysis) by van Kempen et al. (2002). 

In a meta-analysis it was concluded that the risk of hypertension due to aircraft 
noise was 1.26 per increase of 5 dB(A) (95% Cl: 1.14-1.39, Lday = 55-72 dB(A)) 
(van Kempen ct al., 2002). But, only one study (Knipschild, 1977a) was consid
ered in the meta-analysis. With respect to road traffic noise and hypertension a 
pooled estimate of 0.95 per 5 dB(A) (9.5% CI: 0.84-1.08, Lday = <55-80 dB(A)) 
was calculated (van Kempen et al., 2002). Two cross-sectional studies (Knipschild 
and Salle, 1979; Knipschild, Meijer and Salle, 1984) were considered in this cal
culation. The highest degree of evidence was for the association between commu
nity noise and IHD. Across the studies there was not much indication of an 
increased risk for subjects who lived in areas with a daytime average sounJ pres
sure level of less than 60 dB(A). For higher noise categories, however, higher risks 
were relatively consistently found amongst the studies (Babisch, 2004a). 
Statistical significance was rarely achieved. 

Some studies permit reflections on dose-response relationships. These mostly 
prospective studies suggest an increase in risk for outdoor noise levels above 
65- 70 dB(A) during the daytime, the relative risks ranging from 1.1 to 1.5. Noise 
effects were larger when mediating factors like years in residence, room orienta
tion and window-opening habits were considered in the analyses. In a meta
analysis it was concluded that the risk of IHD increased by 1.09 per 5 dB(A) of 
the road traffic noise level (95% CI: 1.05-1.13, Lday = 51-70 dB(A)) (van 
Kempen et al., 2002), when two cross-sectional studies (Babisch et al., 1993a) 
were considered. However, the pooled estimate of two prospective studies 
(Babisch et al., 1999) was calculated to be 0.97 per 5 dB(A) (95% Cl: 0.90-1.04, 
Lday = 51-70 dB(A)) (van Kempen et al., 2002). When the diagnosis of IHD was 
limited co myocardial infarction, three studies (Babisch et al., 1999, 1994) were 
considered in this meta-analysis. Then the linear effect estimate was 1.03 per 5 
dB(A) increase in road traffic noise level (9.5% Cl: 0.99-1.09, Lday = 51-80 
dB(A)). New studies have appeared in the meantime which are included in the 
present updated review (Matsui et al., 2001; Bluhm, Nordling and Berglind, 
2001; Evans et al., 2001; Rosenlund ct al., 2001; Belojevic and Saric-Tanaskovic, 
2002; Goto and Kaneko, 2002; Lercher et al., 2002; Maschke, 2003; Franssen et 
al., 2004; Matsui ct al., 2004; Niemann and Maschke, 2004; Babisch et al., 
2005). Others are on their way or have not yet been finalized and published, for 
instance the pan-European HYENA project (Jarup et al., 2003). 

4.5.4 UPDATED REVIEW OF EPIDEMIOLOGICAL STUDIES 

Sixty epidemiological studies were recognized as having either objectively or sub
jectively assessed the relationship between transportation noise and cardiovascu
lar end points. The identification of studies was based on the author's expert 
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knowledge of the topic and respective literature. Details are given in the major 
report (Babisch, 2006). Information particularly on night-time exposure (Lnight; 

22.00-06.00 or 23.00-07.00) was seldom available. Newer studies used non
weighted or weighted averages of the 24-hour exposure (Leq, Ldn, Ldenl• Some air
craft noise studies used national calculation methods (for example, Dutch Kosten 
Units). For comparisons of study results and the pooling of data (meta-analysis), 
sound levels were converted on the basis of best guess approximations to Lday 

(Matschat and Muller, 1984; Passchier-Vermcer, 1993; Bite and Bite, 2004; 
Franssen et al., 2004). It should be noted in this context that doubling/halving of 
road traffic volume results in a 3 dB(A) higher/lower average sound pressure 
level. Not all studies allowed dose-response reflections because some of them 
considered very broad exposure categories. Besides objective noise measurements, 
subjective measurements of exposure have been used in some epidemiological 
noise studies, which is in accordance with the noise-stress model. Type of road 
(for example, busy street, side street, etc.), disturbances and annoyance were 
rated by the study subjects from given scales. 

4.5.5 MEAN BP 

Table A2 of the major report (Babisch, 2006) lists the major findings of epidemi
ological traffic noise studies in which mean BP was considered as the outcome. 
It indicates mean systolic and diastolic BP differences as obtained from extreme 
group comparisons of noise exposure. The effects in children and in adults are 
discussed separately. The findings in children are difficult to interpret with 
regard to possible health risks in their later life. The effect may be of a tempo
rary nature and may not be relevanc to permanenc health damage. There is evi
dence during childhood (Gillman et al., 1992), adolescence (Yong et al., 1993) 
and adulthood (Tate et al., 1995) that the BP level at an early age is an impor
tant predictor of the BP level at a later age. Studies over the full age range are 
missing (tracking). Growth and body weight are important factors in BP devel
opment. The impact of body size was not adequately considered in some of the 
studies. A crude hinc regarding reversible effects on BP came from one study 
(Morrell et al., 2000). Results of the Munich intervention study on the effects of 
a reduction of aircraft noise have only been reported regarding cognitive per
formance but not with respect to change of BP (Hygge, Evans and Bullinger, 
2002). It was concluded from the available data on the length of exposure that 
children do not seem to adapt to high levels of road traffic noise but to some 
extent to aircraft noise (Passchier-Vermeer, 2000; Bistrup et al., 2001 ). However, 
the database appears to be too poor to draw final conclusions. Aircraft noise 
studies focused on exposure at school, while road traffic noise studies mostly 
considered noise exposure at home. The conclusions given by Evans and Lepore 
(1993) seem still to hold true: 

"We know essentially nothing about the long-term consequences of early noise 
exposure on developing cardiovascular systems. The degree of blood pressure 
elevations is small. The clinical significance of such changes in childhood blood 
pressure is difficult to determine. The ranges of blood pressure among noise
exposed children are within the normal levels and do not suggest hypertension. 
The extent of BP elevations found from chronic exposure are probably not sig
nificant for children during their youth, but could portend elevations later in life 
that might be health damaging." 
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Regarding mean BP, no consistent findings in the relationship between traffic noise 
level and mean systolic or diastolic BP can be seen in adults across the studies. In 
longitudinal studies, problems arose from migration of subjects, which had a consid
erable impact on sample size. The latter problem also applies to cross-sectional stud
ies, in general. Sensitive subjects may tend to move out of the polluted areas, which 
dilutes the effect of interest. Medication due to high BP may affect the BP readings. 
However, the exclusion of subjects with hypertension or hypertension treatment 
dilutes the true effect on BP differences, if the hypothesis (noise causes high BP) is 
true. In principle, hypotension - a fall in BP - can also be a stress reaction. All this 
makes it more reasonable to look at manifest hypertension (defined by a cut-off cri
terion) as a clinical outcome rather than at mean BP readings (Ising, 1983; Winkleby, 
Ragland and Syme, 1988). To date, there is no evidence from epidemiological data 
that community noise increases mean BP readings in the adult population. However, 
this does not discard the noise hypothesis as such. Studies suffered from insufficient 
power, narrow exposure range or other difficulties in the study design. 

4 .5.6 HYPERTENSION 

Table A3 of the major report (Babisch, 2006) gives the results of epidemiological 
traffic noise studies on the relationship between community noise level and the 
prevalence or incidence of hypertension. Hypertension in these studies was either 
defined by WHO criteria (WHO-ISH Guidelines Subcommittee, 1999), similar cri
teria based on measurements of systolic and diastolic BP, from information which 
was obtained from a clinical interview, or a social survey questionnaire about hyper
tension diagnosed by a doctor. Most studies refer to road traffic noise. However, in 
recent years some new aircraft hoise studies entered the database. The subjects stud
ied were the adult male and female population, sometimes restricted to certain age 
ranges. With regard to the association between community noise and hypertension, 
tbe picture is heterogeneous. With respect to aircraft noise and hypertension, stud
ies consistently show higher risks in higher exposed areas. The evidence has 
improved since a previous review (Babisch, 2000). The relative risks found in four 
significantly positive studies range between 1.4 and 2.1 for subjects who live in high 
exposed areas, with approximate daytime average sound pressure level in the range 
of 60-70 dB(A) or more. Swedish studies found a relative risk of 1.6 at even lower 
levels >55 dB(A). With respect to road traffic noise, the picture remains unclear. New 
studies, more than older studies, tend to suggest a higher risk of hypertension in sub
jects exposed to high levels of road traffic noise, showing relative risks between 1.5 
and 3.0. However, the earlier studies cannot be neglected in the overall judgement 
process. Across all studies no consistent pattern of the relationship between commu
nity noise and prevalence of hypertension can be seen. Dose-response relationships 
were considered in new studies. Subjective ratings of noise or disturbances due to 
traffic noise seem to consistently show a positive association with prevalence of 
hypertension. The relative risks found here range from 0.8 to 2.3. These studies, 
however, are of lower validity due to principal methodological issues regarding over
reporting (Babisch et al., 2003). 

4.5.7 IHD 

Table AS of the major report (Babisch, 2006) gives the results of cross-sectional 
epidemiological traffic noise studies on the relationship between noise level and 
prevalence of IHD. Table A6 of the major report gives the results of case-control 
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and cohort studies on the association between noise level and incidence of IHD. In 
cross-sectional studies, IHD prevalence was assessed by clinical symptoms of angi
na pcctoris, myocardial infarction, ECG abnormalities as defined by WHO crite
ria (Rose and Blackburn, 1968), or from self-reported questionnaires regarding 
doctor-diagnosed heart attack. In longitudinal studies, IHD incidence was assessed 
by clinical myocardial infarction as obtained from hospital records, ECG measure
ments or clinical interviews. The majority of studies refer to road traffic noise. 
With regard to IHD, the evidence of an association between community noise and 
IHD risk has increased since a previous review (Babisch, 2000). There is not much 
indication of a higher IHD risk for subjects who live in areas with a daytime aver
age sound pressure level of less than 60 dB(A) across the studies. For higher noise 
categories, a higher IHD risk was relatively consistently found amongst the stud
ies. Statistical significance was rarely achieved. Some studies permit reflections on 
dose-response relationships. These mostly prospective studies suggest an increase 
in IHD risk at noise levels above 65-70 dB(A), the relative risks ranging from 1.1 
to 1.5 when the higher exposure categories were grouped together. Noise effects 
were larger when mediating factors like residence time, room orientation and win
dow-opening habits were considered in the analyses. This accounts for an induc
tion period (Rose, 2005) and improves exposure assessment. The results appear as 
consistent when subjective responses of disturbance and annoyance are consid
ered , showing relative risks ranging from 0.8 to 2.7 in highly 
annoyed/disturbed/affected subjects. However, these findings may be of lower 
validity due to methodological issues. 

4.5.8 MEDICATION AND DRUG CONSUMPTION 

Table A8 of the major report (Babisch, 2006) gives the results of studies on the 
relationship between drug consumption and community noise. Medication was 
primarily investigated with respect to aircraft noise. A significant prevalence ratio 
for medication with cardiovascular drugs of 1.4 was found in the sample of 
Amsterdam Schiphol Airport (Knipschild, 1977a). The results of the "drug sur
vey", where the annual data of the pharmacies regarding the purchase of cardio
vascular drugs were analysed (repeated cross-sectional survey), supported this 
finding. An increase in drug purchase over time in the exposed areas and not in 
the less exposed was found. This refers to the purchase of cardiovascular and 
antihypertensive drugs, as well as the purchase of hypnotics, sedatives and 
antacids (Knipschild and Oudshoorn, 1977). Furthermore a dependency with 
changes in night flight regulations was found (decrease after reduction of night 
flights). A large recent study around Amsterdam Schiphol Airport found only a 
slightly higher risk of self-reported medication with cardiovascular drugs, includ
ing antihypertcnsive drugs (relative risk l .2), in subjects exposed to aircraft noise 
where the noise level Lden exceeded 50 dB(A) (Franssen et al., 2004 ). 
Dose-response relationships across noise levels (Lden = <50-65 dB(A)) with 
respect to prescribed and non-prescribed sedatives/sleeping pills were found (rel
ative risk 1.5 and 2.0, respectively) in the highest noise category of Lden = 61-65 
dB(A). The preliminary results of an ongoing aircraft noise study from Sweden 
carried out around Stockholm's airport are in line with the Durch studies (Bluhm 
et al., 2004 ). A significant relative risk of 1.6 for the use of anti hypertensive 
drugs was found in male subjects, where the noise level according to the Swedish 
calculation standard exceeded FBM = 55 dB(A). The road traffic noise studies, 
where medication/purchase of drugs was investigated also tend to show a higher 
use in higher exposed subjects (Eiff and Neus, 1980; Schulze et al., 1983; Lercher, 

NIGHT NOISE GUIOELINES FOR EUROPE 



Idaho Power/1219 
Ellenbogen/88

mJ EFFECTS ON HEALTH 

1992). The relative risk for cardiovascular drugs was 1.3 in the Bonn study and 
5.0 in the Erfurt stu<ly. The results for other drugs including sleeping pills, seda
tives, tranquillizers and hypnotics ranged between 1.2 and 3.8 in these studies. 
All in all, the studies on the relationship between the use of medication or pur
chase of drugs and community noise support the general hypothesis of an increase 
in sleep disturbance and cardiovascular risk in noise-exposed subjects. 

4.5.9 EVALUATION OF STUDIES 

This section refers only to studies where the prevalence or the incidence of man
ifest cardiovascular diseases was considered as a potential health outcome of 
chronic exposure to environmental noise. The focus here is on a quantitative risk 
assessment with respect to manifest diseases. Furthermore, studies on the effects 
of low-altitude jet-fighter noise are also excluded, because this type of noise 
includes other dimensions of stress (for instance, fear). Thirty-seven studies have 
assessed the prevalence or incidence of manifest diseases, including hypertension 
and IHD (angina pectoris, myocardial infarction, ECG abnormalities). 

4.5.9.1 Criteria 
Epidemiological reasoning is largely based on the magnitude of effect estimates, 
dose-response relationships, consistency of findings, biological plausibility of the 
effects and exclusion of possible bias. Internal (the role of chance) and external 
validity (absence of bias and confounding) are important issues in the evaluation 
of studies (Bradford Hill, 1965). Analytic studies (for example, cohort or case
control studies) arc usually considered as having a higher validity and credibility 
than descriptive studies (for example, cross-sectional or ecological studies) 
(Hcnnekens and Buring, 1987), although many of the reservations against cross
sectional studies seem to be of minor importance when considering noise. For 
example, it does not appear to be very likely that diseased subjects tend to move 
differentially more often into exposed areas. Rather the opposite may be true, if 
noise stress is recognized as a potential cause of the individual's health problem. 
Thus, a cross-sectional study design may act conservatively on the results. The 
presence of a dose-response relationship is not a necessary criterion of causality. 
Non-linear relationships, including "u-" or "j-" shaped, saturation and threshold 
effects may reflect true associations (Calabrese and Baldwin, 2003; Rockhill, 
2005). With respect to the derivation of guideline values in public health policy, 
the assessment of a dose-response relationship enables a quantitative risk assess
ment on the basis of continuous or semi-continuous (for instance 5 dB(A) cate
gories) exposure data. Dichotomous exposure data, on the other hand, that refer 
to a cut-off criterion which splits the entire exposure range into two halves, can 
be used to evaluate the hypothesis of an association (qualitative interpretation), 
but not a quantitative assessment. The objective or subjective assessment of expo
sure and/or health outcomes is an important issue when judging the validity of a 
study (Malmstrom, Sundquist and Johansson, 1999; Cartwright and Flindell, 
2000; Hatfield ct al., 2001 ). The objective prevalence of hypertension was found 
to be higher in a population sample than the subjective prevalence of hyperten
sion (Schulte and Otten, 1993). In a telephone survey more than half of the 
hypertensives classified themselves as normotensive (sensitivity 40% for men and 
46% for women) (Bowlin et al., 1993). In a representative health survey, the 
validity of the self-reported assessment of morbidity (subjective morbidity) was 
found to be "low" with respect to hypercholesterolaemia, "intermediate" with 
respect to angina pectoris, hypertension and stroke and "high" with respect to 
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myocardial infarction (Bormann et al., 1990). Myocardial infarction is a very def
inite and severe health outcome which subjects would clearly know about if they 
had experienced it. Its assessment by questionnaire tends to be more credible than 
that regarding hypertension. Test-retest reliability was found to be good with 
respect to "harder" outcomes, including high BP and hearr anack (Lundberg and 
Manderbacka, 1996; Lipworch et al., 2001). Over-reporting, on the ocher hand, 
may be a source of potential bias, particularly when both exposure and outcome 
are assessed on a subjective basis (Winklcby, Ragland and Syme, 1988; Babisch 
et al., 2003). The subjects may be more prone to blame their environment for 
their health problems, or may even tend to exaggerate adverse effects or exposure 
in order to inffuence noise policy. Therefore, a higher credibility and tanking was 
given to studies where exposure and outcome were assessed objectively (for 
example sound level versus subjective ratings, and measurement of BP or a clini
cal interview versus self-reported hypertension in a self-administered question
naire). This means that the sound level must have been measured or calculated on 
the basis of the traffic counts, and clinical interviews or measurements must have 
been carried out by medically trained personnel (no self-administered question
naire data) to give a study a high ranking. Studies which have been adequately 
controlled (for instance stratification, model adjustment (regression), matching) 
for a reasonable set of confounding variables in the statistical analyses, besides 
age and sex, were given a high ranking. 

4.5.9.2 Assessment 
The evaluation concerning the epidemiological studies was made with respect to 
the identification of good quality studies that can be feasibly considered for the 
derivation of guideline values. These studies can either be used for a statistical 
meta-analysis, for a combined interpretation (synthesis) or for singular interpreta
tions. All the studies were evaluated with respect to the following criteria for inclu
sion or exclusion in the synthesis process. Necessary criteria were: ( 1) peer· 
reviewed in the international literature; (2) reasonable control of possible con
founding; (3) objective assessment of exposure; (4) objective assessment of out
come; (5) type of study; and (6) dose-response assessment. All six criteria were ful
filled by the two prospective cohort studies carried out in Caerphilly and Speedwell 
(Babisch et al., 1999; Babisch, Ising and Gallacher, 2003), the two prospective case
control studies carried out in the western part of Berlin ("Berlin I" and "Berlin II") 
(Babisch et al., 1992, 1994), and the new prospective case-control study carried out 
in the whole of Berlin ("NaRoMI" = "Berlin III") (Babisch, 2004b; Babisch et al., 
2005). The studies refer to road traffic noise and the incidence of myocardial 
infarction. They were also the only ones considered in an earlier meta-analysis on 
this issue (van Kempen et al., 2002), with the exception of the "NaRoMI" study, 
which was not available at that time. All these studies are observational analytic 
studies (Hennekens and Buring, 1987). If descriptive studies on individuals - name
ly cross-sectional studies - arc allowed, another rwo studies from Caerphilly and 
Speedwell on the association between road traffic noise and the prevalence of IHD, 
myocardial infarction and angina pectoris can be taken into account (Babisch et al., 
1988, 1993a, 1993b). These studies were also considered in the meta-analysis by 
van Kempen et al. (2002). However, the results of the Berlin study on the preva
lence of myocardial infarction (Babisch et al., 1994) - which was also considered 
in that meta-analysis - are not considered here, because the outcome was assessed 
subjectively with a self-administered questionnaire (an exclusion criterion). All the 
studies suggest an increase in IHD, in particular myocardial infarction. These stud
ies are used for a new meta-analysis (section 4.5.10). 
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Regarding aircraft noise, the cross-sectional Okinawa study (Matsui et al., 2001; 
Matsui et al., 2004) on the association between aircraft noise and hypertension 
fulfils the inclusion criteria. When studies are included that did not assess 
dose-response relationships but only compared dichotomous categories of expo
sure in the analyses, two more studies appear on the list. The studies were carried 
out in the vicinity of Amsterdam Schiphol Airport. They suggest a higher risk of 
cardiovascular diseases in general (Knipschild, 19776), and - specifically - for 
hypertension and IHD (angina pectoris, ECG abnormalities, heart trouble) 
(Knipschild, 1977a) in subjects from areas exposed to high aircraft noise. These 
studies were considered in the meta-analysis by van Kempen et al. (2002). 
However, they do not fulfil the strict criteria set here. Finally, if the inclusion cri
teria are widened to include peer-reviewed studies that assessed dose- response 
n:lativm;hips between vbjcuive indicators of exposure and the subjective (sclf
reported) prevalence of diseases, a further two studies can be considered. These 
are the cross-sectional study carried out in Stockholm rega.rding the association 
between aircraft noise and hypertension (Rosenlund et al., 2001), and the cross
sectional pan of the study in Berlin regarding the association between road traf
fic noise and myocardial infarction (Babisch et al., 1994 ). Fig. 4.4 shows the 
results of the three aircraft noise studies carried out in Amsterdam, Okinawa and 
Stockholm (Knipschild, 1977a; Rosenlund et al., 2001; Matsui et al., 2004). The 
graph clearly indicates that the results an: tuu hc:tc:rogc:m:ous to derive a pooled 
dose-response curve. However, all three studies show an increase in risk with 
increasing noise level. 

Studies that are not given a high ranking according to the above mentioned cri
teria, however, may serve as additional sources of information to support the evi
dence of the conclusions being made on the basis of this review. This is illustrat
ed in Fig. 4.5. The entries are relative risks (centre of the bars) with 95% confi
dence intervals (the bars) for dichotomous comparisons of noise exposure 
(extreme groups or high vs. low). A relative consistent shift of the bars to relative 
risks greater than 1 can be seen. The dark-shaded bars in the diagram refer to 
studies where the noise exposure was determined objectively (noise levels), the 
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light-shaded bars where it was determined subjectively (annoyance). Road traffic 
and aircraft noise studies are here viewed cogcrher. No corresponding results are 
available for rail traffic studies. If different subgroups of the population 
(males/females) or different health end points were taken into account, specific 
studies appear more than once in the illustration. 
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4.5.10 DOSE-RESPONSE CURVE: META-ANALYSIS 

For a quantitative risk assessment and the derivation of guidelines for public health 
noise policy a common dose-response curve is required. The risk estimates obtained 
from different noise studies can be summarized using the statistical approach of a 
meta-analysis. Based on the judgement criteria discussed in section 4.5.9.2, five ana
lytic a11d two descriptive studies emerged that can be used to derive a common 
dose-response curve for the association between road traffic noise and the risk of 
myocardial infarction. Two separate meta-analyses were made by considering the 
analytic studies that were carried out in Caerphilly and Speedwell (cohort studies) 
and Berlin (case-control studies) on the one hand, and the descriptive studies that 
were carried out in Caerphilly and Speedwell (cross-sectional studies) on the other 
hand. It turned out, as a result of the evaluation, that all these studies referred to 
road traffic noise during the day (Lday: 06.00-22.00) and the incidence or pcevalenc.c 
of myocardial infarction as the outcome. Study ubjects were men. In all analytic 
studies the orientation of rooms was considered for the exposure assessment (facing 
the street or not). With respect to the Caerphilly and Speedwell studies, the six years 
of pooled follow-up data provided the respective information. In all descriptive stud
ies the traffic noise level referred to the facades that were facing the street and did 
not consider the orientation of rooms/windows. All individual effect estimates were 
adjusted for the covariates considered in each of the studies. Different sets of covari
ates were considered in ench study. However, this pragmatic approach accounts best 
for possible confounding in each study and provides the most reliable effect esti
mates derived from each study. The concept of meta-analysis was used to aggregate 
and summarii.e the findings of the different studies (Olkin, 1995; Blettner et al., 
1999). The program "meta" was downloaded from the "STATA" web site for use in 
the statistical package STATA (version 8.0), and for calculating the pooled random 
effect estimates. 

Table 4.2 
Single and pooled (meta-analysis) effect estimates (odds ratios and 95% confidence intervals) of 

descriptive and analytic studies on the rl'lationshlp betwl'l'n road traffic noise level (Ldayl and the 
incidence/prevalence of myocardial infarction 
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Table 4.2 shows individual and pooled effect estimates with confidence intervals 
(rounded brackets), statistical weights (square brackets) for the individual studies, 
and the Q-test of heterogeneiry between studies. According to the Q-test, the nil 
hypothesis of non-heterogeneity was never discarded. Figs 4.6 and 4. 7 show odds 
ratios of individual studies and the pooled estimates for the descriptive and analytic 
studies. 
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Fig. 4.6 and Fig. 4.7 
Single and pooled effect estimates (odds ratios) ror the descriptive and analytic studies 
of the association between road traffic noise level and the prevalence (left graph) and 
incidence (right qraph), respectively, of myocardial infarction 
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Support for any noise-effect relationship may come from subgroup analyses that are 
in line with the noise hypothesis. This refers to effect modification with respect to 
residence time, window-opening behaviour and other determinants that affect the 
noise exposure and cumulative noise dose. ln tbe Amsterdam aircraft noise studies, 
a steady increase in rhe purchase of cardiovascular and anrihypcrtcnsivt drugs at 
local pharmacies was found over the period of eight years Ln a community newly 
exposed co aircraft noise. No such increase was found in a control community that 
was not exposed to aircraft noise (Knipschild and Oudshoorn, 1977). Positive asso
ciations between the prevalence of cardiovascular diseases and residence time in 
exposed areas (but not in unexposed) were also found in the road traffic noise stud
ies carried out in Bonn with respect to hypertension (Eiff and Neus, 1980; Neus ct 
al., 1983) and in Caerphilly and Speedwell with respect to !HD (Ba bi sch ct al., 1999; 
Babisch, Ising and Gallacher, 2003 ). When the analyses of the road traffic noise stud
ies carried out in Berlin, Caerphilly and Speedwell were restricted to subjects who 
had not moved within a retrospective period of 10-15 years, the effect estimates 
turned out to be larger than for the total samples of each study (Babisch et al., 1994, 
1999, 2005). Similarly, a larger effect was found in the study in Sollenruna with 
respect to hypertension (Bluhm, Nordling and Berglind, 2001 ). No such effect was 
found in the Lubeck study (Hense, Herbold and Honig, 1989; Herbold, Hense and 
Keil, 1989). The cross-sectional data of the study carried out in Los Angeles on chil
dren regarding mean BP indicated some habituation to aircraft noise (Cohen et al., 
1980). The longer the children were enrolled in the school, the smaller was the dif
ference in BP between exposed and non-exposed children. 

However, the follow-up study suggested that this may also be an effect of attrition 
(Cohen ct al., 1981). The longer the families experienced the noise, the more likely 
that they moved away from the exposed areas (selection bias). In contradiction to 
this, BP differences between children exposed and not exposed to road traffic noise 
increased with school grade (Karsdorf and Klappach, 1968). Intervention studies 
were conducted with respect to changes in BP and changes in air traffic operation 
(for example the opening/closing of airports or runways). In the Munich study, a 
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larger increase in BP was found in children from a noisy area (Evans, Bullinger and 
Hygge, 1998). Other studies suggested reversible effects on BP when the exposure 
was lowered (Wolke et al., 1990; Morrell et al., 1998, 2000). In the Tyrol study, sig
nificantly lower BP readings were found in subjects who kept the windows closed 
throughout the night (Lercher and Kofler, 1993, 1996). When the subjects lived dose 
to the highway (within a distance of approximately 500 metres), the prevalence of 
hypertension was higher in subjects whose bedroom was facing the main road than 
in those whose bedroom was not facing the main road. The orientation of rooms and 
window opening was also found to be an effect modifier of the association between 
road traffic noise and IHD in the Caerphilly and Speedwell studies (Babisch et al., 
1999). The relative risk with respect to the noise level was slightly higher in subjects 
with rooms facing the street and subjects keeping the windows usually open when 
spending time in the room. A much greater relative risk of hypertension was found 
in subjects who slept with open bedroom windows in the Spandau Health Survey 
(Maschke, 2003; Maschke, Wolf and Leitmann, 2003). Hearing impairment was 
found to be an effect modifier on the association between air~raft noise and hyper
tension (Rosenlund ct al., 2001 ). Amongst the exposed subjects, a higher risk asso
ciated with the noise was only found in subjects without hearing loss. 

4.5.12 EXPOSURE DURING THE NIGHT 

Unfortunately, epidemiological noise research provides nearly no information 
regarding the particular impact of noise exposure during the night on cardiovas
cular health outcomes. The Spandau Health Survey explicitly distinguished 
between the exposure of the living room (during the day) and the exposure of the 
bedroom (during the night). There, a slightly higher relative risk of hypertension 
was found with respect to the traffic noise level during the night (relative risk 1.9 
vs. 1.5) compared with the noise level during the day (Maschke, 2003; Maschke, 
Wolf and Leitmann, 2003). Furthermore, sleeping with open bedroom windows 
was associated with a large increase in risk. However, due to the small sample 
size, the confidence intervals were very large. In the drug survey of the 
Amsterdam aircraft noise studies, a steady increase in purchase of hypnotics 
(sleeping pills) and sedatives was found (Knipschild and Oudshoorn, 1977). This 
trend decreased considerably when night flights were largely banned. Such a 
decrease was nor found regarding cardiovascular drugs for which the purchase 
also increased over time. However, this may partly be due to the fact that athcr
osclerotic manifestations of high BP were less reversible (in contrast to vasocon
striction, which is more related to acute or semi-acute effects, for instance in chil
dren). It was mentioned in the previous section that dosing the windows had a 
protective effect on BP readings in the Tyrol study (Lercher and Kofler, 1993). 
This was only found regarding closing the windows during the night and not dur
ing the day. Furthermore, subjects who had switched the bedroom and the living 
room because of the noise had a significantly lower BP than those who did not 
do so. The findings are discussed in a broader context of coping strategies 
(Lcrcher, 1996). When subjective responses to community noise were considered, 
higher relative risks of cardiovascular diseases were found for noise-related dis
turbances of sleep and relaxation, rather than for other disturbances or subjective 
descriptors of noise exposure, which d id not refer to the night-time. This was 
found in the Caerphilly and Speedwell studies (Babisch, Ising and Gallacher, 
2003 ), the NaRoMI study (Babisch et al., 2005), the Spandau Health Survey 
(Maschke, Wolf and Leitmann, 2003) and a general population sample of 
Germany (Bellach ct al., 1995). The LARES study (Niemann and Maschke, 
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2004 ), in which noise-induced sleep disturbance was assessed, did not show a 
higher relative risk compared with the general annoyance. 

4 .5.13 RISK GROUPS 

Most epidemiological noise studies looked at the cardiovascular effects of communi
ty noise in men. This may simply be due to the fact that the prevalence of cardiovas
cular diseases in middle-aged subjects is higher in men than in women. Statistical 
power is an important issue for the design of a study. Furthermore, in noise experi
ments, physiological reactions controlled by the autonomic nervous system were less 
pronounced in females than in males (Neus et al., 1980; Ising and Braun, 2000). 
Improper control for possible differential effects of the intake of sex hormones, 
including contraceptives, which may prevent or promote adverse (noise) stress effects, 
may act conservatively on the results (Cairns ct al., 1985; Eiff, 1993; Farley et al., 
1998). The studies carried out in Lubeck (Hense, Herbold and Honig, 1989; Herbold, 
Hense and Keil, 1989), Pancevo (Belojevic and Saric-Tanaskovic, 2002), Berlin 
(Babisch et al., 2005), Stockholm (Rosenlund et al., 2001), a German population 
sample (Bellach et al., 1995), Bonn (residence time) (Eiff and Neus, 1980; Eiff ct al., 
1981b) and in Amsterdam (angina pectoris) (Knipschild, 1977a) found higher preva
lences of hypertension, IHD and the use of cardiovascular drugs in noise-exposed men 
than in women. The studies carried out in Bonn (sound level) (Eiff and Neus, 1980; 
Eiff et al., 1981b), Sollentuna and Amsterdam (heart trouble) (Knipschild, 1977a; 
Bluhm, Nordling and Berglind, 2001) found the opposite. In the studies carried out 
in the former Soviet 'Union, it was reported that noise effects on the cardiovascular 
system were more pronounced in young and middle-aged subjects (Karagodina et al., 
1969). Swedish noise studies (Bluhm, Nordling and Berglind, 2001, 2004) and the 
LARES study (Niemann and Maschke, 2004) found similar results. The opposite 
(larger effects in elderly subjects) was reported from the Amsterdam study 
(Knipschild, 1977a) and the Stockholm study (Rosenlund et al., 2001). The available 
database on cardiovascular effects of noise in children is poor. No data are available 
that refer, in particular, to noise and sleep. The quantitative impact of transportation 
noise on the cardiovascular system is still a matter of research. A quantitative health 
risk assessment for children cannot be made at the moment. 

Based on the available information from noise studies, it must be concluded that 
children do not appear to be a particular risk group with respect to cardiovascular 
outcomes, especially BP. This docs not mean that the literature does not suggest high
er BP readings in children. It only means that the effect in children does not appear 
to be different than that in adults. However, children may be exposed longer to noise 
throughout their lifetime than the adults that have been studied. No long-term fol
low-up studies are known that focus on noise exposure. Most studies on children 
considered noise in schools rather than noise at home, which implies different mech
anisms about how noise could contribute to a rise in BP (raised effort in learn
ing/speech perccpcion vs. disturbed relaxacion/slccp). The prospective part of the 
Caerphilly and Speedwell studies gave a small hint that health status could be a mod
ifying factor. In subjects with prevalent chronic diseases, road traffic noise was asso
ciated with a slightly larger increase in rhe incidence (new cases) of IHD than in sub
jects without prevalent diseases - when the objective noise level was considered 
(Babisch ct al., 2003). Surprisingly, when annoyance and disturbances due to traffic 
noise were considered for exposure, the opposite was found. Noise effects were only 
seen in subjects without prevalent diseases. This was discussed with respect to 
reporting bias. 
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4 .5.14 RISK EVALUATION 

The process of risk assessment (risk evaluation) comprises hazard identification 
("Which health outcome is relevant for the exposure?"), exposure assessment 
("How many are affected?") and dose-response assessment ("threshold of 
effect"). This information is summarized in "risk characterization" ("health haz
ard characterization"). It involves the interpretation of the available evidence 
from the available data and other scientific disciplines, and is subject to discus
sion of the uncertainties. These include chance, bias and validity of studies as well 
as transparency, replicability and comprehensiveness of reviews. As a result of the 
risk evaluation process, a quantitative estimate about the likelihood that the haz
ard will affect exposed people will be derived. Usually, attributable risk percent
ages are calculated (Walter, 1998). This will serve as key information for any kind 
of risk management including regulatory options (Jasanoff, 1993). The term 
"adverse" is essential in this context of environmental standard setting. Risk 
management should ensure that "adverse" health effects do not occur. The fact 
that an organism responds to noise does not have to be per se "adverse". The 
severity of a health outcome is an important determinant of the adversity of an 
effect and implits variable action levels for public health policy (Babisch, 2002, 
2004a; Griefahn et al., 2002; Health Council of the Netherlands, 2003). Since 
considerable parts of the population are exposed to high noise levels (EEA, 
2004 ), noise policy can have a significant impact on public health (Neus and 
Boikat, 2000). Due to the increasing number of people affected with the decreas
ing severity of the effect, even small individual risks and less severe health out
comes can be relevant for public health and decision-making. It has been shown 
that moderate noise exposures implying a small individual risk may cause more 
noise-induced cases of health-impaired subjects than higher noise exposures. 
Franssen et al. (2004) pointed out that the number of people suffering from poor 
health due to aircraft noise is dominated by the larger number of people that is 
exposed to relatively moderate-to-low noise levels and not by those exposed to 
high noise levels. This means that more emphasis should be put on the reduction 
of noise in moderately exposed areas. However, public health policy cannot only 
consider population attributable risks (risk percentages), but must also consider 
individual risks (lifetime risk). 

In practice, it seems to be reasonable that noise policy should reduce noise, begin
ning with the highest exposures and ending with the. lowr.st onr.s. n~c.ision-m::ik
ing will have to find common standards of acceptable risks, which may vary 
according to the cost-benefit considerations within and between communities 
and countries. Such practical standards may, however, vary due to economic 
development and abilities, cost-benefit considerations and priority settings of a 
community or country. Health quality targets derived from scientific research are 
usually intended to minimize risks; decision-making in the political process is 
only partly scientifically based due to economic limitations and concurring inter
ests (Nijland et al., 2003). Different health outcomes or indicators of well-being 
and quality of life imply different action levels. Environment and health policy 
must determine acceptable noise standards that consider the whole spectrum 
from subjective well-being to somatic health (for example annoyance, physiolog
ical arousal, health risk). The evidence for a causal relationship between commu
nity or transportation noise and cardiovascular risk appears to have increased 
over recent years due to new studies that accomplish the database. 
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4 .5.15 CONCLUSIONS 

The evaluation process used in this paper considered the "necessary" criteria: peer
reviewed publication in an international journal, reasonable quantitative control of pos
sible confounding, objective assessment of exposure and outcome, type of study (analyt
ic vs. descriptive), and dose-response assessment (not only dichotomous "high" vs. 
"low" ). The approach differs from that of an earlier meta-analysis (van Kempen et al., 
2002) in that there regression coefficients were calculated for the entire dose-response 
curve within a single study (for instance the increase in risk per 5 dB(A)), which were then 
pooled between studies. Since higher exposure categories usually consist of smaller num
bers of subjects than the lower categories, regression coefficients across noise levels tend 
to be influenced by the lower categories. This may lead to an underestimation of the risk 
in higher noise categories. The approach presented here pooled the effect estimates of sin
gle. studie.~ within e.ach noise category, thus giving more weight to the higher noise cate
gories and accounting for possible non-linear associations. 

fig. 4.8 and f ig. 4.9 
Pooled effect estimates (meta analysis) of descript ive and analytic noise studies of the 
association between road traffic noise level and the prevalence (left qraph) and Incidence 
(right graph), respectively, of myocardial Infarction (odds ratio ± 95% confidence Interval). 
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Fig. 4.8 and Fig. 4.9 show the two risk curves for descriptive and analytic studies 
(Hennekens and Buring, 1987). The graphs show the pooled effect estimates (odds 
ratios) and the 95% confidence intervals for each noise category. Whereas the cross
sectional studies (Fig. 4.9) cover the sound level range of Lday from >50 to 70 dB(A), 
the cohort and case-control studies (Fig. 4.8) cover the range from S60 to 80 dB(A). 
Both curves together can serve as a basis for a quantitative risk assessment. From 
Fig. 4.8 it can be seen that below 60 dB(A) for Lday no noticeable increase in risk of 
myocardial infarction is to be detected. Therefore for the time being, Lday = 60 dB(A) 
can be seen as NOAEL (no observed adverse effect level) for the relationship 
between road traffic noise and myocardial infarction (Babisch, 2002). For noise lev
els greater than 60 dB(A), the risk of myocardial infarction increases continuously, 
and is greater than 1.2 for noise levels of 70 dB(A). This can be seen in Fig. 4.9. It 
should be mentioned rhat the risk estimates, in general, were found to be higher in 
subjects that had lived in the exposed areas for a longer time (Babisch et al., 1994, 
1999, 2005). This is in accordance with the noise hypothesis and the effects of 
chronic noise stress (Lercher and Kofler, 1996; Thompson, 1997). However, for the 
calculation of population attributable risks the figures for the whole population are 
relevant due to unknown information about residence time. 
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No particular risk groups could be identified on the basis of epidemiological research on 
cardiovascular effects of community noise. The assessment of dose-effect relationships 
sometimes suggested a cut-off level, above which the risk tends to increase. From a bio
logical point of view, one would expect a continuous increase in risk with increasing noise 
level. However, adaptation, habiruation and coping may be reasons for an empirical 
threshold of effect. Decisions with respect to guideline values usually refer to a quantita
tive risk assessment of populations (for example population attributable risk percentage). 
However, prevention strategies - for ethical reasons - should not ignore the individual 
risks of highly exposed subjects, even if their number may be small. 

With respect to night noise exposure, nearly no information is available from epidemio
logical studies on the cardiovascular effects of long-term noise exposure of the bedroom 
during the night. Only one study distinguished between the exposures of the bedroom and 
the living room in the statistical analyses (Maschke, Wolf and Leitmann, 2003). The 
results suggested slightly higher effect estimates for the prevalence of hypertension with 
respect to the noise exposure of the bedroom (during the night) compared with the expo
~ure of the living room (during the day). However, the difference was small (odds ration 
1.9 vs. 1.5), which means that it still remains an open question whether the night expo
sure or the overall exposure throughout the whole day is the driving force. The study has 
some methodological limitations that were addressed in the summary of the major tech
nical report and in a recent advisory report of the I ·lcalth Council of the Netherland~ 
(2004). They are mainly concerned with the fact that the study population consisted of a 
selected, predominantly older and health conscious group of persons that might have 
already suffered from regular health problems (risk group). A few studies that looked at 
the association between subjective responses to community noise and cardiovascular out
comes suggest a closer relationship with sleep-related annoyance/disturbance reaction 
rather than with non-sleep-related annoyance/disturbance (Bellach ct al., 1995; Babisch et 
al., 1999, 2005; Maschke, Wolf and Leitmann, 2003; Niemann and Maschke, 2004). 
Closing the bedroom window or, vice versa, sleeping with the bedroom window open, was 
associated with a lower or higher risk, respectively (Lcrcher, 1996). The same was found 
with respect to changing the bedroom to the living room because of noise. These findings 
may indicate that night-time noise may be more a determinant of noise-induced cardio
vascular effects than daytime exposure. However, daytime activity patterns and expecta
tions of the individuals are much more inhomogeneous than during the night, which tends 
to dilute the statistical association of true effects with the day noise exposure. 

Given the situation that only a few data are available from epidemiological studies with 
respect to effects on sleep (exposure of the bedroom during the night), there does not 
seem to be any other way of reasoning than inferring night noise recommendations or 
guidelines from the results of studies that refer to noise exposure during the daytime peri
od (Ldayl or the whole day (Lc1n, L24h)- Ldcn, in this context, appears to be a useful noise 
indicator for decision-making and regulatory purposes. Penalties of 5 dB(A) and 10 
dB(A) are usually given to the evening period and the night period, respectively. It can be 
used for noise mapping and refers normally to the most exposed facade, which incorpo
rates a cenain degree of exposure misclassification regarding caus~ffect relationships. 
This weighted indicator was introduced to assess the relationship between sound level 
and noise annoyance (European Commission, 2002a). However, it may not be adequate 
for research into (somatic) health-related noise effects. Non-weighted separate exposure 
indicators, such as Lday, Levcning or ½light> may be more appropriate when assessing phys
iological responses to the noise. In urban settings, night-time average noise levels 
(22.00-06.00) for road traffic tend to be approximately 7-10 dB(A) lower than daytime 
average noise levels - relatively independent (no freeways) of the traffic volume of the 
street (Utley, 1985; Ullrich, 1998; Evans et al., 2001). In such cases, Lden is approximate-
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ly 2-3 dB(A) higher than Lday (Bite and Bite, 2004). Therefore, in epidemiological stud
ies in which the relative effects of road traffic noise arc studied, the sound emission dur
ing the daytime can as well be viewed as an approximate relative measure of the overall 
sound emission including the night. This seems to be further justified because existing 
noise regulations usually consider a 10 dB(A) difference between the day and the night. 
The NOAEL of 60 dB(A) for Lday corresponds, in this respect, with 50 dB(A) for Lnight· 

This approximation can only be made with respect to road traffic noise. 

Aircraft noise has been less intensively studied in noise epidemiology. The studies focused 
on high BP. Dose-response curves were hardly considered. A large European study on the 
association between aircraft noise and road traffic noise on BP is currently being conduct
ed Oarup et al., 2003 ). Regarding aircraft noise - and particularly the ongoing debate on 
night flight restrictions in the vicinity of busy airports - no other alternative exists at pres
ent than to take the myocardial infarction risk curves derived from road traffic noise 
studies as an approximate for aircraft noise. Since aircraft noise acts on all sides of a 
building, that is, different to road traffic noise, the suspicion exists that the effects induced 
hy aircraft noise could be greater than those induced by road traffic (Ortschcid and 
Wende, 2000; Babisch, 2004a). This may be due to the lack of evasive possibilities with
in the home and the greater annoyance reactions to aircraft noise, which are usually 
expressed in social surveys (Miedema and Vos, 1998). More research is needed regard
ing the association between aircraft noise and cardiovascular end points. 

This section is clearly focused on ill health as an outcome of the adverse effect of noise. 
A common dose-effect curve for the relationship between road traffic noise (outdoors) 
and the risk of myocardial infarction was developed. This curve can be used for a quan
titative risk assessment and the calculation of attributable cases in a community. 
However, decisions regarding limit values have to be made within the spectrum between 
discomfort (annoyance) and ill health (disease) (Lindstrom, 1992; Babisch, 2002). 
Whereas quality targets at the lower end of the effects scale may be more flexible, qual
ity rargers at the upper end may be more obligatory. For example, for ethical reasons 
(equality principle) it does nor seem to be justified if (ill) health-based limit values are var
ied according to the type of livi.ng area as expressed in land development plans (for exam
ple residential, mixed or commercial). 

4.6 INSOMNIA 
A group of Japanese researchers carried out a questionnaire-based survey of 3600 aduJt 
Japanese women (aged between 20 and 80) to gather information about the factors that 
contribute to insomnia (Kagcyama et al., 1997). Some ·11 % of subjC\.1:S were found to be 
affected by insomnia (as defined on the basis of WHO's International Statistical 
Classification and Related Health Problems, 10th revision - ICDl0). Analysis of the sur
vey data took account of various distorting variables, such as age, number of (small) chil
dren in the family, social status, receipt of medical treatment, regularity of bedtimes, 
apnoea-like problems and serious unpleasant experiences in the six months prior to com
pleting rhe questionnaire. When the percentage of insomniacs in each of the three areas 
with the highest exposures was compared with the percentage in the low-exposure areas, 
the ratios worked out at, respectively, 1.4 (21.00 vehicles per hour, Lnight of around 65 
dB(Al), 2.J (2400 vehicles per hour, ¼ighc of around 67 dB(A)) and 2.8 (6000 vehicles per 
hour, ¼ight of around 70 dB(A)). The most frequently reported problem was difficulty get
ting to sleep. 
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Rest.i!dt into tht: effects of exposure to air and road traffic noise has shown that increas
es in night-rime noise exposure or in noise exposure during the sleep latency period have 
a statistically significant adverse impact on subjects' ability to get off to sleep and on sleep 
inception periods. 

4.7 EFFECTS ON PERFORMANCE 

4.7.1 COGNITION AND SWS 

Jan Born and co-workers at the University of Liibt:ck (Wagner, Gais and Born, 2001; 
Benedict et al., 2004; Born and Wagner, 2004; Gais and Born, 2004; Drosopoulos, 
Wagner and Born, 2005) have reported interesting research and put forward intriguing 
hypotheses on the relation between noise exposure, sleep loss and subsequent cognitive 
performance. They conclude that declarative memory benefits mainly from sleep peri
ods dominated by SWS, while there is no consistent benefit for this memory from peri
ods rich in REM sleep. This points ro the importance of SWS for declarative memory. 

Since sleep in the early night is dominated by SWS, in contrast to late night when REM 
sleep dominates, this would imply that noise in the early night, for example aircraft 
noise before midnight, would be particularly damaging to memory and related cogni
tive functions. However, this implication has not yet been explicitly tested. That is, there 
seems to be a certain risk for impoverished memory due to noise in the early night, bur 
there is as yet no graded quantification about whether ordinary pre-midnight noise lev
els around large airports are sufficient to make a difference to SWS. We also lack grad
ed quantification about the relationship between impoverished SWS and the resulting 
effect on different aspects of declarative memory. 

Thus, in terms of Fig. 1.1 we have evidence for the arrow marked (b), but we do not 
have enough information to say whether the strength of arrow (a) is sufficient to cause 
reduced SWS in field settings. 

Furthermore, since children's memory systems pass through developmental changes and 
are not structured in the same way as for adults, it would be interesting to know to what 
extent the Born group results are also valid for children, and whether the depth of chil
dren's sleep counteracts or enhances SWS dominance in the early night. 

4.7.2 COMPARING DAYTIME AND NIGHT-TIME NOISE 
EXPOSURE 

As implied by Fig. 1.1, the relation between noise exposure and resulting effects on 
cognition should be analysed somewhat differently depending on whether the noise 
exposure takes place during the day or night. Analysing the cognitive effects of day
time noise exposure is fairly straightforward. For night-time noise exposure, howev
er, any effects on cognition can either be a more or less direct effect of the noise 
exposure, or an indirect effect mediated by reduced sleep or sleep quality. 

Also, comparing, for example, memory and learning functions when exposed to 
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night-time noise, in contrast to daytime noise, shifts the focus of analysis away from 
encoding (in memory) or acquisition (in learning) while experiencing noise, to a 
focus on storing the material to be remembered or learnt while asleep (compare to 
daytime noise effects on cognition as reported by Hygge, Evans and Bullinger, 2002; 
Stansfeld ct al., 2005). Thus, assuming that people are mainly asleep at nighr all cog
nitive work that relies on the intake of information, listening or reading is not relevant. 
In all, this suggests that studies of daytime noise levels cannot be used much to give 
rough estimates of the effects of night-time exposure. 

4.7.3 COMPARING CHILDREN AND ADULTS 

How far can effects of daytime noise levels on children be generalized to give a rough 
estimate of the effects on adults? Are children more sensitive? Judging from earlier day
time studies of children and adults doing the same cognitive tasks while exposed to noise, 
children are not more sensitive than adults to noise (Boman, Enmarker and Hygge, 
2004), but they perform at a lower level than the adults both in noisy and in quiet envi
ronments. Thus, it could be said that children are not more vulnerable to (daytime) noise 
in relation to cognitive performance, but since so much more cognitive work is expected 
from children while in school , their learning environment and their cognitive tasks can 
be said to be more noise vulnerable than corresponding environments for adults. 

4.7.4 NOISE AND AFTER-EFFECTS 

An argument can be made for noise as a stressor leading to reduced motivation 
(Glass and Singer, 1972), which in turn may act as a mediator of impaired cognitive 
performance. Along this line of rea oning, night-time noise may be more potent in 
inducing reduced motivation than daytime noise, but for the time being this is only 
a conjecture and has not been tested. 

4. 7.4.1 The role of restoration 
Noise can be viewed both as a source of stressful demands and as a constraint on 
restoration. Noise levels and noise sources that are not by themselves particularly 
demanding during the waking hours of the day, may nevertheless be quite effective 
in blocking and constraining when they appear in periods meant to be restorative, 
such as sleep (Hartig, 2004 ). To what extent this idea is applicable to night-time 
noise exposure has not yet been explored. 

4. 7.4.2 Noise and communication 
Some of the difficulties with children's responses to noise are related to problems in 
pee h perception. A metric that weights night-time exposure more heavily is, in fact, 

le s useful since children's auditory processing with parents and teachers is obvious
ly more critical during waking hours. 

4.8 EFFECTS ON PSYCHIC DISORDERS 
oise exposure at night may be more disturbing than daytime noise because it inter

feres with rest and sleep at a time when people want to relax. It seems plausible that 
night-time noise might have a particular effect on mental health. However, there is lit-
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tic direct research into night-time noise and mental health and it is first necessary to 
consider t11t i:viJi:rn;e for environmental noise and mental health in general. The asso
ciation between noise and mental health has been examined using a variety of out
comes including (at the simplest level) individual symptoms, as well as psychiatric hos
pital admission rates, use of health services and psychotropic medication, and commu
nity surveys. 

4 .8 .1 TRANSPORTATION NOISE AND MENTAL HEALTH 

Sources of transportation noise that have been studied in relation to mental health 
include road traffic noise and aircraft noise. Studies relating to each type of noise 
will be considered in turn. 

4.8.1.1 Road traffic noise 
The association between road traffic noise exposure and psychological distress has 
been studied in the small town of Caerphilly, South Wales. In the cross-sectional 
results, no association was found between the initial level of road traffic noise based 
on traffic noise maps, in terms of Leq referring to the period 06.00-22.00, and minor 
psychological distress, measured by the General Health Questionnaire (GHQ), a 
screening questionnaire for depression and anxiety, even after adjustment for socio
demographic factors (Stansfeld et al, 1993). In longitudinal analyses in the 
Caerphilly Study, no association was found between road traffic noise and psycho
logical distress, even after adjustment for sociodemographic factors and baseline 
psychological distress, although there was a small non-linear association of noise 
with increased anxiety scores (Stansfeld et al, 1996). 

The disadvantage of the Caerphilly study is that it relied on one location with not 
very high levels of traffic noise. In a secondary analysis of a large British road traf
fic noise study, which took into account multiple noise exposure sites, the noise level 
in dB(A) exceeded for 10% of the time was weakly associated with a mental health 
symptoms scale of five items adjusting for age, sex, income and length of residence 
(Halpern, 1995). Weaker associations between traffic density and the mental health 
symptoms scale may relate to the skewed distribution of this traffic density variable. 
It seemed that traffic noise was more important than traffic flow. The scale used 
included some clear mental health items but also some that were less obviously relat
ed to mental health. It may be questioned whether the reported association between 
noise level and mental health symptoms was actually due to noise exposure; adjust
ment for the amount of "noise heard" reduced the association very little, suggesting 
no causal association with noise, bur it is likely that there was a good deal of error 
in the measurement of this variable, reducing its validity. 

It may be that the peak noise level is a better indicator of environmental noise heard 
indoors than noise measures averaged over time and that peak levels are a crucial 
indicator for mental health. Furthermore, in a road traffic noise study in Belgrade, 
253 residents exposed to road traffic noise levels of >65dB(A), with high levels both 
day and night (Leq 76.5 in the day, 69.5 at night in the noise-exposed area), experi
enced significantly more fatigue, depression, nervousness and headaches, compared 
to residents exposed to <55dB(A) (Belojevic and Jakovljcvic, 1997). Sleep quality 
was also found to be worse among the inhabitants of noisy streets, compared to 
inhabitants of quiet streets, and those living in noisy streets had more difficulties 
falling asleep, more night awakenings and more pronounced tiredness after sleep. 
However, there were no differences in time taken to fall asleep or to go back to sleep, 
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duration of sleep or consumption of sleeping pills between noise-exposed and non
exposed residents. A great methodological advantage of this study was that the high 
and low noise exposure areas were homogenous for age, sex, employment and sub
jective noise sensitivity. A community study in 366 Japanese women suggests that 
road traffic noise only has effects on depression, fatigue and irritability above a 
threshold of 70 dB(A) (Yoshida et al., 1997). However, it is difficult to be confident 
of the results of these analyses as they were unadjusted for age or social deprivation. 
Milder psychological states such as health functioning and well-being have also been 
examined in the first stage of an intervention study on the effect of introducing a 
bypass to relieve traffic congestion in a small town in North Wales (Stansfcld, Haines 
and Brown, 2000). Health functioning was measured by the SF-36 General Health 
Survey (Ware and Sherbourne, 1992), including dimensions of general health status, 
physical functioning, general mental health and social functioning. Ninety-eight 
respondents were studied who lived on a busy high street with traffic noise levels 
varying between 72 and 75 dBA outdoor Leq· These respondents were compared 
with 239 control subjects living in adjacent quieter streets (noise level 55-63 dB(A) 
outdoor Leql• Although subjects were well-matched on age, sex, housing insulation, 
car ownership and employment status, they were not so well-matched on proportion 
of manual workers, household crowding, deprivation and home ownership. There 
was no evidence that respondents exposed to higher levels of road traffic noise had 
worse health functioning than those exposed to lower levels of the noise, adjusting 
for levels of deprivation. 

Another method of assessing mental health effects related to noise exposure is to use 
an indirect indicator such as medication use. In five rural Austrian communities 
exposed to road traffic noise, noise levels above 55 dB(A), including increasing 
night-time exposure to noise from trucks, were associated with increased risk of tak
ing sleeping tablets (OR = 2.22 [Cl: 1.13-4.38)) and overall prescriptions (OR = 
3.65 [CI: 2.13- 6.26]) relative to road traffic noise exposure less than 55 dB(A) 
(Lercher, 1996). This suggested effects at fairly low noise levels. In this case mental 
ill health may be secondary to sleep disturbance, which is likely to occur at lower 
nocturnal noise levels than mental health symptoms resulting from daytime noise 
exposure. As this occurred in a rural setting where road traffic was the predominant 
source of noise it would be interesting to replicate these findings in other settings. 

4.8.1.2 R.oad traffic noise and mental health in children 
Noise exposure and mental health has also been studied in children where child self
reported mental health on a standard scale and teacher ratings of classroom adjust
ment in response to motorway, road and rail noise were measured in a large sample 
of 8-11-year-old Austrian primary school children and in a second stage sample of 
extreme noise-exposed groups. Noise exposure was significantly associated with 
classroom adjustment scores but, intriguingly, child self-reported mental ill health 
was only impaired in noisy settings for children of low birth weight and preterm 
birth (Lercher et al., 2002). 

4.8.1.3 Aircraft noise 
Community surveys have found that high percentages of people reported 
"headaches", "restless nights", and "being tense and edgy" in high aircraft noise 
areas (Kokokusha, 1973; Finke et al., 1974; Ohrstrom, 1989). An explicit link 
between aircraft noise and symptoms emerging in such studies raises the possibility 
of a bias towards over-reporting of symptoms (Barker and Tarnopolsky, 1978). 
Notably, a study around three Swiss airports (Grandjean et al., 1973), did not men
tion that it was related to aircraft noise and did not find any association between the 
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level of exposure to aircraft noise and symptoms. In the West London Survey, "tin
nitus", "burns, cuts and minor accidents", "car problems" an<l "skin troubles" were 
all more common in areas of high noise exposure (Tarnopolsky, Watkins and Hand, 
1980). Acute symptoms such as "depression", "irritabiliry", "difficulry getting off to 
sleep", "night waking", "skin troubles", "swollen ankles" and "burns, cuts and 
minor accidents" were particularly common in high noise areas. However, apart 
from "ear problems" and "tinnitus", 20 out of 23 chronic symptoms were more 
common in low noise environments. Symptoms did not increase with increasing lev
els of noise. This is possibly related both to more social disadvantage and associat
ed ill health among residents in low aircraft noise exposure areas and the possible 
unwillingness of chronically unhealthy individuals to move into potentially stressful 
high noise exposure areas. Nevertheless, it w·ould not exclude an effect of noise in 
causing some acute psychological symptoms. As the majority of aircraft noise expo
sure is during the day, daytime exposure is likely to have greater effects than night
time exposure. Many of the effects of noise in industrial and teaching settings may 
be related primarily to disturbances in communication. 

4 .8 .2 NOISE EXPOSURE AND MENTAL HOSPITAL ADMISSION 
RATES 

Much of the concern with the possible effects of noise on mental health began with 
the study of admissions to psychiatric hospitals from noisy areas. Early studies found 
associations between the level of aircraft noise and psychiatric hospital admissions, 
both in London (Abey Wickrama et al., 1969) and Los Angeles (Meecham and 
Smith, 1977). These results have been criticized on methodological grounds 
(Chowns, 1970; Frerichs, Beeman and Coulson, 1980) and a replication study by 
Gattoni and Tarnopolsky (1973) failed to confirm these findings. Jenkins et al., 
(1979) found that age-standardized admission rates to a London psychiatric hospi
tal over four years were higher as the level of noise of an area decreased, but lower 
noise areas were also central urban districts, where high admission rates would be 
expected. In a further extensive study of three hospitals (Jenkins, Tarnopolsky and 
Hand, 1981), high aircraft noise was associated with higher admission rates in two 
hospitals, but in all three of them, admission rates seemed to follow non-noise fac
tors more closely; the effect of noise, if any, could only be moderating that of other 
causal variables but not overriding them. Kryter (1990), in a re-analysis of the data, 
found "a more consistently positive relation between level of exposure to aircraft 
noise and admissions rates". Undoubtedly, the route to hospital admission is influ
enced by many psychosocial variables that are more potent than exposure ro noise. 
Therefore, whether or not noise causes psychiatric disorder is more suitably 
answered by studying a community sample. 

4.8.3 NOISE EXPOSURE AND PSYCHIATRIC MORBIDITY IN 
THE COMMUNITY 

In a community pilot study carried out in West London, Tarnopolsky et al. (1978) 
found no association between aircraft noise exposure and either GHQ scores 
(Goldberg, 1972) (dichotomized 4/5, low scorers/high scorers) or estimated psychiatric 
cases (Goldberg et al., 1970). This was the case even when exposure ro road traffic 
noise was controlled, except in three subgroups: persons "aged 15-44 of high educa
tion" (41 %, 14% p<0.05), "women aged 15-44" (30%, 13% n.s.), and those in "pro
fessional or managerial occupations". The authors expressed the guarded opinion that 

NIGHT NOISE GUIDELINES FOR EUROPE 



Idaho Power/1219 
Ellenbogen/105

EFFECTS ON HEALTH [DI 

noise might have an effect in causing morbidity within certain vulnerable subgroups. 
In the subsequent West London Survey of Psychiatric Morbidity (Tarnopolsky, 
Morton-Williams and Barker, 1980), 5885 adults were randomly selected from with
in four aircraft noise zones, according to the Noise and Number Index. No overall 
relationship was found between aircraft noise and the prevalence of psychiatric mor
bidity either for GHQ scores or for estimated numbers of psychiatric cases, using var
ious indices of noise exposure. However, there was an association between noise and 
psychiatric morbidity in two subgroups: "finished full-time education at age 19 years 
+", and "professionals". These two categories, which had a strong association with 
each other, were combined and then showed a significant association between noise 
and psychiatric morbidity (X2 = 8.18, df 3 p<0.05), but only for the proportion of high 
GHQ scorers. Tarnopolsky, Morton-Williams and Barker (1980) concluded that their 
results "show so far that noise per se in the community at large, does not seem to be 
a frequent, severe, pathogenic factor in causing mental illness but that it is associated 
with symptomatic response in selected subgroups of the population". 

More recent studies have examined the effects of higher levels of military aircraft 
noise. Exposure to higher levels of military aircraft noise around the busy Kadena 
military airport in Japan was related in an exposure-effect association to depressive
ness and nervousness measured by questionnaire using the Todai Health Index, 
based on the Cornell Medical Index (Ito et al., 1994; Hiramatsu et al., 1997). Mental 
health subscales included in this study measured depressiveness, nervousness, neuro
sis, and mental instability. Noise level was expressed as WECPNL (the power aver
age of the maximum perceived noise exposure level in dB(A)) from 75-79, 80-84, 
85-89, 90-94 and over 95). In unadjusted analyses, statistically significant differ• 
ences were found in scores of depressiveness, nervousness and neurosis between the 
non-noise exposed control group and the pooled group exposed to 75- 95 WECPNL. 
In multivariate analysis adjusting for age, sex, marital status, type of house and 
length of residence, noise exposure greater than 95 WECPNL was associated with 
higher scores on depressiveness and neurosis (H iramatsu et al., 1997). Clear expo· 
sure-effect relationships were not found between scale scores and noise exposure, as 
expressed in five unit steps. However, using more broadly defined groups, an expo• 
sure-effect association was evident. This highlighted differences between the highest 
noise exposure group and lower exposure groups and indicated a threshold effect 
rather than a linear relationship - that mental health effects are more likely to be 
found at higher noise levels. In general, psychological rather than somatic symptoms 
were more related to noise in this study. Further analyses of the Japanese studies sug· 
gest that high levels of military aircraft noise may have effects on mental health. In 
a cross-sectional study of 5963 inhabitants around rwo air bases in Okinawa, those 
exposed to noise levels of Ldn 70 or above had higher rates of "mental instability" 
and depressiveness (Hiramatsu et al., 2000). Those who were more annoyed showed 
a higher risk of mental or somatic symptoms. A further survey using similar method
ology on 6486 respondents found exposure-effect associations between aircraft 
noise exposure, nervousness and mental health (Miyakita et al., 1998). These are 
important studies because of the opportunity to examine the effect of high noise· 
exposure levels and the probability that vulnerable people migrating out of noisy 
areas and thus biasing the sample was small. 

The use of health services has also been taken as a measure of the relationship 
between noise and psychiatric disorder. Grandjean et al. (1973) reported that the 
proportion of the Swiss population taking drugs was higher in areas with high lev
els of aircraft noise and Knipschild and Oudshoorn (1977) found that the purchase 
of sleeping pills, antacids, sedatives and antihypertensive drugs all increased in a vii-
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!age newly exposed to aircraft noise, but not in a "control" village where the noise 
lcvd n:mained unchanged. In both studies, there was also an association between the 
rate of contact with general practitioners and level of noise exposure. In the 
Heathrow study (Watkins, Tarnopolsky and Jenkins, 1981), various health care indi
cators were used - use of drugs, particularly psychiatric or self-prescribed, visits to 
the GP, attendance at hospital, and contact with various community services - but 
none of these showed any clear trend in relation to levels of noise. A recent study 
found that the use of sleeping tablets and sedatives was elevated with increasing 
night-time noise exposure, especially in the elderly (Passchier-Vermeer et al., 2002). 
This has been judged to be "sufficient" evidence of a noise effect (Health Council of 
the Netherlands, 2004). 

4.8.4 AIRCRAF"T NOISE EXPOSURE AND MENTAL HEALTH IN 
CHILDREN 

Poustka, Eckermann and Schmeck (1992) studied the psychiatric and psychosomat
ic health of 1636 children aged 4-16 in two geographical regions that differed 
according to the noise made by jet fighters frequently exercising at low altitude. 
Psychological and neurological outcomes were not related to noise exposure. They 
found that associations between noise exposure and depression and an:xicry could be 
demonstrated, but only beneath the threshold of clinical significance. These results 
are less convincing because the areas differed socioeconomically and the results were 
not adjusted for these factors and also because of lack of precision of the measures 
of noise exposure. However, in Munich, children living in areas exposed to high air
craft noise had lower levels of psychological well-being than children living in qui
eter environments (Evans, Hygge and Bullinger, 1995). The longitudinal data from 
around Munich showed that after the inauguration of the new airport, the newly 
noise-exposed communities demonstrated a significant decline in self-reported qual
ity of life measured on the Kindl scale, after being exposed to the increased aircraft 
noise for 18 months (third wave of testing), compared with a control sample (Evans, 
Bullinger and Hygge, 1998). Impairment of "quality of life" is a less severe distur
bance than impairment of mental health. Further studies have examined the effects 
of noise on child psychiatric disorders. 

Chronic aircraft noise exposure was not associated with anxiety and depression 
(measured with psychometrically valid scales), after adjustment for socioeconomic 
factors, in the Schools Health and Environment Study around Heathrow Airport 
(Haines et al., 2001a). In a further larger study of children's health around Heathrow 
Airport - the West London Schools Study (Haines ct al., 2001 b) - an association was 
found between aircraft noise exposure level and increased hyperactivity scores on the 
hyperactivity subscale of the Strength and Difficulties Questionnaire (Goodman, 
1997). These studies suggest that noise influences child mental health in terms of 
hyperactivity and that it may affect child stress responses and sense of well-being. 

4 .8.5 NEIGHBOURHOOD NOISE AND MENTAL HEALTH 

Noise from neighbours is the commonest source of noise complaints to local author
ities in the United Kingdom (Chartered Institute of Environmental Health, 1999). 
Noise which is continuous, apparently indefinite, of uncertain cause or source, emo
tive or frightening or apparently due to thoughtlessness or lack of consideration is 
most likely to elicit an adverse reaction (Grimwood, 1993). In the 1991 BRE survey, 
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people most objected to barking dogs, banging doors, noise from radio, television, 
or hi-fi and human voices (Grimwood, 1993). In this survey, two types of emotion
al response ro noise were observed: outwardly directed aggression, characterized by 
feelings of annoyance, aggravation, bitterness and anger rowards the source of the 
noise, and a more emotional response of tension, anxiety and feelings of pressure. 
These responses are reminiscent of the distinction between internalizing and exter
nalizing disorders. Whether noise from neighbours can induce psychiatric disorder 
has been little studied in community research, but this is an area that deserves fur
ther study (Stansfeld, Haines and Brown, 2000). 

Undoubtedly, prolonged exposure to noise can be very upsetting, intrusive and inter
fering for sleep and everyday activities. In poorly built dwellings, especially apart
ments, even low intensity noises may be clearly audible through walls, floors, or ceil
ings (Raw and Oseland, 1991 ). In this situation, noise is destructive of privacy, espe
cially for those living alone, and may be associated with perceptions of threat or 
increase a sense of isolation. This may be especially the case among people who are 
chronically anxious and likely to complain of sensitivity to noise; prolonged noise 
exposure may make them more anxious and unhappy. Often, this leads to arguments 
with neighbours, leading to a breakdown of neighbourly relationships and further 
isolation which may well in itself have a bad effect on mental health. Occasionally, 
this may be a sign of feelings of persecution associated with psychotic illness in 
which noise exposure is just an external trigger of an internally gen_crated condition. 

4.8.6 MECHANISMS FOR CAUSAL LINKS BETWEEN NOISE 
AND MENTAL HEALTH 

What might the mechanism be for the effects of noise on mental health? One way to 
approach this is through the effects of noise on cognitive performance where the lab
oratory evidence of effects is fairly robust (Smith and Broadbent, 1992). Effec.,s of 
noise on mental health might be expected because there is evidence that noise 
impairs other aspects of human functioning, such as performance (Loeb, 1986) and 
sleep, that are important in maintaining normal functioning, and that noise causes 
adverse emotional reactions such as annoyance. In general, it seems that noise expo
sure increases arousal, and decreases attention through distraction (Broadbent, 
1953), increases the need for focusing attention to cur out irrelevant stimuli (Cohen 
and Spacapan, 1978), as well as altering choice of task strategy (Smith and 
Broadbent, 1981). Even relatively low levels of noise may have subtle ill effects, and 
in this respect, the state of the person at the time of performance may be as impor
tant as the noise itself (Broadbent, 1983). Individuals' perception of their degree of 
control over noise may also influence whether it impairs memory (Willner and 
Neiva, 1986) while perception of lack of control over environmental conditions may 
be an important mediator of health effects. 

Additionally, noise may also affect social performance as: (1) a strcssor causing 
unwanted aversive changes in affective state; (2) by masking speech and impairing 
communication; and (3) by distracting attention from relevant cues in the immedi
ate social environment (Jones, Chapman and Auburn, 1981). It may be that people 
whose performance strategics are already limited for other reasons (for instance 
through high anxiety) and who are faced with multiple tasks may be more vulnera
ble to the masking and distracting effects of noise. 

The mechanism for the effects of noise on health is generally conceptualized as fit-
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ting the stress-diathesis model, in which noise exposure increases arousal, and 
chronic exposure leads to chronic physiological change an<l subsequent health 
effects. It is not clear, however, whether this model is appropriate for mental health 
effects. A more sophisticated model (Biesiot, PuJles and Stewart, 1989; Passchier
Vermeer, 1993) incorporates the interaction between the person and their environ
ment. In this model, the person readjusts their behaviour in noisy conditions to 
reduce exposure. An important addition is the inclusion of the appraisal of noise (in 
terms of danger, loss of quality, meaning of the noise, challenges for environmental 
control, etc.) and coping (the ability to alter behaviour to deal with the strcssor). 
This model emphasizes that dealing with noise is an active not a passive process. 

4 .8.7 HABITUATION TO NOISE AND MENTAL HEALTH 

It is likely that mental health effects arise from persistent exposure to noise over a long 
period of time. But do people habituate or adapt to noise over time? In some studies peo
ple do.seem to adapt to noise and no longer notice noise that they are frequently exposed 
to. On the other hand, in some studies of annoyance there seems to be little evidence of 
adaptation (Cohen and Weinstein, 1981 ). It may be that, as in physiological studies, a 
failure of adaptation occurs if the stimulus is novel, salient or implies threat. The devel
opment of mental health symptoms implies a failure to habituate to noise, or at least to 

adapt to noise. In some studies control over noise or active coping with noise rather than 
passive emotion-focused coping is related to lower levels of symptom (van Kamp, 1990). 
Habituation has not been formally studied in relation to noise and mental health. 

4.8.8 RISK GROUPS FOR MENTAL HEALTH EFFECTS FROM 
NOISE 

One way to look at susceptibility to noise is to think about groups in the population 
who may be more susceptible to noise, for instance people with existing physical or 
mental illness tend to be more highly annoyed by noise and potentially could be vul
nerable to mental health effects. Similarly, people with hearing impairment may be 
vulnerable to communication difficulties in noisy environments that could increase 
the risk of mental health symptoms. People who report that they are sensitive to 
noise tend to be more prone to noise annoyance and may be more at risk for com
mon mental disorders (Stansfcld et al., 2002). 

4 .8.9 POPULATION GROUPS AT RISK F'OR MENTAL HEALTH 
EFFECTS FROM NOISE 

There is some evidence that children are more vulnerable to the mental health effects 
of noise than adults in terms of prematurity, low birth weight and through scoring 
higher on hyperactivity. There is no consistent evidence of age, social class, ethnic or 
gender differences in susceptibility to mental health effects from environmental noise. 

4 .8.10 NOISE SENSITIVITY 

Noise sensitivity, based on attitudes to noise in general (Anderson, 1971; Stansfeld, 
1992), is an intervening variable which explains much of the variance between expo
sure and individual annoyance responses (Weinstein, 1978; Langdon, Buller and 
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Scholes, 1981; Fields, 1993). Individuals who arc noise-sensitive are also likely to be 
sensitive to other aspects of the environment (Broadbent, 1972; Weinstein, 1978; 
Thomas and Jones, 1982; Stansfeld et al., 1985a). This raises the question as to whether 
noise-sensitive individuals are simply those who complain more about their environ
ment. Certainly, there is an association between noise sensitivity and neuroticism 
(Thomas and Jones, 1982; Ohrstrom, Bjorkman and Rylander, 1988; Jelinkova, 1988; 
Belojevic and Jakovljevic, 1997; Smith, 2003), although it has not been found in all 
studies (Broadbent, 1972). On the other hand, Weinstein (1980) hypothesized that noise 
sensitivity is part of a critical/uncritical dimension, showing the same association as 
noise sensitivity ro measures of noise, privacy, air pollution and neighbourhood reac
tions. He suggested that the most critical subjects, including noise-sensitive people are 
not uniformly negative about their environment, but more discriminating than the 
uncritical group, who comment uniformly on their environment. 

Noise sensitivity has also been related ro current psychiatric disorder (Bennett, 1945; 
Tarnopolsky, Morton-Williams and Barker, 1980; Iwata, 1984 ). Sransfeld er al. 
(1985) found that high noise sensitivity was particularly associated with phobic dis
orders and neurotic depression, measured by the Present State Examination (Wing, 
Cooper and Sartorius, 1974). Similar to this association with phobic symptoms, noise 
sensitivity has also been linked to a coping style based on avoidance, which may have 
adverse health consequences (Pulles, Biesiot and Stewart, 1988) and a tendency ro 
report health complaints rather than rake a more active coping approach to noise 
(Lercher and Kofler, 1996). Noise sensitivity may be partly secondary to psychiatric 
disorder: depressed patients followed over four months became less noise-sensitive as 
they recovered (Stansfeld, 1992). These "subjective" psychological measurements 
were complemented by an "objective'' psychophysiological laboratory investigation 
of reactions to noise in a subsample of depressed patients. Noise-sensitive people 
tended to have higher levels of tonic physiological arousal, more phobic and 
defencdstartle responses and slower habituation to noise (Stansfeld, 1992). Thus, 
noise-sensitive people attend more to noises, discriminate more between noises, find 
noises more threatening and out of their control, and adapt to noises more slowly 
than people who are less sensitive. Through its association with greater perception of 
environmental threat and its links with negative affectivicy and physiological arousal, 
noise sensitivity may be an indicator of vulnerability to minor psychiatric disorder, 
although not necessarily psychiatric disorder caused by noise (Stansfeld, 1992). 

In analysis of a subset of noise-sensitive women, compared to less sensitive women in 
the West London survey, there was no evidence that aircraft noise exposure predict
ed psychiatric disorder in the sensitive women (Scansfeld er al., 1985). In the 
Caerphilly study, noise sensitivity predicted psychological disrrcss at follow-up after 
adjusting for baseline psychological distress, bur did not interact with the noise level, 
suggesting that noise sensitivity does not specifically moderate the effect of noise on 
psychological distress (Stansfeld et al., 1993). However, in further analyses, a statisti
cally significant association bcrween road traffic noise exposure and psychological 
distress, measured by the General Health Questionnaire (GHQ), was found in noise
sensitive men, that was not found in men of low noise sensitivicy (Stansfeld et al., 
2002). In the original analyses, after adjusting for trait anxiety at baseline, the effect 
of noise sensitivity was no longer statistically significant. This suggests that much of 
the association berwecn noise sensitivity and psychological distress may be account
ed for by the confounding association with trait anxiety. Constitutionally anxious 
people may be both more aware of threatening aspects of their environment and more 
prone to future psychiatric disorder. It seems possible that these traits might be linked. 
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In a United Kingdom community study, associations were examined between noise 
exposure, noist: si:nsitivity, subjective symptoms and sleep disturbance in a random 
sample of 543 adults (Smith, 2003). Perceived noise exposure was related to subjec
tive health, but this association became non-significant after adjustment for negative 
affectivity. In a similar way, adjustment for negative affectivity eliminated the associ
ation between noise sensitivity and subjective health. Thus, it was suggested that noise 
sensitivity was merely a proxy measure of negative affectivity or neuroticism. 
However, although this means that noise sensmv1ty 1s not specific to noise, the more 
recent analyses suggest that high levels of trait anxiety or neuroticism may be an indi
cator of vulnerability to noise effects and could put people at risk of adverse psycho
logical effects from noise, even if they do not increase the risk of physical ill health. 

4.8 .11 MENTAL HEALTH CONSEQUENCES OF INSOMNIA 

Transient insomnia is usually accompanied by reports of daytime sleepiness and per
formance impairment the next day. Chronic insomnia is generally associated with 
poorer emotional and physical health. Several large-scale epidemiological studies of 
the general adult population have shown that between one third and one half of peo
ple who complain of chronic insomnia are also diagnosable with primary psychiatric 
disorders, mostly anxiety and mood disorders. Mellinger, Balter and Uhlcnhuth 
(1985) found that 17% of adults reported "a lot" of trouble falling asleep or stay
ing asleep over the past year; 4 7% of them had high levels of psychological distress, 
with symptom complexes suggestive of depression and anxiety disorders. In con
trast, only 11 % of individuals with no history of insomnia showed elevated levels of 
psychiatric symptoms. In a survey of almost 8000 individuals, Ford and Kamerow 
(1989) reported that 10% had suffered from significant insomnia for at least a two
week period during the previous six months; 40% of the insomniacs met criteria for 
psychiatric disorders, with the majority being anxiety disorders and depression; only 
16% of those with no sleep complaints had psychiatric illness. 

Breslau ct al. (1996) found a strong correlation between lifetime prevalence of sleep 
problems and psychiatric disorders, with anxiety, depression, and substance abuse 
disorders being the most common. Similar results have been found by Vollrath, Wicki 
and Angst (1989), Chang ct al. (1997) and Dryman and Eaton (1991 ). In a large-scale 
European population-based study (Ohayon and Roth, 2003), it was found that 
insomnia more often precedes rather than follows incident cases of mood disorders. 

Insomniacs not only have higher rates of psychiatric disorders, but they also have 
increased rates of various kinds of psychological symptoms: patients with insomnia 
reported increased psychological stress and/or decreased ability to cope with stress 
according to surveys of the American (Roth and Ancoli-Israel, 1999) and Japanese (Kim 
et al., 2000) population. Almost 80% of insomniacs had a significant increase on one or 
more clinical scales on the Minnesota Multiphasic Personality Inventory (MMPI) 
(Kalogjera-Sackellares and Cartwright, 1997). Even people whose insomnia was due to 
identified medical factors showed elevation on the MMPI, suggesting a possible causal 
relationship or specific association between insomnia and psychiatric symptomatology. 
Compared to good sleepers, severe insomniacs reported more medical problems, had 
more GP office visits, were hospitalized twice as often and used more medication. St:verc 
insomniacs had a higher rate of absenteeism, missing work twice as often as did good 
sleepers. They also had more problems at work (including decreased concentration, dif
ficulty performing duties and more work-related accidents) (Leger ct al., 2002). 
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4 .8.12 INSOMNIA AS A MENTAL HEALTH SYMPTOM 

Insomnia is a symptom of many psychiatric disorders, especially depression and 
anxiety. In studies of depressed patients compared to control subjects, there was 
prolonged latency to sleep, increased wakefulness during sleep, early morning 
wakening, decreased sleep efficiency and reduced total sleep time. There is also 
evidence that insomnia may be a risk factor for developing depression (Riemann, 
Berger and Voderholzer, 2001; Roberts, Roberts and Chen, 2002). This raises 
the question as to whether prolonged noise exposure leading to insomnia pro
vokes the onset of depression in susceptible people? This seems theoretically 
possible, but there is little evidence to support it. In a longitudinal study of ado
lescents, it was the other way round - that depressive symptoms preceded the 
onset of insomnia (Patton et al, 2000). Delayed sleep latency in children has 
been linked to increased externalizing symptoms including aggressive behaviour, 
and impaired attention and social problems (Aronen et al., 2000). In this cross
sectional study, the direction of association was uncertain, but it seems most 
plausible that the sleep disturbance is a feature of the behavioural disturbance 
rather than a cause of it. Three criteria have been suggested for sleep disturbance 
to be environmentally determined: (1) the sleep problem is temporally associat
ed with the introduction of a physically measurable stimulus or definable set of 
environmental circumstances; (2) the physical rather than the psychological 
properties of the environmental factors arc the critical causative elements; and 
(3) removal of the responsible factors results in an immediate or gradual return 
to normal sleep and wakefulness (Kraenz et al., 2004). Most studies do not ful
fil these criteria. In a German school-based study of 5-6-year-old children, sleep 
disturbance by noise, largely from road traffic, was reported "sometimes" in 
10% by parents of children and 2% "often". Children's reports were slightly 
higher: "sometimes" in 12% and 3% "often" (Kraenz er al., 2004). Further lon
gitudinal research is needed to ascertain whether noise-induced insomnia leads 
on to overt psychiatric disorder. 

In summary, population as well as clinic-based studies have demonstrated a high 
rate of psychiatric morbidities in patients with chronic insomnia. It has tradi
tionally been assumed that insomnia is secondary to the psychiatric disorders; 
however, it is possible that in some cases the insomnia p receded the psychiatric 
disorder. 

4.8 .13 DEPRESSIVE EPISODE AND ANXIETY DISORDERS 

A mild depressive episode is diagnosed by clinical interview. The criteria for a 
mild depressive episode include two or more symptoms of depressed mood, loss 
of interest or fatigue lasting at least two weeks, with two or three symptoms such 
as reduced concentration, reduced self-esteem, ideas of guilt, pessimism about the 
future, suicidal ideas or acts, disturbed sleep, diminished appetite and social 
impairment, and fewer than four symptoms including lack of normal pleas
ure/interest, loss of normal emotional reactivity, waking =>2 hours early, loss of 
libido, diurnal variation in mood, diminished appetite, loss of =>5% body 
weight, psychomotor agitation or psychomotor retardation. 

Anxiety disorders are similarly diagnosed by clinical interview. The criteria for 
"generalized anxiety disorders" include duration of at least six months of free
floating anxiety and autonomic overactivity. 
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4 .8 .14 ASSOCIATIONS BETWEEN INSOMNIA AND 

Table 4.3 
Insomnia as a 

predictor of 
psychiatric 

disorder 

PSYCHIATRIC DISORDERS 
At the present time, exposure-effect associations have not been established between 
parameters of sleep disturbance (number of behavioural awakenings, body move
ments or EEG awakenings) and the onset of depressive and anxiety disorders, 
although there is some evidence that insomnia is a risk factor for developing depres
sion (Riemann, Berger and Voderholzer, 2001; Roberts, Roberts and Chen, 2002). A 
number of long1tudmal prospective studies in different age groups have tound asso
ciations between self-reports of insomnia and the subsequent onset of psychiatric 
disorder, in particular major depression. A selection of the most important studies 
and their findings are outlined in Table 4.3 below. 

Study 

Ford and 
Kamerow, 
1989 

Breslau et 
al., 1996 

Chang et 
al., 1997 

Roberts, 
Roberts 
and Chen, 
2002 

Sample 
size 

7954 

1200 

1053 

3136 

Sample 

Community 
sample 

21-30 years 
members of 
health 
maintenance 
organization 

Male 
medical 
students 

11-17 years 
from 
managed 
care rosters 

Follow-up Depression Results 
interval measure 

1 year Diagnostic Risk of 
interview developing new 
schedule depression for 

insomnia on two 
occasions: 
[OR:39.8, 95% 
CI 19.8-80.0) 

3 years Diagnostic RR for new 
interview onset major 
schedule depression 

assuc.:iate<l 
with baseline 
insomnia 
[RR=4.0, 95% 
CI 1.5-5.6) 

34 years Clinical RR for clinical 
(median) depression depression for 

those who 
reported insom-
nia at medical 
school [RR= 2.0, 
95% CI 1.2-3.3) 

1 year Diagnostic Fully adjusted 
interview OR for insomnia 
schedule in waves l and 2 
for children for depression 
major at follow-up 
depression [OR=l.92, 95% 
module CI 1.30-2.82) 

4.8 .15 CONCLUSIONS: ASSOCIATIONS BETWEEN NOISE AND 
PSYCHIATRIC DISORDERS 

The effects of noise are strongest for those outcomes that, like annoyance, can be 
classified under "quality of life" rather than illness. What they lack in severity is 
made up for in numbers of people affected, as these responses are very widespread. 

NIGHT NOISE GUIDELINES FOR EUROPE 



Idaho Power/1219 
Ellenbogen/113

EFFECTS ON HEALTH lli. 

Current evidence does seem to suggest that environmental noise exposure, especially at 
higher levels, is related to mental health symptoms and possibly raised anxiety and 
consumption of sedative medication, but there is little evidence that it has more seri
ous effects. Further research is needed on mental health effects at very high noise lev
els. Existing studies may be confounded either by prior selection of subjects out of (or 
into) noisy areas as a result of noise exposure, or by confounding between noise expo
sure, socioeconomic deprivation, and psychiatric disorder. It is also possible that peo
ple underestimate or minimize the effects of noise on health through optimism bias 
(Hatfield and Soames Job, 2001) and that this is particularly protective for mental 
health. 

The evidence is not strong for the association between noise exposure and mental ill 
health. What evidence there is suggests that noise exposure may be responsible for psy
chological symptoms above 70 dB(A) Leg· Almost all studies have only examined the 
effects of daytime noise on mental health, but it is possible that night-time noise, dur
ing sleep time, may have effects on mental health at lower levels than daytime noise. 

The most powerful evidence of noise on mental health comes from studies of military 
aircraft noise. There is also some evidence that intense road traffic noise may lead to 
psychological symptoms. There is no evidence of any effects of railway noise on men
tal health. 

4.9 THE SEVERITY OF SELF-REPORTED SLEEP 
DISTURBANCE 

4 .9.1 INTRODUCTION 

In section 2.1.2 of Chapter 2 of this report, it is stated that sleep disturbance caused 
by noise may either be diagnosed (Environmental Sleep Disorder: ICSD 780-52-6) or 
self-reported. Although self-reported sleep disturbance is subjective by definition, its 
observed occu.rrence correlates with noise levels as well as with important diagnostic 
criteria for TCSD 780-52-6. It appears justified to consider self-reported sleep distur
bance as an impairment of health, especially if indicated by representative population 
samples in social surveys. Furthermore, section 4.1 of Chapter 4 of this report gives a 
quanritacive relationship between noise level ½iighi and the percenrage of population 
that reports a disturbed sleep of high, medium or low disturbance inrensity. 

But an open question concerns severity: even if night-time noise causes large percentages 
of the population to declare themselves as highly sleep-ilisturbcd, chis could neverthe
less represent an almost negligible loss of health, if the mean severity of self-reported 
sleep disturbance were negligible in comparison with commonly accepted diseases. 
Attempts have been made to give an answer to this important question, using WHO's 
concept of disability weights (Murray et al., 1996) as a basis for severity comparisons. 

4.9.2 AN ASSESSMENT OF DISABILITY WEIGHTS 

A Swiss study (Miiller-Wenk, 2002) aimed at determining a disability weight for 
sleep disturbance due to road traffic noise. For this purpose, a description of road-
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noise-related sleep disturbance was set up: essentially, this state of health was 
assumed to be present if a person indicated that, due to traffic noise, he or she, 
almost every night, had problems with falling asleep, with continuing sleep during 
the night or with early or non-restorative waking in the morning. In addition, a list 
was established with already available disability weights (Murray et al., 1996; 
Stouthard et al., 1997) for a selection of 28 diseases of various types, covering a 
range from very light severity to high severity (Muller-Wenk 2002:65-66). All 64 
members of the medical staff of the Swiss Accident Insurance Institute (SUVA) were 
then asked in a written questionnaire to determine the hitherto unknown disability 
weight of sleep disturbance by interpolation, that is, by inserting sleep disturbance 
at the appropriate place between the presented 28 diseases that were sorted accord
ing to ascending disability weight. These participants were chosen because the physi· 
cians of the SUVA, besides being medical doctors, have a particularly high profes
sional know-how in comparing the severity of different types of disability. Forty-two 
questionnaires were completed, of which 41 were usable. 

From these questionnaires, an arithmetical mean of 0.055 of the disability weight for 
sleep disturbance could be calculated, with a 95% confidence limit of 0.039 at the 
low end and 0.071 at the high end. This result can be illustrated by mentioning dis
eases from the catalogues of Murray et al. (1996) or Stouthard et al. (1997) with the 
same disability weight: hence the disability weight of d1t: ruaJ-nuise-rdateJ slt:ep Jis
turbancc is roughly the same as the disability weight of "chronic hepatitis B infec
tion without active viral replication", the latter having a mean disability weight of 
0.06 and a 95% confidence interval from 0.034 to 0.087. The low-end estimate of 
0.039 for sleep disturbance severity would correspond to the mean disability weight 
of "benign prostatic hypertrophy (symptomatic cases)", whilst the high estimate of 
0.071 would correspond to the mean disability weight of "uncomplicated diabetes 
mellitus". The conclusion is that the mean disability weight of road-noise-related 
sleep disturbance is not smaller (= less severe) than the disability weight of health 
impairments commonly recognized as diseases, and there is a strong overlap 
amongst the probability distributions of these disability weights. On the basis of the 
chosen disability weight 0.055 for self-reported sleep disturbance, and taking into 
account the current traffic noise levels during the night in many European states, it 
is justified to consider noise-related sleep disturbance as a substantial loss of public 
health. 

4.9.3 COMPARISON BETWEEN INSOMNIA AND SELF-
REPORTED SLEEP DISTURBANCE 

The original list of disability weights (Murray et al., 1996) did not contain any kind 
of non-normal sleep. In the meantime, WHO has published an extended list 
(Mathers et al., 2003, Annex Table 5a) containing a disability weight of 0.100 for 
insomnia (diagnostic code 307.42). This has opened a way to recheck the disability 
weight of 0.055 (Muller-Wenk, 2002), by asking a panel of medical professionals to 
compare, on the basis of disability weights, the mean severity of self-declared sleep 
disturbance due to road noise at night with the mean severity of insomnia. It may be 
debated whether it is more straightforward to compare two types of sleep anomalies 
with similar symptoms, or to compare self-declared sleep disturbance with various 
types of completely different diseases. But it makes sense anyway to use the compar
ison with insomnia as a second approach for determining the disability weight of 
self-reported sleep disturbance. 
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This severity comparison between different sleep anomalies was made in 2005 by 
structured oral interviews, executed by a medical staff member of the sleep clinic of 
Kantonsspital St. Gallen (Switzerland), with 14 GPs selected at random from all GPs 
who had admitted patients to the sleep clinic during the nine preceding months. 
These patients were mainly suffering from OSAS. The question was as follows: 

"Could you please give us your opinion on the relative severity of three different 
cases of insomnia: 

1. (primary) insomnia, in our region usually called psychophysiological insomnia 
2. Obstructive Sleep Apnoea Syndrome (OSAS) 
3. traffic-noise-related sleep disturbance, that may occur with persons who are 

forced to sleep along through roads with nocturnal motor traffic. 

Your opinion should be based on the patients you have seen in your office late
ly, or on other persons of your social environment. When comparing the severi
ty of the health impairment, the focus should be above all on the person's condi
tion during the day after the sleep-disturbed night. The absolute value of the 
severity is less important for the current study than the relative severity amongst 
the three cases of insomnia. The opinion of the severity may be expressed on a 
linear scale from 0 (no impairment at all) to 10 (impairment almost unsupport
able). On the scale from Oto 10, you may give us your mean value of the sever
ity, or you may give us a span from a low to a high for the severity." 

All of the interviewed GPs gave their opinions, and the result is presented in Table 
4.4. 

Table 4.4 
Severity ratings (10 = almost lnsupportably disturbing, 0 = not In the least disturbing) 
by 14 GPs selected at random 

Primarv insomnia OSAS (sleeo aonoea\ Sleeo disturb.(noise\ Ratio noise/ 
No Max Mln Moan Rank Max Min Moan Rank Mak Min Moan Rank 

10 6 4 5 3 8 6 7 1 6 6 7 1 1.40 
11 5 3 4 3 9 7 8 1 8 4 6 2 1.50 
12 5 3 10 1 7 8 7.5 2 1.50 
13 2 3 2.5 2 4 5 4.5 I 1 2 1.5 3 0.60 
14 3 2 6 1 1 2 1.5 3 0.50 
15 8 2 9 , 6 3 0.75 
16 6 1 7 2 4 3 0.50 
17 5 1 5 1 3 3 0.60 
18 2 3 2.5 2 6 1 1 2 1.5 3 0,60 
19 6 1 3 2 2 3 0.25 
20 6 2 7 1 4 3 0,67 
21 7 2 8 1 0 3 0.00 
22 4 3 5 2 6 1 1,50 
23 4 3 6 7 6.5 2 8 9 8.5 1 2.13 

Mean 5.143 2.143 6.57 1.286 4.18 2.429 0..89 
Slama 0.60 
Median 0.63 
Uooer valuo 95% CJ. lo, moan 1,20 
Lower value 95% CJ. for mean 058 

Clearly, the severity judgements vary widely between the participating GPs. Apart 
from the differences in personal judgement, this variation is certainly influenced by 
the mix of patients visiting a particular GP. For instance, GP number 15 could have 
encountered one or two very serious cases of OSAS, whilst his/her experience with 
noise-related sleep disturbance might refer to persons that were only moderately dis
turbed by night-time noise in their bedroom. On the other hand, number 22 could 

Noise/ 
,._A<:: 

1.00 
0.75 
0.75 
0.33 
0.25 
0.67 
0.57 
0.60 
0.25 
0.67 
0.57 
0.00 
1,20 
1.31 

0.64 
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have had experience with persons suffering very much from sleep disturbance due to 
high traffir..: noise exposure, whilst his/her OSAS or primary insomnia patients 
happened to be light cases. One must accept that even GPs have a limited expe
rience with the whole range of cases of each of the three types of insomnia, so 
that their opinion on the mean severity of noise-related sleep disturbance, com
pared to the mean severity of OSAS or insomnia, is influenced by the randomness 
of their patient mix. 

Nevertheless, the table supports the following statements. 

• With respect to severity, the majority of GPs rank noise-related sleep disturbance 
lower than insomnia and OSAS, while three of them put noise-related sleep dis
turbance in the first rank. Only one of the participants (number 21) considers 
noise-related sleep disturbance as a fully negligible disturbance. 

• The severity ratio between noise-related sleep disturbance and insomnia varies 
between 0 and 2.1. Seven of the fourteen GPs indicate a severity ratio between 0.5 
and 0. 75, that is to say that half the participants are of the opinion that the sever
ity of noise-related sleep disturbance amounts to 50-75% of the severiry of 
insomnia. 

• The mean of this severity ratio is 0.89, with a standard deviation (sigma) of 0.60. 
The confidence interval (CI) for the mean goes from 0.58 to 1.20. The median of 
the severity ratio is 0.63. The distribution is skewed to the right. 

The severity ratio developed above can be used as a proportionality factor between 
the known disability weight for insomnia and the required disability weight for self
reported sleep disturbance. Bearing in mind that the already existing WHO disabil
ity weight for insomnia is 0.10, a best guess for the mean disabiliry weight for self
reported sleep disturbance due to road traffic noise at night is therefore 0.089, with 
a CI from 0.058 to 0.12. 

4 .9.4 CONCLUSIONS 

According to the two groups of interviewed medical professionals, persons that 
declare themselves to be chronically deprived of normal sleep by road traffic noise 
have a healrh stare whose mean disability weight is comparable to "chronic hepati
tis B infection without active viral replication" or higher. Irrespective of the question 
whether self-reported sleep disturbance is formally recognized as a disease or not, its 
severity is comparable co commonly accepted diseases. 

The best estimate for a mean disability weight for self-reported sleep disturbance due 
to road traffic noise was 0.055 (Cl: 0.039; 0.071) according to Miiller-Wenk (2002), 
whilst our recheck based on a comparison with insomnia resulted in a disability weight 
of 0.09 (CI: 0.06; 0.12). The higher disability weight according to the second approach 
might be caused by the fact that in this second approach, there was a stronger focus 
on "the person's condition during the day after the sleep-disturbed night". 

The above figures compare reasonably with a study published by van Kempen 
(1998), cited in Knol and Staatsen (2005:46), where a severity weight of 0.10 for 
severe sleep disturbance was found, based on the judgement of 13 medical experts 
according to the protocol of Stouthard et al. (1997). 
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In conclusion, a mean disability weight of 0.07 is proposed for self-reported sleep 
disturbance due to road noise or similar ambient noise. This disability weight can be 
used in connection with the equations of section 4.1 of this chapter for highly sleep
disturbed persons. 

4 .10 DISCUSSION: CAN CHRONIC SHORT-TERM 
EFFECTS CAUSE LONG-TERM EFFECTS 
ON HEALTH? 

EEG modifications, cardiovascular responses, body movements and awakenings due to 
noise occur within a few seconds after the stimulus. In addition to the instantaneous effects 
related to single events, large field studies on aircraft (Passchier-Vermeer et al., 2002) and 
road traffic noise exposure during night-time {Griefahn ct al., 2000; Passchier-Vermeer et al., 
2004) show that also sleep latency and average motility during the sleep period increased 
monotonously as a function of the noise exposure level. The increase in average motility was 
substantially higher than would be expected on the basis of the instantaneous extra motili
ty at the times of the noise events (Passch.icr-Vermeer et al., 2002) suggesting persistent 
arousal during the sleep related to aircraft noise. Furthermore, an international field study 
Uurriens et al., 1983) found slightly reduced REM sleep, increased time being awake accord
ing to the EEG, increased average heart rate, and reduced performance on a reaction time 
test in people when exposed during the night to higher road traffic noise levels. 

The relationship between instantaneous effects and more global modifications of one night 
sleep, as well as chronic changes, is not simple, as illustrated by the findings concerning 
motility. An increase in average motility that is substantially higher than would be expect
ed on the basis of the instantaneous extra motility at the times of the noise events 
(Passchicr-Vermeer et al., 2002) suggests a persistent arousal during sleep related in a dose
dependent way to the aircraft noise. 

Since EEG arousal and instantaneous motility are correlated, this finding suggests that also 
the number of (micro-)arousals may increase during noise exposure more than by the sum 
of the instantaneous (micro-)arousals that occur contingent upon a noise event. 

For overall motility during sleep, dear indications have been found of associations 
with further effects, although the causal direction is not in all cases clear. Mean 
(onset of) motility during sleep is associated with the following variables based on 
questionnaires and diaries (Passchier-Vermeer et al., 2002): 

• frequency of conscious awakening during the sleep period: the increase is 0.8 con
scious; 

• awakenings per night, if motility increases from low to high; 
• frequency of awakening remembered next morning: the increase is 0.5 remem

bered; 
• awakenings per night, if motility increases from low to high; 
• long-term frequency of awakening attributed to specific noise sources assessed 

with a questionnaire; 
• sleep quality reported in a morning diary; 
• long-term sleep quality assessed with a questionnaire; 
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• number of sleep complaints assessed with a questionnaire; 
• numbc:r of general health complaints assessed with a questionnaire. 

The associations of mean motility with these variables are stronger than the corre· 
sponding associations of mean onset of motility. 

For evaluating the adverseness of the instantaneous effects, it is important to consid
er whether they bring the body inro a more persistent state of higher arousal or not, 
although this is not the only criterion. Those effects which are progressively disap
pearing with the repetition of the stimulus may be less harmful than those which do 
persist over long exposure time, provided that the suppression of the effects do not 
require costs in another form. For example, short-term cardiovascular effects that 
appear not to habituate could lead to permanent cardiovascular system impairment 
(Carter, 1996, 1998). 

The relations presented for motility and conscious awakening imply that motility is 
sensitive to noise and has a relatively low threshold, while conscious awakening, the 
strongest instantaneous interference of noise with sleep, has the highest threshold of 
the instantaneous effects considered. 

In one of the most sophisticated field studies (Passchier-Vermeer et al., 2002), 
increased probability of instantaneous motility was found for events with a maxi
mum sound level LAmax > 32 dB(A), while in a meta-analysis conscious awakening 
was found for events with LAmax > 42 dB(A) (Passchicr-Vermeer, 2003a). Above 
their threshold, these effects were found to increase monotonously as a function of 
the maximum sound level during a noise event (aircraft noise). It is important to note 
that in another recent sophisticated field study (Basner et al., 2004), the threshold 
found for EEG awakening was LAmax = 35 dB(A), that is, only a little higher than 
the 32 dB(A) found for noise-induced awakenings. This strengthens the evidence that 
noise starts to induce arousals at LAmax values in the range 30-35 dB(A). Given the 
night-time noise levels to which people are exposed, these results imply that instan
taneous effects are common. Although most studies concerned aircraft noise, the 
instantaneous effects can be assumed to occur at similar levels for different types of 
transportation. 

The above observations can be used as a basis for setting limits with respect to night· 
time transportation noise. For transparency, it is useful to distinguish two steps in 
choosing actual limits: the first step is the derivation of a health-based limit; the sec• 
ond step is the derivation of an actual limit that rakes into account the health-based 
limit as well as feasibility arguments. Here the concern is with rhe first step. 

When deriving a health-based limit, two points need to be considered: the dose
dependent effects of a single noise event, and the number of events. With respect to 
the dose-dependent effects of a single event, adverse effects can be distinguished from 
effects that by themselves need not be adverse but can contribute to an adverse state. 
It is proposed ro classify conscious awakenings as an adverse effect. Conscious 
awakenings have been estimated to occur at a baseline rate of 1.8 awakening per 
night. A substantial increment of conscious awakenings over this baseline is thought 
to be adverse. Since, in general, falling asleep after conscious awakening takes some 
time, and this latency is longer after noise-induced conscious awakening that will 
often also induce an emotional reaction (anger, fear), it will also reduce the time 
asleep and may affect mood and functioning next day. Although additional, more 
sophisticated analyses could be performed to refine this estimate, we propose LAmax 
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= 42 dB(A) is proposed as the currently best estimate of the threshold for conscious 
awakening by transportation noise. This would mean that the no observed effect 
level (NOELAmaxl for transportation noise events is at most 42 dB(A).The most sen
sitive instantaneous effect that has been studied extensively in field studies is motil
ity. A single interval with (onset of) noise-induced motility by itself cannot be con
sidered to be adverse. 

However, noise-induced motility is a sign of arousal, and frequent (micro-)arousal 
and accompanying sleep fragmentation can affect mood and functioning next day 
and lead to a lower rating of the sleep quality. Therefore, motility is relevant for 
adverse health effects, but more than a few intervals with noise-induced motility are 
needed for inducing such effects. Although additional, more sophisticated analyses 
could be performed to refine this estimate, we propose LAmax = 32 dB(A) as the cur
rently best estimate of the threshold for motility induced by transportation noise. 
The threshold found for EEG awakening was LAmax = 35 dB(A), that is, only a lit
tle higher than the 32 dB(A) found for noise-induced awakenings. This would mean 
that the NOELArnax for transportation noise events is most likely at most 32 dB(A), 
and definitely not higher than 35 dB(A). It is important to note that the above given 
NOELAmax - 32 dB(A) and NOELAmax - 42 dB(A) are indoor levels, in the sleeping 
room. Although events below 32 dB(A) are audible, and, hence, further research may 
show more sensitive effects than motility, on the basis of the present available evi
dence we propose to assume that NOELAmax = 32 dB(A) and set a health-based 
night-time noise limit that is tolerant for transportation noise events with LAmax -
32 dB(A). On the other hand, since adverse health effects need to be prevented by 
health-based limits and even though vulnerable groups may require lower limits, on 
the basis of the present available evidence we propose to assume that NOAELAmax 
= 42 dB(A) and set a health-based night-time noise limit that does not tolerate trans
portation noise events with LAmax > 42 dB(A). 

On the basis of the above proposal, it would be possible to derive a night-time noise 
guideline value in terms of Lnight· Such a guideline value would indicate the level 
below which no short-term effects arc to be expected that would lead to temporary 
reduced health or chronic disease. Such a guideline value needs to be compared with 
guideline values derived directly with a view to preventing temporary reduced health 
and chronic diseases. In particular, for self-reported sleep disturbance, which is an 
expression of reduced well-being and may be an indication of effects that could con
tribute to cardiovascular disease, exposure-effect relationships have been derived on 
the basis of an extensive set of original data from studies from various countries 
(Miedema, Passchier-Vermeer and Vos, 2003; Miedema, 2004). The percentage of 
people reporting high noise-induced sleep disturbance (%HS) levels off at 45 dB(A) 
but at a non-zero effect level. The remaining effect may be caused by events not 
incorporated in the exposure assessment and it appears that if all noise contributions 
would be incorporated in the exposure metric, high noise-induced sleep disturbance 
would vanish between 40 dB(A) and 45 dB(A), say at 42 dB(A). Since values found 
for other temporary reduced health effects or chronic diseases, in particular cardio
vascular diseases, will be higher, and considering self-reported sleep disturbance as 
an adverse effect, this would suggest Lnighc = 42 dB(A) as the NOAEL to be com
pared with the value derived from the short-term effects. Note that this is an out
door level, which would, assuming partly opened windows and an actual insulation 
of 15 dB(A), correspond to an indoor equivalent night-time sound level of 27 dB(A). 
The above discussion is based on motility, EEG awakenings, and conscious awaken
ing. In addition, EEG micro-/minor arousals, and autonomic reactions have been dis
cussed above. 
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Furthermore, there are potential instantaneous effects, such as effects on memo
ry consolidation or restoration of the immune system, for which the information 
on a possible relation with noise exposure is so limited that they were not con
sidered here. In order to acquire more insight into these effects, more field 
research is needed. Field research is needed because earlier studies have shown 
that estimates of effects on the basis of laboratory studies are much higher than 
estimates from field studies. Methodological differences between the different 
approaches certainly cannot be the only possible explanation. Research allowing 
the introduction of some specific but light laboratory technique into the sleeper's 
own bedroom, should be encouraged, as, for example, used in the Swiss Noise 
Study 2000 (Brink, Miiller, and Schierz, 2006). The key to better insight into 
effects of night-time noise, leading to mechanistic models describing the relation
ships between noise exposure, instantaneous effects, effects at the level of a 24-
hour period and chronic effects, appears to be epidemiological studies at home 
with well-designed instrumentation. 

The relationships between noise exposure, instantaneous effects, effects at the 
level of a single 24-hour period and chronic effects is complex because the effects 
at a smaller time scale do not simply add up to effects at a larger time scale. For 
example, the noise-related increase in night-time average motility was substan
tially higher than would be expected on the basis of the instantaneous extra 
motility at the times of the noise events (Passchier-Vermeer et al., 2002), suggest
ing persistent arousal during sleep related to aircraft noise. It is likely that such 
shifts in the basic state are more important for the development of chronic effects 
than the instantaneous effects per se. A further complication is that some effects 
habituate. Habituation in some effect parameters can occur in a few days or 
weeks, but the habituation is not always complete. The measured modifications 
of the cardiovascular functions remain unchanged over long periods of exposure 
time (Muzet and Ehrhart, 1980; Vallet et al., 1983). Most striking is that none of 
the cardiovascular responses show habituation to noise after a prolonged expo
sure, while subjective habituation occurs within a few days. It appears plausible 
that, in particular non-habituating effects lead to the development of chronic 
effects, but also the disappearance of effects with continuing exposure may come 
at a cost associated with suppressing the effects. A third complication is that day
time noise exposure may contribute to the effects found in relation to night-time 
noise. Large epidemiological studies are needed that comp::irr. pop11lations 
exposed to similar daytime noise and differ in their night-time noise exposure 
only. A specific challenge for mechanistic models on the effects of noise on sleep 
is the identification of factors that make subjects vulnerable to night-time noise. 
The following groups may be hypothesized to be more vulnerable to noise during 
sleep: old people, ill people, people with chronic insomnia, shift workers and peo
ple resting during daytime, people with a tendency to depression, light sleepers, 
pregnant women, people with high anxiety and high stress levels. Furthermore, 
children need attention because of their relatively high exposure during sleep, and 
because they arc in a phase of neurocognitive development for which undisturbed 
sleep may be particularly important. 
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GUIDELINES AND RECOMMENDATIONS 

5.1 ASSESSMENT 
In Chapter 1 the need for a guideline document for night-time exposure to noise was 
defended on the basis of the lack of existing guidance, the signs that a substantial 
part of the population could be exposed to levels of noise that might risk their health 
and well-being and the EU activities that compel the public and authorities to take 
notice when noise maps showing Lnight levels arc made public. 

Where sufficient direct evidence concerning the effects of night-time noise on health 
could not be collected, indirect evidence was looked at: the effects of noise on sleep 
(quality) and the relations between sleep and health. 

In Chapter 2 the evidence was presented that sleep is a biological necessity and dis
turbed sleep is associated with a number of health outcomes. Studies of sleep distur
bance in children and in shift workers clearly show the adverse effects. Unravelling 
the relations between sleep and health (Fig. 2.1) shows that sleep is an essential fea
ture of the organism, so that simple direct relations can hardly be expected. 

In Chapter 3 it was shown beyond doubt that noise disturbs sleep through a num
ber of direct and indirect pathways. Even at very low levels physiological reactions 
(heart rate, body movement and arousals) can be reliably measured. It was also 
shown that awakening reactions arc relatively rare, occurring at a much higher level. 

Chapter 4 summarized the known evidence for the direct effects of night-time noise 
on health. The working group agreed that there is sufficient evidence that night noise 
is related to self-reported sleep disturbance, use of pharmaceuticals, self-reported 
health problems and insomnia-like symptoms. These effects can lead to a consider
able burden of disease in the population. For other effects (hypertension, myocardial 
infarctions, depression and others), limited evidence was found: although the stud
ies were few or not conclusive, a biologically plausible pathway could be construct
ed from the evidence. 

An example of a health effect with limited evidence is myocardial infarction. 
Although evidence for increased risk of myocardial infarction related to Lday is suf
ficient according to an updated meta-analysis, the evidence in relation to Lnighc,ourside 

was considered limited. This is because ¼ighc,oucside is a relatively new exposure indi
cator, and few field studies have focused on night noise when considering cardiovas
cular outcomes. Nevertheless, there is evidence from animal and human studies sup
porting a hypothesis that night noise exposure might be more strongly associated 
with cardiovascular effects than daytime exposure, highlighting the need for future 
epidemiological studies on this topic. 

The review of available evidence leads to the following conclusions. 

• Sleep is a biological necessity and disturbed sleep is associated with a number of 
health outcomes. 
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• There is sufficient evidence for biological effects of noise during sleep: increase 
in heart rate, arousals, sleep stage changes and awakening. 

• There is sufficient evidence that night noise exposure causes self-reported sleep 
disturbance, increase in medicine use, increase in body movements and (environ
mental) insomnia. 

• While noise-induced sleep disturbance is viewed as a health problem in itself 
(environmental insomnia), it also leads to further consequences for health and 
well-bemg. 

• There is limited evidence that disturbed sleep causes fatigue, accidents and 
reduced performance. 

• There is limited evidence that noise at night causes hormone level changes and 
clinical conditions such as cardiovascular illness, depression and other mental ill
ness. It should be stressed that a plausible biological model is available with suf
ficient evidence for the elements of the causal chain. 

In the next section threshold levels are presented for the effeL"ts, where these can be derived. 

5 .2 THRESHOLDS FOR OBSERVED EFFECTS 

The NOAEL is a concept from toxicology, and is defined as the greatest concentration 
which causes no detectable adverse alteration of morphology, functional capacity, 
growth, development or lifespan of the target organism. For the topic of night-time 
noise (where the adversity of effects is not always clear) this concept is less useful. 
Instead, the observed effect thresholds arc provided: the level above whid1 an effc1,;t 
starts to occur or shows itself to be dependent on the dose. This can also be an adverse 
effect (such as myocardial infarcts) or a potentially dangerous increase in a naturally 
occurring effect such as motility. 

Threshold levels arc important milestones in the process of evaluating the health conse
quences of environmental exposure. The threshold levels also delimit the study area, 
which may lead to a better insight into overall consequences. In Tables 5.1 and 5.2 all 
effects are summarized for which sufficient or limited evidence exists (see Table 1.2 in 
Chapter 1 for a definition). For the effects with sufficient e.viclr:nc:r. rh~ thr~sholrl 1 .. v .. ls 
are usually well known, and for some the dose-effect relations over a range of exposures 
could also be established. 

5.3 RELATIONS WITH LNIGHT,OUTSIDE 
Over the next few years, the END will require that night exposures arc reported in 
Lni~ht,outside· It is therefore interesting to look into the relation between Lnighc,ourside 
and the effects from night-time noise. The relation between the effects listed in 
Tables 5.1 and 5.2 and ½tighc,oucside is, however, not st~aightforward. Short-term 
effects are main ly related to maximum levels per event inside the bedroom: 
LAmax,insidc. In order to express the (expected) effects in relation to the single EU 
indicator, some calculation needs to be done. 
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Table 5.1 
Summary of effects and threshold levels for effects where 
sufficient evidence Is available 

Effect Indicator Threshold, Reference 
dB (chapter, section) 

Change in cardiovascu1ar . ,. 
3.1.5 

activity 

EEG awakening LAmax 35 4.10 
inside' 

Biological Motility, onset of LAmax, 32 3 .1. 8, dose-effect 
effects motility inside relation for 

aircraft 

Changes in duration of LAmax, 35 3.1 
various stages of sleep, inside 

in sleep structure and 
fragmentation of sleep 

Waking up in the night and/ LAmax, 42 3.1.7, dose-effect 
or too early in the morning inside relation for 

aircraft 

Prolongation of the sleep 
,. ,. 

3.1 
inception period, difficulty 

Sleep getting to sleep 
quality 

Sleep fragmentation, 
,. ,. 

3.1 
reduced sleeping time 

Increased average motility Lnigh" 42 3.2, dose-effect 
when sleeping outside relation for 

aircraft 

Self-reported sleep Lnighr, 42 4 .2, dose-effect 
disturbance outside relation for 

Well- aircraft/road/rail 
being 

Use of somnifac:ient drugs Lnighr, 40 4.5.8 
and sedatives outside 

Medical Environmental insomnia•• Lnigho 42 3.1; 4.1; 4.2 
conditions outside 

• Although the effect has been shown to occur or a plausible biological pathway could be constructed, indica
tors or threshold levels ,ould not be determined. 

• • Note that "environmental insomnia" is the result of diagnosis by a medical professional whilst "self-report· 
ed sleep disturbance" is essentially the same, but reported in the context of a social survey. N1nnber of ques
tions and exact wording may differ. 
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Table 5.2 
Summary of effects and threshold levels for effects 

where llmlted evidence Is avallable• 

Effect Indicator 

Biological Changes m (stre~s) 
effects hormone levels 

Drowsiness/tiredness during • 
the day and evening 

Increased daytime irritability • 

Well- Impaired social contacts . 
being 

Complaints Lnight,outside 

Impaired cognitive 
,. 

performance 

lnsomnja ~ 

Hypertension L,;gt,,,Ot1,.ide 

Obesity 
,. 

Depression (in women) ,. 

Myocardial infarction L nighr,oucsidc 

Reduction in life expectancy • 
(premature mortality) 

Psychiatric disorders lrug1,~outiide 

(Occupational) accidents ,. 

Estimated, Reference 
threshold dB ( chapter, section) 

• 2.5 

2 .2.3 

,. 2.2.3 

,. 2.2.3 

35 4.3 

,. 2.2.3 

* 4.6 

50 2.2.3; 
4.5.6 

• 2.2.3 

,. 4.8 

50 4.5.15 

• 2.2.3; 2.5 

60 4.8.15 

.. 2.2.3; 2.4 

• Note that as the evidence for the effects in this table is limited, the threshold levels also have a limited 
weight. In get1eral they are based on expert judgement of the evidence. 

" Although the effect has been shown to oaur or a plausible biological pathway could be constructed. indica
tors or thre,hold levels could not be determined. 

The calculation for the total number of effects from reaction data on events 
(arousals, body movements and awakenings) needs a number of assumptions. The 
first that needs to be made is independence: although there is evidence (Brink, 
Muller and Schierz, 2006) that the order of events of different loudness strongly 
influences the reactions, the calculation is nearly impossible to carry out if this is 
taken into consideration. 
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Secondly, the reactions per event are known in relation to levels at the car of the 
sleeper, so an assumption for an average insulation value must be made. In this 
report a value of 21 dB (see Chapter 1, sections 1.3.4 and 1.3.5) has been select
ed. This value is, however, subject to national and cultural differences. One thing 
that stands out is the desire of a large part of the population to sleep with win
dows (slightly) open. The relatively low value of 21 dB already takes this into 
account. If noise levels increase, people do indeed close their windows, but obvi
ously reluctantly, as then complaints about bad air increase and sleep disturbance 
remains high. This was already pointed out in the WHO guidelines on communi
ty noise (WHO, 1999). 

From source to source the number of separate events varies considerably. Road 
traffic noise is characterized by relatively low levels per event and high numbers, 
while air and rail traffic are characterized by high levels per event and low num
bers. For two typical situations estimates are made and presented in graphical 
form. The first is an average urban road (600 motor vehicles per night, which cor
responds roughly to a 24-hour use of 8000 motor vehicles, or 3 million per year, 
the lower boundary the END sets) and the second case is for an average situation 
of air traffic exposure (8 flights per night, nearly 3000 per year). 

Fig. 5.1 shows how effects increase with an increase of Lnighc,outside values for the 
typical road traffic situation (urban road ). A large number of events lead to high 
levels of awakening once the threshold of L Amax,inside is exceeded. To illustrate 
this in practical terms: values over 60 dB Lnight,oucside occur at less then 5 metres 
from the centre of the road. 

In Fig. 5 .2 the same graph is presented for the typical airport situation. Due to a 
lower number of events there are fewer awakenings than in the road traffic case 
(Fig. 5.1), but the same or more health effects. 

In these examples the worst case figures can be factors higher: the maximum 
number of awakenings for an ½iighc,oucsidc of 60-65 dB is around 300 per year. 

A recent study suggests that high background levels (from m.otorways) with low 
numbers of separate events can cause high levels of average motility (Passchier
Vermeer, to be published). In Table 5.3 the full details arc summarized. 

5.4 DEALING WITH SITUATIONS EXCEEDING THE 
THRESHOLDS 

Noise exposure data demonstrate that a large part of the population is over the no
effect levels. It is expected that this will extend into the future for quite some time. 
This means that circumstances may require that a risk assessment must be made. It 
is then recommended to apply the method laid out in Chapter 1, using the values 
given in Tables 5.1 and 5.2 and the dose-effect relations given in Chapter 4. 

Typical actions requiring risk assessment arc: 

• new infrastructure projects (if an environmental impact statement is required) 
• improvement programmes 
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• policy evaluation 
• national or international setting of limit values. 

In che EU Position Paper (European Commission, 2002a) an overview of national 
night-time noise regulations can be found. 
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Table 5,3 
Effect s (yearly, additional with respect to t he normal except odd rat io) O=below threshold, +=increase) 

Lrugh1,ou1.sidc Arousals Body movements Avecagc body Awakenings % sleep Myocardfal 

related to sioglc movemeots dislUcbed infarcts 

exposures (without single ( % highly sleep 

(15 sec intervals) exposures) disturbed) 

UNIT number oumbcr numb~-r number number number number % of exposed odd ratio 

ave.rage average average average air road rail 

air urban air urban 

traffic road traffic road 

NORMAL Children Adults 21 000 21 000 600 0 

2 555 3 650 

20-25 0 0 0 0 200 0 0 0 0 0 
25- 30 0 0 7 0 875 0 0 <3 <3 <2 

30-35 + + 22 0 1 547 0 0 <3 <3 <2 
35--40 + + 37 0 2 220 0 0 4 3 2 

40-45 + + 58 243 2 900 2 0 4 3 2 

45-50 + + 85 635 3600 s 0 6 5 2 

50-55 + + 111 1 145 4200 9 0 9 7 3 

55-60 + + 145 1 770 4900 12 54 12 9 4 1.1 

60-65 + + 180 2 520 5 500 17 155 17 14 6 1.2 

Source: European Commission, 2001 a 

5.5 PROTECTION MEASURES AND CONTROL 

What is the best strategy to reduce sleep disturbance? The first thought should always be to 
reduce the impact, either by reducing the number of events or by reducing the sound levels, or 
both. For some effects reducing the number of events may seem to be more effective (although 
that depends on the exact composition). Other effects are reduced by lowering overall noise 
level by either the number of events, the levels per event or by any combination. 

In combination with other measures, sound insulation of bedroom windows is an option, but 
care must be taken to avoid negative impact on inside air quality. Even then, many people may 
want to sleep with their windows open, thereby making the insulation ineffective. Although 
good instruction may go some way to helping to overcome this, it is still a matter well worth 
taking into account. ln warmer climates, in particular, insulation is not a serious option for res
idential purposes and excessive exposure must be avoided either by removing the people 
exposed or removing the sou.rec if source-related measures fail. 

Although air conditioning of houses (or just bedrooms) is not commonplace in the EU, there 
arc indications that its use is increasing, especially in the warmer parts of the Region. Although 
this still leaves the possibility that people may sleep with their windows open outside the sum
mer season, it is something to consider when discussing measures. 

Exposed areas could be a good choice for uses such as offices, where there will be no people at 
night, or where it is a physical impossibility to sleep with the windows open (fully air-condi
tioned buildings, for example hotels and sometimes hospitals). 
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A simple measure is the orientation of noise-sensitive rooms on the quiet side of the 
dwelling (this applic::s to road and rail traffic noise). 

Zoning is an instrument that may assist planning authorities in keeping noise-sensi
tive land uses away from noisy areas. In the densely populated areas of the EU this 
solution must often compete, however, with other planning requirements or a sim
ple lack of suitable space. 

5.6 RECOMMENDATIONS FOR HEALTH PROTECTION 

Sleep is an essential part of healthy life and is recognized as a fundamental right under the 
European Convention on Human Rights1(European Court of Human Rights, 2003). 
Based on the systematic review of evidence produced by epidemiological and experimen
tal studies, the relationship between night noise exposure and health effects can be sum
marized as below. (Table 5.4) 

Table 5 .4 
Effects of different levels of night noise on the population's healthi 

Average night noise level 

over a year ½light, outside 

Up to 30 dB 

30 to 40 dB 

40 to 55 dB 

Above 55 dB 

Health effects observed in the population 

Although individual sens1t1V1t1es and circumstances may 
differ, it appears that up to this level no substantial biolog
ical effects are observed. Lnight,outside of 30 dB is equiva
lent to the NOEL for night noise. 

A number of effects on sleep are observed from this range: 
body movements, awakening, self-reported sleep distur
bance, arousals. The intensiry of the effect depends on the 
nature of the source and the number of events. Vulnerable 
groups (for example children, the chronically ill and the 
elderly) are more susceptible. However, even in the worst 
cases the effects seem modest. ½iight,outside of 40 dB is 
equivalent to the LOAEL for night noise. 

Adverse health effects are observed among the exposed 
population. Many people have to adapt their lives to cope 
with the noise at night. Vulnerable groups are more severe
ly affected. 

The situation is considered increasingly dangerous for 
public health. Adverse health effects occur frequently, a 
sizeable proportion of the population is highly annoyed 
and sleep-disturbed. There is evidence that the risk of car
diovascular disease increases. 

1 "Article 8:1. Everyone has the right to respect for his private and family liic, his home and his correspondence." 
Although in the case against the United Kingdom the Court ruled chat the United Kingdom Government was 
not guilcy of the charges, the right 10 undisturbed sleep was recognized (the Court's consideration 96). 

2 
L.iy,,.oou.d, in Table S.4 and 5.5 is the night-time noise indicator (Ln;gh,) of Directive 2002/49/E.C of 25 June 
2002: the A-weighted long-term average sound b·cl as defined in ISO 1996-2: 1987, determined over all rhe 
night periods of a year; in which: the night is eight hours (usually 23.00 - 07 .00 local time), a year is a relevant 
year as regards the emission of sound and an average year as regards the meteorological circumstances, the inci
dent sound is considered, the assessment point is the same as for Ld,n. See Official Joumal of the Europea" 
Commu,.ities, 18.7.2002, for more details. 
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Below the level of 30 dB Lnighi,outsidc, no effects on sleep are observed except for a 
slight increase in the frequency of body movements during sleep due to night noise. 
There is no sufficient evidence that the biological effects observed at the level below 
40 dB Lnight,outJide are harmful to health. However, adverse health effects arc 
observed at the level above 40 dBLnighr,outsidc, such as self-reported sleep distur
bance, environmental insomnia, and increased use of somnifacient drugs and seda
tives. Therefore, 40 dB Lnighr,oucside is equivalent to the LOAEL for night noise. 
Above 55 dB the cardiovascular effects become the major public health concern, 
which are likely to be less dependent on the nature of the noise. Closer examination 
of the precise impact will be necessary in the range between 30 dB and 55 dB as 
much will depend on the detailed circumstances of each case. 

A number of instantaneous effects arc connected to threshold levels expressed in 
LAmax (Table 5.1). The health relevance of these effects cannot be easily established. 
It can be safely assumed, however, that an increase in the number of such events over 
the baseline may constitute a subclinical adverse health effect by itself leading to sig
nificant clinical health outcomes. 

Based on the exposure-effects relationship summarized in Table 5.4, the night noise 
guideline values arc recommended for the protection of public health from night 
noise as below (Table 5.5). 

Night noise guideline (NNG) 

Interim target (IT) 

½ il!hr,oo«idc = 40 dB 

l,.;g11,,outsidc = 5 5 dB 

Table 5.5 
Recommended night noise 
guidelines for Europe 

For the primary prevention of subclinical adverse health effects related to night noise 
in the population, it is recommended that the population should not be exposed to 
night noise levels greater than 40 dB of l,,;ghr,ourside during the part of the night when 
most people are in bed. The LOAEL of night noise, 40 dB Lnight,oursidc• can be con
sidered a health-based limit value of the night noise guidelines (NNG) necessary to 
protect the public, including most of the vulnerable groups such as children, the 
chronically ill and the elderly, from the adverse health effects of night noise. 

An interim target (IT) of 55 dB Lni&ht,outsidc is recommended in the situations where 
the achievement of NNG is not feasible in the short run for various reasons. It 
should be emphasized that IT is not a health-based limit value by itself. Vulnerable 
groups cannot be protected at this level. Therefore, IT should be considered only as 
a feasibility-based intermediate target which can be temporarily considered by 
policy-makers for exceptional local situations. 

All Member States are encouraged to gradually reduce the proportion of the popu
lation exposed to levels over the IT within the context of meeting wider sustainable 
development objectives. It is highly recommended to carry out risk assessment and 
management activities at local and national levels targeting the exposed population, 
and aiming at reducing night noise to the level below IT or NNG. IT and NNG can 
be used for health impact assessment of new projects (for example construction of 
roads, railways, airports or new residential areas) even before the achievement of IT, 
as well as for the risk assessment of the whole population. In the long run the NNG 
would be best achieved by control measures aimed at the sources along with other 
comprehensive approaches. 
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5.7 RELATION WITH THE GUIDELINES FOR 
COMMUNITY NOISE (1999) 

The Guidelines for community noise (WHO, 1999) have been quoted a number of 
times in this paper, so one could rightfully ask what the relation is between the 1999 
guidelines and the present NNG. 

Impact of night-time exposure to noise and sleep disturbance is indeed covered in the 
1999 guidelines, and this is the full statement (WHO, 1999): 

"If negative effects on sleep arc to be avoided the equivalent sound pressure level 
should not exceed 30 dBA indoors for continuous noise. If the noise is not con
tinuous, sleep disturbance correlates best with LAmax and effects have been 
observed at 45 dB or less. This is particularly true if the background level is low. 
Noise events exceeding 45 dBA should therefore be limited if possible. For sen
sitive people an even lower limit would be preferred. It should be noted that it 
should be possible to sleep with a bedroom window slightly open (a reduction 
from outside to inside of 15 dB). To prevent sleep disturbances, one should thus 
consider the equivalent sound pressure level and the number and level of sound 
events. Mitigation targeted to the first part of the night is believed to be effecrive 
for the ability to fall asleep." 

It should be noted that the noise indicators of the 1999 guidelines are LAcq and 
LAmax> measured inside for continuous and non-continuous noise, respectively. The 
present night noise guidelines adopt an harmonized noise indicator as defined by 
Environmental Noise Directive (2002/49/EC): L,,;ght measured outside, averaged 
over a year. 

It should also be borne in mind that the 1999 guidelines arc based on studies carried 
out up to 1995 (and a few meta-analyses some years later). Important new studies 
(Passchier-Vermeer et al., 2002; Basner et al., 2004) have become available since 
then, together with new insights into normal and disturbed sleep. 

Comparing the above statement with the recommendations, it is clear that new 
information has made more precise statements possible. The thresholds are now 
known tn he> lnwrr th~n T ·Amax of 4 5 dB for a number of effects. The last three sen• 
tences still stand: there are good reasons for people to sleep with their windows 
open, and to prevent sleep disturbances one should consider the equivalent sound 
pressure level and the number of sound events. The present NNG allow responsible 
authorities and stakeholders to do this. Viewed in this way, the Night noise guide
lines for Europe complements the 1999 guidelines. This means that the recommen
dations on government policy framework on noise management elaborated in the 
1999 guidelines should be considered valid and relevant for the Member States ro 
achieve the guideline values of this document. 
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APPE DJCES mJII 

APPENDIX 1. GLOSSARY OF TERMS AND 
ACRONYMS 

Term/acronym 

Actimetry 

ADHD 
Behavioural awakening 

BP 
CAP 
EBD 
END 
EEG 

ECG 

EEG awakening 

Heart rate acceleration 

HPA axis 
ICSD 
IHD 
Insomnia 

Motility onset 

Mg 
Motility 

OR 

Definition 

The measurement of accelerations associated with the 
movement of an actimeter 
Attention-deficit hyperactivity disorder 
Awakening that is registered by the subject by means of 
a conscious action 
Blood pressure 
Cyclic alternating patterns 
Environmental burden of disease 
Environmental Noise Directive (2002/49/EC) 
Electroencephalogram, recording of electric activity in 
the brain 
Electrocardiogram, recording of electric activity of the 
heart 
Transition from a state of sleep to a state of conscious
ness, as determined by a sleep EEG 
A temporary rise in heart rate relative to the average 
heart rate assessed shortly before a noise event 
Hypothalamus-pituitary-adrenal axis 
International Classification of Sleep Disorders 
Ischaemic heart disease 
Sleeping disorder consistent with an internationally 
accepted definition (see ICSD), which takes account of 
difficulty falling or staying asleep, the daytime implica
tions and the duration of the problems 
Exposure to noise for the duration of a given time inter
val T (a 24-hour period, a night, a day, an evening) is 
expressed as an equivalent sound pressure level (mea
sured· in dB(A)) over the interval in question 
Maximum outdoor sound pressure level associated with 
an individual noise event 
Refers to the EU definition in Directive 2002/49/EC: 
equivalent outdoor sound pressure level associated with 
a particular type of noise source during night-time (at 
least 8 hours), calculated over a period of a year 
The presence of movement in a short time interval, fol
lowing an interval without movement 
Magnesium 
The presence of movement in a short time interval, as 
recorded on an actigram 
Odds ratio: the ratio of the odds of an event occurring 
in another group, or to a sample-based estimate of that 
ratio 
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Tenn/acronym 

OSAS 
OTC 
Polysomnography 

REM 
RR 

SEL 

Sleep disturbance 

Sleep EEG 

Sleep fragmentation 

Sleep latency 

Sleep stage change 

SMR 
SROBD 
sws 
UARS 

NIGHT NOISE GUIDELINES FOR EUROPE 

Definition 

Obstructive sleep apnoea syndrome 
Over-the-counter (medicines sold without prescription) 
The measurement during a subject's time in bed of his 
or her brain activity by means of EEG, EOG and EMG. 
The technique involves the use of electrodes to record 
electrical potentials in the brain 
Rapid eye movement (sleep phase) 
Relative risk: a ratio of the probability of the event 
occurring in the exposed group vs. the control (non
exposed) group 
Sound exposure level: equivalent outdoor sound pres
sure level associated with an individual noise event, 
with the equivalent level standardized at one second 
Disturbance of sleep by night-rime noise, as perceived 
by a subject and described in a questionnaire response 
or journal entry 
Graph created using data from EEG scanning during a 
subject's time in bed, showing the various stages of sleep 
as a function of time 
Within a sleep period, the frequency and duration of 
intervals of wakefulness recorded on a sleep EEG or 
intervals of motiliry recorded on an actigram 
The length of time taken to fall asleep, i.e. the interval 
between the point at which a person begins trying to go 
to sleep or allowing him/herself to go to sleep and sleep 
inception time 
Change from a deeper stage of sleep to a less deep stage, 
as determined by a sleep EEG 
Standardized mortality ratios 
Sleep related obstructive breathing disorders 
Slow-wave sleep (sleep phase) 
Upper airway resistance syndrome 
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APPENDICES lIIII 

APPENDIX 2. RELATIONS BETWEEN LNIGHT AND 
INSTANTANEOUS EFFECTS 

STATEMENT 1 
Lee f be a function of SEL chat gives the expected number of instantaneous effects 
caused by a single event. With a given Lnight and a given number of events N, the 
expected number of times that an effect occurs in the night, n, is maximal if all events 
have equal SEL, provided that f 0 10lg is increasing but negatively accelerated. 

STATEMENT 2 
If 

nmax = 10(L,,;ght-SEL+70.2)/10. f(SEL), 

has a maximum over SEL and f is the quadratic function f(SEL) = a SEL2 + b SEL 
+ c, then the maximum occurs irrespective of Lnight at 

SELo = 4.34 - A :t: ((A - 4.34)2 - (da) + 8.68A)112, 

where A = b/(2a). (Only with + at the place of :t: the value will come in the realistic 
range of SEL) 

STATEMENT 3A 
If the shape of the time pattern of the sound level has a block form, then SEL = LAmax 
+ 101g(T), where LAmax is the maximum sound level (integrated over 1-s) and Tis 
the duration of the noise event in seconds. 

STATEMENT 38 
If the sound level increases with rate a (in dB(A)/s) and after time point t = 0 decreas
es with rate -a, then SEV"LAmax - 1 0lg(a) + 9.4. 
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APPENDIX 3. ANIMAL STUDIES ON STRESS 
AND MORTALITY 

INTRODUCTION 
Is noise a health risk or does it just annoy? This basic question needs robe careful
ly answered when establishing night noise guidelines. No one will deny that in the 
case of high noise levels there is a risk of inner ear damage, but what about the mod
erate levels of environmental noise? To approach this rather difficult question, all 
available methods must be combined. 

1. In animal experiments it is possible to assess the complete causal chain from noise 
exposure via physiological reactions and biological risk factors to morbidity or 
even mortality. However, a quantitative application of the results to humans is not 
possible. Instead, the method is useful in studying the pathomcchanisms qualita
tively. 

2. Experiments on humans are, for ethical reasons, restricted to the study of 
reversible physiological reactions. But as long as there is no proof that reactions 
to chronically repeated noise exposures arc increasing the risk of specific diseases, 
the results of such physiological studies are not considered conclusive. 

3. Epidemiological studies have the advantage of investigating health effects which 
are particularly caused by chronic noise exposure although there is no possibility 
to control all influencing factors. Additionally, epidemiological studies have to be 
based upon biologically evident hypotheses. 

A hypothetical model of noise-induced health effects is shown in Fig. 4.3 in Chapter 4, 
section 4.5.2 of this report. This model is based on rhe results of noise experiments 
with animals and humans. With animal experiments, the whole causal chain from 
noise exposure to health outcome can be traced as a direct pathway starring with a 
chronic high level noise exposure which, via endocrine stress reactions, leads, for 
example, to microcirculatory defects and to manifest hypertension. 

Physiological experiments on humans have shown that noise of a moderate level acts 
via an indirect pathway and has health outcomes similar to those caused by high 
noise exposures on the direct pathway. The indirect pathway starts with noise
induced disturbances of activities such as communication or sleep. Since we are deal
ing with night noise guidelines, noise-induced sleep disturbances and any resulting 
persistent health effects are of primary interest here. 

In physiological studies with experimentally changed noise exposure, the increase of 
arousals and of hormone excretion was studied in sleeping people. If this model is 
correct then in the cause-effect chain the arousal ought to precede the endocrine 
reactions. This order was derived from the different reaction times of the effects. 
While arousals appear within 1 second after a noise stimulus, hormones like cate
cholamines take several minutes, and cortisol about 10 minutes to be increased. This 
observation, together with the fact that arousals are evoked by equal or lower noise 
levels than the corresponding endocrine reactions, confirms the correctness of the 
model and leads to an important conclusion: noise exposure which does not evoke 
arousals in sleeping people will not induce adverse health effects. 

This conclusion is essential with regard to night noise guidelines. However, the 
answers to the basic question as to whether certain health risks are connected with 

NIGHT NOISE GUIDELINES FOR EUROPE 



Idaho Power/1219 
Ellenbogen/159

PEN crs lma 

environmental noise must be clarified by epidemiological studies based on noise 
experiments on both humans and animals. 

TYPES OF ANIMAL STUDIES 
Noise has often been used as a stressor in animal studies. Even Selye (1953), who intro• 
duced the psychophysiological stress concept, used noise stimuli in his animal studies. 
Most of the modern animal studies testing the pharmacological effects of drugs arc car
ried out with and without various stressors. The typical noise exposure is to short and 
very intensive sounds. One such example is the study of Diao et al. (2003) who 
exposed guinea pigs to 4 kHz octave band noise at 115 dB for 5 hours. But these exper
iments are of little value regarding the noise exposure types in question. 

The same is true for another type of animal study concerned with the prevention of 
noise-induced health effects in wild and domestic animals (for review of the former 
kind see Fletcher, 1983). One example for the latter kind is the study of Geverink et 
al. (1998) on stress responses of pigs to transport and lairage sounds. 

Since the subject of the present paper is noise-induced health effects in humans, the 
review addresses only those studies in which animals are used as a model for 
humans. 

The animal model for aural effects in humans has been established in great detail, so 
that even quantitative transference of results from animals to humans is possible. 
However, inner ear damage generally occurs at much higher noise levels than the 
environmental levels under discussion in this paper. Therefore interest focuses on 
animal models with respect to extra-aural noise effects. 

LIMITING ASPECTS OF ANIMAL MODELS 
Other than in studies on aural effects, the animal model does not allow quantitative 
comparisons in studies of extra-aural noise effects. It may, however, be used for the 
qualitative investigation of pathophysiological mechanisms fol!owing exposure to 
acute and very short sounds. But an animal model for long-term noise effects as 
caused by chronically repeated noise exposures needs careful planning. First it has to 
be ensured that stress reactions in both humans and animals when activated by noise 
exposure are qualitatively comparable. Secondly, the stress effects of chronic noise 
exposure have to be assessed in humans, and the animal models should be designed 
correspondingly. However, in the animal model, influences from cortical intercon
nections have to be excluded as a factor in these noise experiments. Naturally, one 
cannot expect to establish an animal model for indirect environmental noise effects 
which in humans may, for example, disturb activities such as verbal communication, 
which in turn may induce stress hormone increases. 

STRESS HORMONES IN NOISE-EXPOSED ANIMALS 

HABITUATION 
In short-term experiments any kind of exposure to loud noise will cause acute 
increases of stress hormones. Long-term repeated noise exposure, however, will 
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cause a certain habituation in the animal. Periodic repetitions of identical noise 
bursts lead to almost 1.:omplete habituation. This was probably the main reason why 
Borg (1981) found no adverse health effects in rats exposed for their whole lives to 
periodic noise pulses. Therefore, random series of noise pulses are now applied in 
most long-term studies. 

Selye (1974) had already stated that not all stages of a stress response are noxious, 
especially in the case of mild or brief exposures. Smee environmental nmse 1s a mild 
stressor, adverse health effects are only to be expected under the condition that 
repeated noise exposures induce long-term stress hormone changes. According to the 
Allostatic Load Model (McEwen, 1998), the normal response to an environmental 
stressor such as noise is the physiological activation of the endocrine system enabling 
the body to cope with the stressor and, after the stress situation is terminated, to shut 
off the allostatic response. 

J.D. HENRY'S MODEL OF BEHAVIOURAL STRESS EFFECTS 

On the basis of the available literature on stress effects in animals and humans, 
Henry (1992) developed a model with regard to different biological effects and 
health risks associated with different coping styles. He explains that the neuroen
docrine response to various challenges and threats varies according to the type and 
degree of control a mammal can exert over it. This in turn is strongly determined by 
the animal's previous experience. In general, the sympathetic adrenomedullary sys
tem is preferentially activated w.hen the animal displays an active response to escape 
from or deal with an environmental challenge. This is the fight/flight mode of stress 
response. The adrenocortical axis is preferentially activated as the subjects become 
immobile/passive when no control or threat of its loss is experienced. This is the con
servation/withdrawal mode of response. 

THE NOISE STRESS MODEL 

On the basis of noise effect studies in animals and humans (for review see Ising and 
Braun, 2000), a noise stress model was developed. It describes a differentiation of 
prevailing "stress hormones" under noise exposure. Predominantly adrenaline - and 
to a lesser degree noradrenaline - are released from the adrenal medulla as the nor
mal response to novel noise stimuli of moderate intensity. Following long-term noise 
exposures of moderate intensity habituation will alter the response mode and pre
dominantly noradrenaline is released. As a response to extremely intensive noise, 
near the inner ear pain threshold, predominantly cortisol is released from the adre
nal cortex induced by increased releases of adrenocorticotropic hormone (ACTH), 
especially in the case of unexpected noise. 

The described differentiation will only be observed under special conditions. 
Unexpected exposure for three minutes to white noise at 75 dB leads, in dogs that 
are awake, tO increased adrenal secretion of adrenaline and noradrenaline and - fol
lowing a delayed increase in plasma ACTH - an increase in cortisol secretion 
(Engeland, Miller and Gann, 1990). 

The cortisol response as described is valid for animals and humans in their active 
phases. During sleep, however, several studies in humans showed cortisol increases 
under exposure to traffic noise of moderate levels (Maschke, Arndt and Ising, 1995; 
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Evans et al.2001; Ising and Ising, 2002; Ising et al., 2004). It was hypothesized 
that noise stimuli signalling a danger, for example the noise of an approaching 
lorry, will, during sleep, normally generate a defeat reaction, which includes the 
release of cortisol from the adrenal cortex. Appropriate studies with sleeping ani
mals after conditioning them - for example with a specific noise stimulus followed 
by pain - should be carried out to test this hypothesis. 

Rats were exposed for a period of 12 hours to low-altitude flight noise - repro
duced electro-acoustically once per hour on average at stochastically fluctuating 
intervals (Li\max 125 dB, 10 dB downtime: 1 s, Lcq: 89 dB) (Ising et al., 1991; Ising, 
1993). Adrenaline and noradrenaline excretions tended to decrease, whereas plas
ma cortisol increased significantly. Although in rats corticosterone is secreted 
rather than cortisol, we will simplify this paper by using cortisol for rats all the 
same. In this experiment, as well as in all others of our group, normally four rats 
were kept in one stainless steel cage, which was set on a funnel to collect their 
urme. 
These results show that exposure to noise levels approaching or exceeding the pain 
threshold of the inner ear leads to endocrine reactions qualitatively different from 
those induced by less intensive noise. 

The different endocrine reactions to acute and chronic noise exposure were stud
ied in rats by Gesi et al. (2002b). They were exposed either to a single (6-hour) 
session of loud (100 dB(A)) noise, or to the same noise stimulus repeatedly every 
day for 21 consecutive days. Exposure to noise for 6 hours on one day induced 
parallel increases in dopamine, noradrenaline and adrenaline concentrations in tis
sue samples of the adrenal medulla. After 21 days of noise exposure, noradrena
line concentration was significantly higher than in controls, and that of adrenaline 
decreased significantly. Cortisol was not assessed in this study. 

In another subchronic noise experiment, rats were exposed to irregular white noise 
at 90 dB for 3 and 9 hours per day during 18 and 8 days respectively (van Raaij 
et al., 1997). In rats with 3 hours of exposure per day the blood concentrations of 
adrenaline, noradrenaline and cortisol did not differ from controls. Exposure for 
9 hours per day, however, resulted in significantly increased concentrations of 
noradrenaline and cortisol. At the end of the experiment all animals were subject
ed to restraint stress and their endocrine reactions were assessed. The authors sum 
up their findings as follows: these results indicate that chronic noise exposure at 
mild intensities induces subtle but significant changes in hormonal regulation. 

The results of another experiment with different levels of random white noise puls
es during 45 minutes per hour, 12 hours per day for 8 days demonstrate that cor
tisol responses to subchronic mild noise exposure do not monotonously increase 
with the noise levels (Bijlsma et al., 2001). While in rats exposed to 95 dB pulses 
plasma cortisol concentrations were raised twofold against controls, the exposure 
to 105 dB pulses did not increase cortisol significantly. 

The time dependency of cortisol increase in the blood of rats under exposure to 
white noise (100 dB, 6 hours per day for 21 days) was examined by Gesi et al. 
(2001 ). The authors found a progressive increase in cortisol which reached a 
plateau 9 days from the beginning of exposure. 

In summing up the results of these studies we can reach the following conclusions. 
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• Acute exposure to unexpected and novel noise of moderate intensities leads to acti
vaLion of both the sympathetic adrenal-medullary system with increased secretion 
of adrenaline and noradrenaline, and the HPA axis with increased secretion of 
ACTH and of cortisol from the adrenal cortex. 

• Under chronic exposure to unpredictable noise, adrenaline secretion is reduced to 
normal or subnormal values while noradrenaline and ACTH/cortisol concentra
tions remain increased. 

• Extremely intensive unpredictable noise near the inner ear pain threshold triggers, 
in mammals that are awake, a defeat reaction with increases of ACTH/cortisol 
while the catecholamines adrenaline and noradrenaline remain normal or are 
slightly decreased. 

• Chronic noise exposure at mild intensities will induce changes in hormonal regu
lation, if the individual threshold of allostasis is exceeded. A chronic allostatic load 
leads to subtle but significant changes in hormonal regulation, which are at pres
ent not fully understood. 

EFFECTS OF PRENATAL NOISE EXPOSURE 
ON THE SENSITIVITY TO STRESS 

Pregnant rats were subjected to noise and light stress, three times weekly on an 
unpredictable basis throughout gestation (Weinstock et al., 1998). Blood concentra
tions of adrenaline, noradrenaline and cortisol at rest and after footshock were 
assessed. At rest cortisol was significantly increased in offspring of stressed rats in 
comparison to controls while adrenaline and noradrenaline did not differ in either 
of the groups. After footshock, noradrenaline was significantly higher in offspring of 
stressed rats, showing that prenatal stress can induce long-term changes in the sen
sitivity of the sympathicoadrenal system to stress. 

Pregnant monkeys were repeatedly exposed to unpredictable noise during days 
90-145 after conception (Clarke et al., 1994). Blood concentration of ACTH and 
cortisol were measured in offspring of stressed and control monkeys at rest and 
under four progressively stressful conditions. Prenatally stressed offspring showed 
higher ACfH than controls in all four stressful conditions while cortisol did not 
change under stress. These results indicate that prenatal stress may have long-term 
effects on che HPA axis regulation. 

EFFECTS OF NOISE EXPOSURE ON CORTISOL 
AND THE IMMUNE SYSTEM 

The effect of acute noise stress on rats was studied by assessing blood concentrations 
of cortisol and total as well as differential leukocyte count (Archana and 
Namasivayam, 1999). A significant increase in cortisol and a significant decrease of 
total leukocyte counts were found. 

Rats were exposed to "rock" music (80dB) for 24 hours (McCarthy, Quimet and 
Daun, 1992). In vitro stimulation of leukocyte subpopulations revealed several noise 
effects. Neutrophils and macrophages secreted significantly less superoxide anion 
and interleukin-1. Such effects may be detrimental to wound healing. 
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Pregnant rats were from gestation day 15 to day 21 daily exposed to the noise of a 
fire alarm bell (LAmax = 85-90 dB) delivered randomly for 1 hour (Sobrian ct al., 
1997). In developing offspring mitogen-specific alterations in lymphoproliferatic 
activity and reduced immunoglobulin G levels were found at postnatal day 21. 
Aguas et al. (1999) exposed a special breed of mice to low frequency noise - a model 
of noise - for three months as described below (Castelo Branco et al., 2003). These 
mice spontaneously developed an autoimmune disease at 6 months of age. Chronic 
low frequency noise exposure accelerated the expression of the autoimmune disease 
and affected the immune system, which was associated with kidney lesions and 
increased mortality. 

Embryotoxic effect~ 
Geber (1973) exposed pregnant rats day and night for three weeks to constantly 
changing sound mixtures between 76 and 94 dB for 6 minutes per hour, day and 
night, and demonstrated embryotoxic effects, notably calcification defects in the 
embryos. 

Pregnant rats on a moderately magnesium deficient diet were exposed to noise dur
ing their active phase from 20.00 to 08.00 for three weeks (stochastically applied 
white noise impulses LAmax: 87 dB, Leg: 77 dB, t: 1 s duration) (Gunther et al. 1981). 

As compared to controls on the same diet, there was no difference in bone mineral
ization. The only significant effect was an increased fetal resorption rate. 

The noise was changing in Geber's experiment but the noise level was comparable to 
the noise impulses stochastically applied by Gunther et al. (LAmax = 87 dB). Since 
these impulses were more frequent, their stress effect was at least as strong as the 
noise exposure employed by Geber. Therefore the major factor that differentiated the 
two exposure types in causing a reduced mineralization of the rat skeletons (Geber, 
1973) must have been the additional noise exposure during sleep. 

Castelo Branco et al. (2003) studied Wistar rats born under low frequency noise 
exposure. The third octave level of the applied broadband noise was > 90 dB for fre
quencies between 50 and 500 Hz. The broadband level was 109 dB(lin). The expo
sure schedule was chosen as a model for occupational noise: 8 hours per day, 5 days 
per week, and weekends in silence. Third generation rats born in low frequency 
noise environments were observed showing teratogenic malformations including loss 
of segments. 

Morphological alterations in the myocardium caused by acute noise 
Gesi et al. (2002a) reviewed the literature and stated that in experimental animals 
undergoing noise exposure, subcellular myocardial changes have been reported, 
especially at mitochondrial level; in particular, after 6 hours of exposure only the 
atrium exhibited significant mitochondrial alterations, whereas after 12 hours as 
well as subchronic exposure both atrium and ventricle were damaged. 

Exposure of rats to 100 dB(A) noise for 12 hours caused a significant increase of DNA 
damage accompanied by ultrastructural alterations and increased noradrenaline con
centrations in the myocardium (Lenzi et al., 2003). In another paper this group 
described an increase in mitochondrial calcium (Ca) influx caused by the same noise 
exposure. They described Ca accumulation at myocardial subcellular level. Summing 
up their results they wrote that: moreover, the present results joined with previous evi-
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dence indicate that calcium accumulation is the final common pathway responsible for 
noise-in<lm;c<l myo.:ardial morphological alterations (Gesi et al., 2000). 

Connective tissue proliferation 
Hauss, Schmitt and Muller (1971) described a proliferation of connective tissue in 
the myocardium of rats under acute exposure to noise. 

On the basis of these results a noise exposure experiment was carried out of 5 weeks 
with day and night exposure to stochastically triggered bells (LAmax: 108 dB, t (dura
tion of one signal):1 s, Leq: 91 dB) (Ising, Noack and Lunkenbeincr, 1974). We con
firmed the results of Hauss, Schmitt and Muller (1971) using an electron microscope 
to demonstrate fibrosis in the interstitial tissue of the myocardium. Additionally elec
tron dense areas (visible as black spots) located within bundles of collagen in the 
myocardium were observed. According to Selye (1962), these dark areas were most 
probably caused by high concentrations of calcium (Ca) carbonate or calcium phos
phate deposits. This suggestion is consistent with the results of Gesi et al. (2000). 

After publication of these findings, a reservation was correctly voiced that, as the noise 
exposure had not left intervals for sleep, it was not certain whether the myocardial 
damage was provoked by the noise stress as such or by a noise-induced lack of sleep. 
For this reason, all subsequent experiments provided for noise-free intervals of 8 to 12 
hours during the rats' inactive phases to enable them to sleep. 

Rats were exposed for 28 weeks to a random series of white noise impulses from 
16.00 to 08.00 daily with an 8 hour rest in their inactive phase (Tsing et al., 1979). 
The third octave spectrum of the noise was flat between 5 and 25 kHz and had a 
third octave level of 88 dB (]in) (broadband LAmax = 97 dB(lin). Lcq = 87 dB(lin)). 
The duration of noise impulses was 4 seconds and the noise to pause ratio 1:10 on 
average. There was a small but significant increase in hydroxyproline as indicator of 
collagen in the rats' left myocardium. Electron micrographs showed, similar to the 
earlier experiment, collagen bundles in the otherwise empty interstitial space but no 
indication of calcium deposits. 

Respiratory effects 
Castelo Branco et al. (2003) studied respiratory epithelia in Wistar rats born under 
low frequency noise exposure and further exposed for up to 5403 hours during more 
than 2.5 years. The third octave level of the applied broadband noise was > 90 dB 
for frequencies between 50 and 500 Hz. The broadband level was 109 dB(lin). The 
exposure schedule was chosen as a model for occupational noise: 8 hours per day, 5 
days per week and weekends in silence. Rats were gestated and born under the 
described noise exposure with additional exposures from 145 to 5304 hours. 
Transmission electron micrographs of the tracheal epithelium of rats exposed for 
2438 hours revealed a subepithelial layer of hyperplastic collagen bundles, several of 
them exhibiting a degenerative pattern. The results indicate an increased prolifera
tion as well as degenerative processes of collagen. 

Castelo Branco et al. (2003) observed sheared cilia in the respiratory epithelia of 
Wistar rats born under and further chronically exposed to low frequency noise. As 
interpretation of their findings they stated that both mechanical and biochemical 
events may be responsible for this pattern of trauma. 

Electrolytes: Ca/Mg shift 
Acute exposure of rats to the fast rising overflight noise of low flying fighter planes 
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reaching levels of up to 125 dB(A)) (Ising et al., 1991; Ising, 1993) resulted not only 
in an increase of cortisol but also in a decrease of intracellular magnesium (Mg) and 
an increase of Mg excretion. 
In guinea pigs, acute stress - due to 2 hours of noise exposure (95 dB white noise) 
or to overcrowding in the cage - caused significant increases of serum Mg and 
decreases of erythwcyte Mg (Ising et al., 1986). 

For chronic noise experiments an additional stress factor had been sought which 
would act synergistically with unwanted noise, since in the above described noise 
experiment, half a year of exposure led to but relatively mild health effects (Ising et 
al., 1979). The justification for using two stressors derives from the fact that humans 
have to cope with a whole range of more or less synergistic stress factors and not 
with noise alone. 

Organic damage as a result of chronic stress is likely to occur only under the condi
tion that the overall exposure to stress exceeds a certain tolerance level during a rel
atively long period of time (Selye, 1974). For technical reasons, the two options 
available to supply a suitable additional stress facror were the cold or a magnesium 
(Mg) deficiency. Both factors, like habitual noise, cause an increased noradrenaline 
secretion. For practical reasons different degrees of a magnesium-deficient diet were 
selected as an additional stress factor. Noise exposure was provided by electro
acoustically reproduced traffic noise of LAma.x= 86 dB, Lcq= 69 dB over 12 hours dur
ing the rats' active phase. For one group the noise level was slightly increased (Leg= 
75 dB). The experiment lasted 16 weeks (Gunther, Ising and Merker, 1978). 
Magnesium deficiency combined with noise exposure led to dose-dependent increas
es in adrenaline and noradrenaline, which can be used to quantify the overall stress 
of the dietary treatment. As stress grew, the hydroxyproline (as an indicator of col
lagen) and calcium (Ca) content of the myocardium increased while the magnesium 
content decreased. Long-term stress therefore resulted in an intracellular Ca/Mg 
shift. 

Altura et al. (1992) studied the relationship between microcirculation (measured sev
eral days after termination of noise exposure), hypertension and Ca/Mg shifts in vas
cular walls of noise-stressed rats on Mg deficient diets. Noise exposure during the 
first 8 weeks was set to an energy equivalent level of 85 dB(A) from 20.00 to 08.00. 
Noise impulses were randomly switched on at randomized peak levels of 80, 90 and 
100 dB(A). During the final 4 weeks the equivalent noise level was elevated to 95 
dB(A) and the daily exposure increased to 16 hours with an 8 hour rest during the 
animals' inactive phase. In aortic and port vein smooth muscle the Ca content 
increased with rising noise exposure, with decreasing Mg uptake, and with the com
bination of both together, while the Mg content decreased. Parallel to this the reac
tivity of terminal arterioles to noradrenaline was increased (Fig.la). 

Stress-induced Ca/Mg shifts in smooth muscle cells have the potential to increase the 
risk of hypertension and myocardial infarction (Ising, Havestadt and Neus, 1985). 
Stress increases the membrane permeability of catecholamine-sensitive cells, which 
in turn raises Ca influx into cells and liberates intracellular Mg. A depression of cat
echolamine-induced vasoconstriction by stress-dependent hypermagnesemia (excess 
serum Mg concentration) has been demonstrated experimentally. However, the ben
efit from this stress-depressing hypermagnesemia is obtained at the expense of 
increased renal Mg loss. In the long run, chronic stress combined with suboptimal 
Mg in diet will reduce the Mg release in acute stress situations, causing an increase 
of vasoconstriccion and raising the risk of hypertension. 
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Further analysis of the experimental results led to an interaction model between 
chronic stress and intracellular electrolyte shifts (Ising, 1981; Ising et al., 1986) 
(Fig.2). Chronic stress caused a loss of extracellular and intracellular Mg and au 
increase in intracellular Ca (Gunther, Ising and Merker, 1978). A decrease of Mg was 
correlated with an increase in physiological noise sensitivity, that is, to more severe 
noradrenaline releases in animals and humans under noise exposure (Gunther, Ising 
and Merker, 1978; Ising, Havestadt and Neus, 1985; Ising ct al., 1986). There was 
a positive feedback mechanism between stress - caused by noise and other stressors 
- and intracellular Mg/Ca shifts, which may end in a circulus vitiosus and increase 
cardiovascular risks. 
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Rothlin, Cerletti and Emmenegger (1956) exposed rats for 1.5 years, day and night, 
co 90 dB "audiogenic stress" and observed a raising of systolic BP values from 120 
mm Hg to about 150 mm Hg. He used a cross-breed of Albino rats and wild 
Norwegian rats since Albino rats did not develop hypertension under noise expo
sure. After termination of exposure the BP returned to normal. 

Albino rats were exposed to noise during their whole lifespan (for review see Borg, 
1981) to periodic noise impulses of 80 and 100 dB. This periodic exposure had no 
detrimental health effects, which can be understood on the basis of the work of 
Glass, Singer and Friedmann (1969). Unpredictable noise presentation was shown to 
cause lasting cortisol increases in rats in contrast to periodic exposure to 100 dB, 
which led to adaptation (De Boer, van der Gugten and Slangen, 1989). The unpre
dictability of a noise is a decisive precondition of long-term stress effects. 

Exposure of primates to traffic noise for 10 hours per day during 9 months led to a 
significant BP increase, which persisted during 3 weeks after termination of exposure 
(Peterson et al., 1981). A replication of this experiment with a different species of 
primates failed to show an increase of their BP (Turkkan, Hienz and Harris, 1983). 

In the above-mentioned experiment of Altura et al. (1992), exposure to unpre
dictable noise impulses led within 12 weeks to irreversible changes of microcircula
tion and an increase of systolic BP (Fig. lb). The observed rarefication of capillaries 
in the mesentery can be interpreted as an indicator of accelerated ageing of the cir
culatory system. 

Ageing and lifespan 
The cortisol response and recovery after immobilization stress was compared in 
young and old rats. The results are demonstrated in Fig. 3 together with Sapolsky's 
Glucocorticoid Cascade Model (Sapolsky, Krey and McEwt::n, 1986). Tht:: stress 
response of young and old rats is more or less the same. However, while the young 
rats recover immediately after termination the old ones recover only in part. 
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Therefore, acute stress leads, in old animals, to considerably prolonged cortisol 
increases. On the other hand, chronically repeated stress activates the HPA axis and 
can cause cortisol receptor losses even in younger animals, a process gem;rally <lc:vd
oping only in old age. Finally, chronic cortisol hypersecretion may occur along with 
follow-up health defects. 

Aguas et al. (1999) exposed a special breed of mice to the above desuibed model of 
occupational low frequency noise for three months. Chronic low frequency noise 
exposure accelerated the expression of the autoimmune disease and was associated 
with kidney lesions and increased mortality. 

Chronic noise exposure of animals on a suboptimal Mg diet led to increases of con
nective tissue and calcium and decreases of Mg in the myocardium (Gunther, Ising 
and Merker, 1978). These changes were correlated with noradrenaline changes. Since 
they are also correlated with normal ageing, the noise stress induced changes may be 
interpreted as accelerated ageing (Ising, Nawroth and Gunther, 1981). Even the lifes
pan was reduced in rats on an Mg deficient diet, and was further dose-dependently 
reduced in combination with noise exposure (see Table 1). 
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Treatment Effect 

4 months 3 months Urine 

Mg in diet Noise Noradre- Adre-
naline naline 

LcqlLAmax (µgig Cre) 

control ambient 18 :t 4 12 :t 2 
suboptimal ambient 23 ::t: 4 18 :1: 2 
suboptimal 69/86 dB 37 ±11 16 :t 2 
deficient ambient 98 :t 17 20 :1: 5 
deficient 69/86 dB 129 :t: 19 41 :t: 10 
deficient 75/86 dB 172 :1:26 60 ;1: 15 

Table 1 
Effects of noise exposure combined with 
dietary MCiJ·deficiency In rats 

Myocardium Death 
rate 

Hydroxy- Ca Mg 
proline 

(mg/g dry (mg/g (mg/g 
wt.) d.w.) d.w.) 

3.0 :t 0.1 3.0 :t:0.2 37.5 :t0.8 0 
3.0 :1: 0.1 3.5 :1:0.5 38.0 :1: 1.7 0 
3.0 ::t: 0.1 4.3 :t0.2 37.9 :t 1.3 0 
3.9 :t: 0.1 6.2 :1:0.7 31.2 :1: 1.4 38% 
4.6 :t: 0.1 6. 7 ± 0.6 29.8 :1: 1.8 62% 
5.6 :1: 0.9 8.0 :1: 0.9 26.8 :1: 0.8 75% 

Adrenaline and noradrenaline excretion was measured during the fourth week of 
noise exposure; death rate is related to the 4-month period of Mg treatment; all 
other parameters were determined at the end of the experiment (mean values :1: S.E.). 
Noise has the potential to cause stress reactions which are enhanced by suboptimal 
magnesium intake. Chronic noise-induced stress accelerates the ageing of the 
myocardium and thus increases the risk of myocardial infarction. The involved path
omechanisms include increases of catecholamines and/or cortisol under acute noise 
exposure and an interaction between endocrine reactions and intracellular Ca/Mg 
shifts. 

WHAT CAN BE LEARNED FROM ANIMAL STUDIES 
ABOUT NOISE EFFECTS IN HUMANS? 

The effects of low frequency noise - the "vibroacoustic disease" - were studied pri
marily in humans (for review see Castello Branco and Alves-Pereira, 2004). 

In this context, the amygdalar contribution to conditioned fear learning, revealed for 
normal human subjects, has to be mentioned. Longer lasting activation of the HPA 
axis, especially abnormally increased or repeatedly elevated cortisol levels may lead to 
disturbances of the hormonal balance and even severe diseases in man (Spreng, 2000). 

Catecholamines induce various detrimental effects on the heart (Cerernuzynski, 
1981). Additionally, magnesium deficiency causes alterations of scrum lipids 
(Weglicki et al., 1993), cytokines (Rayssiguier, 1990) and prostaglandines (Nigam, 
Averdunk and Gunther, 1986), in particular an increase of thromboxan, which is 
released from thrombocytes (Neumann and Lang, 1995) and several other cell types 
and - in turn - thromboxan A2 can aggregate thrombocytes. All these alterations may 
increase the risk of myocardial infarction. 
Beside these cardiovascular stress effects, chronically increased cortisol may induce 
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neuronal degeneration and thus accelerate the ageing also of the brain (Sapolsky, Krey 
and McEwen, 1986), not only in rats but in humans as well (Sapolsky, 1994). 

The importance of Ca/Mg shifts was confirmed by post mortem studies of hearts from 
victims of IHD (Elwood et al. 1980). The tissue samples were taken from areas of the 
myocardium not affected by the infarction and the results were stable after control
ling for several confounders. The results are shown in Table 2 . With normal ageing 
Ca increases and Mg decreases in the myocardium. This process is accelerated in 
myocardial infarction patients, which indicates an accelerated ageing of these peoples' 
heart muscle under the pathogenic influences that lead to myocardial infarction. 

Table 2 
Age dependencv of mvocardlal Ca and Mg 
contents In ischaemic heart disease (IHD) 

nm deaths and non nm deaths. (Mean Value± SD, numbers in brackets) 

Group Age < 45years 45-64 years :: 65 years 

Ca [µgig] Non IHD 43 ± 15 50 :1: 14 57 ± 22 
(175) (281) (155) 

IHD 48 :1: 10 53 ± 17 58 :1: 21 
(48) (389) (188) 

Mg [µgig] NonIHD 183 ± 28 173 :1: 34 178 :1: 30 
IHD 170 :1: 29 157 :1: 30 156 ± 27 
NonIHD 0.24 0.29 0.32 
IHD 0.28 0.34 0.37 

Another factor which decreases Mg and increases Ca (Hofecker, Niedermuller and 
Skalicky, 1991) and collagen (Caspari, Gibson and Harris; 1976, Anversa et al., 1990; 
Gibbons, Beverly and Snyder, 1991) in the myocard is normal ageing (Ising, Nawroth 
and Gunther, 1981). Therefore, it is plausible that the age-dependent decrease of Mg 
in hearts of IHD victims was about double of that in age-matched non-IHD deaths. 
This is therefore an indication that age- and stress-dependent electrolyte changes exist 
in humans and may be correlated with an increased risk of IHD. 

Long-term experiments with Mg-deficient and noise-stressed rats showed that con
nective tissue and Ca in the myocardium increased with age while Mg decreased. 
Hence, stress caused by noise or cold is enhanced by suboptimal Mg intake and 
accelerates the ageing of the heart and decreases the lifespan (Heroux, Peter and 
Heggtveit, 1977; Ising, Nawroth and Gunther, 1981; Gunther; 1991). 

Since coronary arteriosclerosis increases strongly with age (Lakatta, 1990) a biolog
ically older heart is at a higher risk of IHD and of myocardial infarction. The inter
action process described seems to be one of the pathomechanisms by which chronic 
noise stress increases the risk of myocardial infarction. 

Several of the risk factors described in the literature to explain the correlation of 
work stress with myocardial infarction have been found to be increased under noise
induced stress as well, that is, increases of BP and total cholesterol. 
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APPENDIX 4. NOISE AND SLEEP IN CHILDREN 

FACTORS THAT MODIFY AUDITORY AROUSAL 
THRESHOLDS IN CHILDREN 

By the time that most studies were conducted in infants, it had become progressive
ly evident that arousal and awakening thresholds are influenced by a variety of fac
tors. These significantly modify the response to ambient noise of sleeping infants. 
Some factors inhibit the arousal response, while others enhance the response. 

PRENATAL AND PERINATAL FACTORS 

Age of gestation 
In 97 healthy infants, auditory awakening thresholds decreased significantly from 
the 44th to the 60th week after conception (Kahn, Picard and Blum, 1986). 
Awakening thresholds were defined ns the infant opening their eyes and/or crying. 
Mean awakening thresholds dropped from 98.5+/-11 at the 44th week after concep
tion to 83 dB(A) by the 60th week after conception. 

Cigarette smoke 
To evaluate the effects of cigarette smoke on polygraphic arousal thresholds, 26 
newborns were studied with polygraphic recordings for one night: 13 were born to 
mothers who did not smoke, and 13 were born to mothers who smoked (over 9 cig
arettes per day) (Franco et al., 1999). Another group of infants with a median post
natal age of 12 weeks were also studied: 21 born to non-smoking mothers and 21 
born to smoking mothers. The auditory arousal thresholds of the infants of both age 
groups were measured with the use of auditory challenges of increasing intensity, 
administered during REM sleep. More intense auditory stimuli were needed to 
induce arousals in newborns (p=.002) and infants (p=.044) of smokers than in 
infants of non-smokers (mean value of 84+/-11 dB(A) for smokers and 81.6+/-20 for 
non-smokers). Behavioural awakening (infants opening their eyes and/or crying) 
occurred significantly less frequently in the newborns of smokers (p=.002) than of 
non-smokers. 

It was concluded that newborn and infants born to smoking mothers had higher 
arousal thresholds to auditory challenges than those born to non-smoking mothers. 
From the present findings, it appeared that the impact of exposure to cigarette 
smoke occurred mainly before birth. 

POSTNATAL FACTORS 

The following postnatal factors modify arousal from sleep. 

Sleep stage 
In infants, auditory stimuli have generally indicated increased responses during 
active as compared with quiet sleep (Busby, Mercier and Pivik, 1994). 
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Time of the night 
In 31 infants, the arousal thresholds decreased across the night (mean value of 67+/-
12.5 dB(A) in the first pare of the night, for 51+/-3.5 in the third part of the night; 
p=.017) (Franco et al., 2001). Similar findings had been reported in adult subjects 
(Rechtschaffen, Hauri and Zeitlin, 1966). 

Body position during sleep 
To investigate whether prone or supine sleeping was associated with a different response 
threshold to environmental stimuli, 25 3-month-old healthy infants with a median age of 
9 months were exposed to an auditory challenge while sleeping successively prone or 
supine (Franco et al., 1998). Three infants were excluded from the study because they 
awoke while their position was being changed. For the 22 infants included in the analy
sis, more intense auditory stimuli were needed to arouse the infants in the prone position 
(median of 70 db(A), range values 50 to more than 100 db(A)) than in the supine posi
tion (median of 60 db(A), range values 50-90 db(A)) (p=.011). Arousal thresholds were 
higher in the prone than in the supine position in 15 infants, unchanged in 4 infants and 
lower in the prone position in 3 infants (p=.007). It was concluded that infants show 
higher arousal thrc..~holds to auditory challenges when sleeping in the prone position than 
when sleeping in the supine position. The findings could not readily be explained. The 
difference in arousal thresholds could be related to difference in chest wall mechanore
ceptor responses, or differences in BP and/or central baroreceptors responses. 

Ambient room temperature 
Two groups of healthy infants with a median age of 11 weeks were recorded polygraph
ically during one night: 31 infants were studied at 24°C and 31 infants at 28°C. To 
determine their arousal thresholds, the infants were exposed to white noises of increas
ing intensities during REM and non-REM sleep (Franco et al., 2001). The arousal 
thresholds decreased across the night in the infants sleeping at 24°C 
(p= .017). The finding was not found for the infants sleeping at 28°C. When analysing 
the arousal responses according to time of the night, it was found that the auditory 
thresholds were significantly higher at 28°C (75+/-19 dB(A)) than at 24°C (51+/-3 . .5 
dB(A)) between 03.00 and 06.00 (p=.003). These findings were only seen in REM sleep. 

Sleeping with the head covered by bedclothes 
To evaluate the influence of covering the face of sleeping infants with a bed sheet, 18 
healthy infants with a median of 10.5 weeks (range 8-15 weeks) were recorded poly
graphically for one night (Franco et al., 2002). They slept in their usual supine posi
tion. During sleep, a bed sheet was gently placed on their face for 60 minutes. With 
the face free or covered by the sheet, the infants were exposed to white noises of 
increasing intensities during REM and non-REM sleep. Compared to with their face 
free, during the periods when their faces were covered, the infants had increases in 
pericephalic ambient temperature (p<.001), increases in REM sleep (p=.035) and 
body movements (p=.011) and a decrease in non-REM sleep (p<.001). Respiratory 
frequency was increased in both REM (p=.001) and non-REM (p<.001) sleep. With 
their face covered, the infants had higher auditory arousal thresholds (mean of 76+/-
23 dB(A)) than with their face free (mean of 58+/-14 dB(A)) (p=.006). The difference 
was seen in REM sleep only. A positive correlation was found between pericephalic 
temperature and arousal thresholds in REM sleep (r=.487; p=.003). 

Short sleep deprivation 
Following short sleep deprivation, a study reported that in infants there was no 
measurable change in arousal propensiry by auditory stimuli (1 kHz pure tone, deliv
ered in the midline of the cot, from 73 dB and increased in 3 dB steps to 100 dB) 
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during quiet sleep (Thomas et al., 1996). Another study was undertaken to evaluate 
the influence of a brief period of sleep deprivation on sleep and arousal characteris
tics of healthy infants (Franco et al., submitted). Thirteen healthy infants with a 
median age of 8 weeks (range 7- 18 weeks) were recorded polygraphically during a 
morning nap and an afternoon nap in a sleep laboratory. They were two hours sleep
deprived, either in the morning or in rhc afternoon before being allowed to fall 
asleep. Six infants were sleep-deprived before the morning nap and seven before the 
afternoon nap. During each nap, the infants were exposed to white noises of increas
ing intensities in REM sleep to determine their arousal thresholds. Following sleep 
deprivation, the infants tended to have less gross body movements during sleep (p = 
.054 ). They had a significant increase in obstructive sleep apnoeas (p = .012). The 
infants' auditory arousal thresholds were significantly higher following sleep-depri
vation (mean of 76+/-13.5 dB(A)) than during normal sleep (mean of 56+/-8.4 
dB(A)) (p = .003) and during REM sleep. It was concluded that short-term sleep dep
rivation in infants is associated with the development of obstructive sleep apnoeas 
and a significant increase in arousal thresholds. 

Pacifiers and breastfeeding 
Fifty-six healthy infants were studied polygraphically during one night: 36 infants 
used a pacifier regularly during sleep; 20 never used a pacifier (Franco ct al., 2000). 
Thumb users or occasional pacifier users were not included in the study. The infants 
were recorded at a median age of 10 weeks (range 6- 19 weeks). To evaluate their 
auditory arousal thresholds, the infants were exposed to white noise of increasing 
intensity during REM sleep. Polygraphic arousals occurred at significantly lower 
auditory stimuli in pacifier-users than in nonusers (mean of 60+/-11.6 with pacifiers, 
for 71+/-15.3 without pacifier; p=.010). Compared to non-users, pacifier-users were 
more frequently bottle-fed than breastfed (p=.036). 

Among infants sleeping without a pacifier, breastfed infants had lower auditory thresh
olds than bottle-fed infants (mean of 67.7+-13.0 breastfed, for 77.7+-17.5 bottle-fed; 
p=.049). The question of how a pacifier contributes to protect the sleeping infant might 
be best explained by the observed loss of the pacifier early after sleep onset. This could 
contribute to disruption of the infant's sleep and favour arousals. 

CONCLUSIONS 

Various factors modify auditory arousal responses from sleep in healthy infants. 
Some inhibit arousals while others enhance the response. To evaluate the effect and 
dose-effect relationship on children therefore requires the careful determination of 
confounders that may bias studies and lead to conflicting results. 

Additional confounders should be added to the list of factors that modify arousal 
thresholds. These include past experience with the stimulus (Rechtschaffcn, Hauri 
and Zeitlin, 1966), or the presence of meaning in the noise as both of them are of 
critical importance in determining the persistence of physical reactions to the noise 
(McLean and Tarnopolsky, 1977). These are the reasons which lead most sleep/wake 
researchers to use white noises to stimulate the sleeping child. 

Knowledge of these variables does little to clarify the physiological determinants of 
the awakening response, because knowledge of how such variables are related to 
possible physiological determinants is little better than that of the awakening 
response itself (Rechtschaffen, Hauri and Zeitlin, 1966). 
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These findings however, underline the significant dose-response relationship 
between ambient noise and arousal or awakening from sleep in infants. 

NOISE AND SLEEP. FOR DIFFERENT STAGES OF 
DEVELOPMENT 

THE FETUS 

The human fetus spends most of its time in a state equivalent to sleep, similar to that 
recorded in newborn infants. The healthy fetus in utero was shown to react to exter
nal noises. This is the result of the development of the human cochlea and peripher
al sensory end organs. These complete their normal development by 24 weeks of ges
tation. Sound is well transmitted into the uterine environment. Ultrasonographic 
observations of blink/startle responses to vibroacoustic stimulation are first elicited 
at 24-25 weeks of gestation, and are consistently present after 28 weeks, indicating 
maturation of the auditory pathways of the central nervous system (Committee on 
Environment Health of the American Academy of Pediatrics, 1997). The fetus reac.ts 
to 1-4 seconds of 100-130 dB of 1220-15000 Hz sound. The hearing threshold (the 
intensity at which one perceives sound) at 27-29 weeks of gestation is approximate
ly 40 dB and decreases to a nearly adult level of 13.5 dB by 42 weeks of gestation, 
indicating continuing postnatal maturation of these pathways. 

Teratogenic effects have been described in animals prenatally exposed to noise 
(Committee on Environment Health of the American Academy of Pediatrics, 1997). 
These were associated with higher levels of cortisol and corticotropin hormones in 
the exposed animals. No such effects could be demonstrated in humans, in whom 
studies on the relation between exposure to noises during gestation and shortened 
gestation or lower birth weights were inconclusive or conflicting. It is possible that 
in these studies, noise could be a marker of other risk factors (Committee on 
Environment Health of the American Academy of Pediatrics, 1997). In conclusion, 
most studies on the effects of noise on perinatal health have been criticized as being 
hampered by serious methodological limitations, both in terms of the measurement 
of exposure and outcome, and failure to control for other known determinants of 
the outcomes under investigation. The lack of properly controlled studies makes it 
difficult to draw conclusions about what effects ambient noise has on perinatal out
comes (Morrell, Taylor and Lyle, 1997). 

NEWBORN INFANTS 

A large number of investigations have been concerned with the responses of sleeping 
newborn infants to acoustic signals. Many of the studies arise from a large and gen
eral interest in child development as well as from a need for hearing tests for infants 
(Mills, 1975). 

Infant incubators produce continuous noise levels of between 50 and 86 dB(lin) 
(American Academy of Pediatrics, 1974). Oxygen inlets produced an additional 2 dB 
(lin). Slamming of incubator doors and infant crying produced 90 to 100 dB(A) 
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(American Academy of Pediatrics, 1974). It was shown that inside incubators, back
ground noise level is about 50 dBA and can reach 120 dBA (Committee on 
F.nvironmenr Health of the American Academy of Pediatrics, 1997). Much of the 
energy is located below 500 Hz, between 31 and 250 Hz (Mills, 1975). 

Ambient noise appears to influence the quantity and quality of the sleep of new
borns. Some newborns appear to be particularly responsive to ambient noises. 
Sleeping premature, anoxic, or brain-damaged infants detect intruding sounds better 
than sleeping healthy or term babies (Mills, 1975). 

Newborn infants spend most of their time sleeping. Some studies have documented 
hearing loss in children cared for in intensive care units (Committee on Environment 
Health of the American Academy of Pediatrics, 1997). Noise and some ototoxic 
drugs act synergistically to produce pathological changes of the inner ears of exper
imental animals (neomycin, kanamycin, sodium salicylate). The relationship with 
the infant's clinical condition and associated treatments has, however, not yet been 
clearly defined. Infants exposed to sound levels of incubators are usually premature, 
on drugs and in very poor health. Moreover, the exposures are continuous. A weak 
infant could spend weeks sleeping in such a noise level without rest periods away 
from noise (Mills, 1975). 

High noise levels may be associated with other types of responses. In young infants, 
sudden loud (of approximately 80 dB) environmental noise induced hypoxaemia. 

Noise reduction was associated in neonates with increases in sleep time, in particu
lar in quiet sleep (Committee on Environment Health of the American Academy of 
Pediatrics, 1997). It also resulted in fewer days of respiratory support and oxygen 
administration. Premature infants cared for with noise reduction had a better matu
ration of electroencephalograms. 

A Committee on Environmental Health of the American Academy of Pediatrics 
(1997) concluded that high ambient noise in the neonatal intensive care unit (NICU) 
changed the behavioural and physiological responses of infants. For all the above 
observations and considerations, sound in infant intensive care units should be main
tained at under 80 dB(A) (Graven, 2000). Among other recommendations, paedia
tricians were encouraged to monitor sound in the NICU, and within incubators, 
where a noise level greater than 45 dB is of concern. 

INFANTS (1 MONTH TO 1 YEAR OLD) 

Some studies of the effect of external noises on the sleep/wake reactions of infants 
were conducted in their natural home environment. The reactions of babies to air
craft noise were studied by means of electroplethysmography (PLG) and EEG (Ando 
and Hattori, 1977). The recordings were done in the morning, in the infants' sleep
ing rooms. The infants were exposed to recorded noise of a Boeing 727 at take-off. 
The noise was presented at 70, 80 and 90 dB(A) at peak level at the position of the 
babies' heads. The subjects who had not been awakened by exposure to aircraft 
noise were exposed to music (Beethoven's Ninth Symphony) at levels of 70, 80 and 
90 dB(A). The frequency ranged between 100 Hz and 10 kHz. It was found that the 
babies whose mothers had moved to the area around the Osaka International 
Airport before conception (Group I; n=33) or during the first five months of preg
nancy (Group II; n=l 7) showed little or no reaction to aircraft noise. In contrast, 
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babies whose mothers had moved closer to the airport during the second half of the 
pregnancy or after birth (Group III; n=lO or IV; n=3) and the babies whose mothers 
lived in a quiet living area (Group V; n=8) reacted to the same auditory stimuli. The 
babies in groups I and II showed differential responses depending on whether the audi
tory stimuli were aircraft noise or music. Abnormal PLG and EEG were observed in 
the majority of babies living in an area where noise levels were over 95 dB(A). It was 
concluded that the difference in reactivity to aircraft noise may be ascribed to a prena
tal difference in time of exposure to aircraft noise. The reactions diminished after the 
sixth month of life in groups I and II, and the ninth month in groups III to V. This phe
nomenon may be explained as habituation to aircraft noise after birth. However, in all 
groups, no habituation occurred for a noise level over 95 dB(A) (Ando and Hattori, 
1977). This study was criticized, as the authors did not adjust for several important 
determinants of birth weight, such as prematurity and the mother's age, weight, smok
ing status or socioeconomic status (Morrell et al., 1997). 

Noise levels may be constantly high in paediatric units. The mean noise levels meas
ured in a centre of a surgical recovery room were 57.2 dB(A), while those measured 
at the patients' heads were 65.6 dB(A) (American Academy of Pediatrics, 1974). In 
a medical unit (6-bed wards containing 5 infants between 3 and 17 months) peak 
sound levels were recorded on the pillow of the cot for 12 min (Keipert, 1985). 
Infant crying produced 75- 90 dB(A) and a beeper around 76-78 dB(A). Peak noise 
levels recorded at the nurses' station were about 78 dB(A) for telephone, 80 for 
infant crying, public address system, adult talking, and up to 90 dB(A) for child talk
ing (Keipert, 1985). 

In a study conducted on infants exposed to 50-80 dB(lin) in the range of 100-7000 
Hz (American Academy of Pediatrics, 1974), a level of 70-75 dB(lin) for 3 minutes 
led to obvious disturbance or awakening in two thirds of the children. All infants 
awakened after 75 dB(lin) for 12 minutes. 

In other studies conducted on the effects of awakening and arousal, it was shown 
that white noise intensity was significantly lower when it elicited polygraphically 
scored arousals than when it induced awakenings (Franco et al., 1998). 

TODDLERS PREADOLESCENTS (8- 12 YEARS OLD) ADOLES
CENTS (13-18 YEARS OLD) 

Developmental variations in auditory arousal thresholds during sleep were investi
gated in four groups of normal male subjects: children (n::6; 5- 7 years old), pread
olescents (n=lO; 8-12 years old), adolescents (n=lO; 13-16 years old), and young 
adults (n=lO; 20-24 years old) (Busby, Mercier and Pivik, 1994). Arousal thresholds 
were determined during non-REM and REM sleep for tones (3-s, 1500 Hz pure 
tones delivered in an ascending series of increasing intensity, 5 dB increments begin
ning at 30 dB SPL {sound pressure level) re 0.0002 dynes/cm2 until awakening or 
maximum intensity of 120 dB) presented via earphone insert on a single night fol
lowing two adaptation nights of undisturbed sleep. Age-related relationships were 
observed for both awakening frequency and stimulus intensity required to effect 
awakening, with awakenings occurring more frequently in response to lower stimu
lus intensities with increasing age. In children, 43.1 % of stimuli induced awaken
ings, in preadolescents 54.8%, adolescents 72% and adults 100% {X2=60.37; 
p<.001 ). Partial arousals (brief EEG desynchronization and/or EMG activity with 
the subjects returning to sleep) occurred in 9.8% of children, 4.8% of preadoles-
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cents, 12.2% of adolescents, 0% of adults. Although stimulus intensities required for 
awakening were high and statistically equivalent across sleep stages in non-adults, 
higher intensity stimulus was required in stage 4 relative to stage 2 and REM sleep. 
Frequency of awakening increased with age, whereas stimulus intensities required to 
effect these awakenings decreased with age. These relationships were maintained for 
individual sleep stages. These results confirm previous observations of marked resist
ance to awakening during sleep in preadolescent children and suggest that processes 
underlying awakening from sleep undergo systematic modification during ontogenic 
development. The observed resistance to elicited awakening from sleep extending up 
to young adulthood implies the presence of an active, developmentally related 
process that maintains sleep (Busby, Mercier and Pivik, 1994). 

In another study, children aged 5-7 years were shown tu be 10-15 dB less sensitive 
to pure tones than adults aged 22-30 (Mills, 1975). Another report on male hyper
active and normal children aged 8-12 showed that these children were awakened 
with auditory stimulus intensity levels of up to 123 dB SPL, much higher than val
ues reported for adults (range of 50-85 dB) (Busby, Mercier and Pivik, 1994). 

In a study on four children (two males), aged 5-8 years old on the effects of simu
lated sonic booms (68 dB(A) near the subjects' ears), 94.1 % of the subjects showed 
no change, 5.9% hnd shallower sleep, but none aroused or had behavioural awak
ening. In general, the frequency of arousal or behavioural awakenings and of sleep 
stage changes increased with age (up to 75 years) (Lukas, 1975). 

In a prospective longitudinal investigation, which employed non-exposed control 
groups, effects of aircraft noise prior to and subsequent to inauguration of a new air
port as well as effects of chronic noise and its reduction at an old airport (6-18 months 
after relocation), were studied in 326 children aged 9-13 years (Bullinger et al., 1999). 
The psychological health of children was investigated with a standardized quality of 
life scale as well as with a motivational measure. In addition, a self-report noise annoy
ance scale was used. In the children studied at the two airports over three time points, 
results showed a significant decrease of total quality of life 18 months after aircraft 
noise exposure as well as motivational deficits demonstrated by fewer attempts to solve 
insoluble puzzles in the new airport area. Parallel shifts in children's attributions for 
failure were also noted. At the old airport parallel impairments were present before the 
airport relocation but subsided thereafter (Bullinger et al., 1999). 

In some studies, the effects of ambient noise on autonomic responses could be 
demonstrated in children. In children aged 6-12 years exposed to intermittent traf
fic noise during 4 nights (at a rate of 90 noises per hour; peak intensity of the noise, 
45, S5 and 65 dB(A) varied semi-randomly) and 2 quiet nights. Heart rate was 
affected and relatively higher in noise during REM and stage 2 than during delta 
sleep (Muzet et al., 1980, in Abel, 1990). 

CONCLUSIONS 
Several studies on the extra-auditory effects of ambient noise on sleeping children were sum
marized in Table 1. In relation to ambient noise, specific changes were reported in both sleep 
quality and quantity. Some of the effects were shown to have a dose-response relationship. 
Several limitations to the present report should be discussed. Firstly, no one knows 
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whether the inference that is often made that the effects of noise might develop with a 
longer exposure time (Abel, 1990) is correct. Serious cardiorespiratory or autonomic 
changes, such as increases in BP could only develop following a long time exposure 
starting from childhood. This, in fact, has never been documented, nor has the extent 
of variability between subjects due to difference in susceptibility. Secondly, there is no 
information to evaluate whether adaptation to ambient noise could limit the effects 
observed during short-term experiments. Thirdly, as the existing research data are appli
cable to generally healthy children, no one knows how the reported findings could be 
applied to ill children, children receiving medical treatment or very young premature 
infants. Finally, as most studies were conducted in laboratory controlled environments, 
no one knows the correlation between these studies and the effects of noise in the home. 
The multifactorial effects of the environment on sleep and arousal controls could be 
much more complex than expected. One might predict that, similarly as for adults, the 
effects of noise on the child's sleep and health are very complicated and depend upon 
the spectrum and level of the noise, temporal aspects of the noise, psychological 
responses to the nois~ and the nature of the evaluation technique. The complexity of the 
conditions related to sleep/wake controls was illustrated by the review of confounding 
factors affecting auditory arousal thresholds. 

Despite these limitations, it can be concluded that, based on the evidence avail
able, the extra-auditory effects of noise could be pervasive, affecting the chil
dren's physical and psychological well-being. Changes in sleep quantity and qual
ity together with autonomic reactions are seen when a child is exposed to ambi
ent noise during sleep. Ambient noise exerts a dose-effect relationship on changes 
in sleep/wake behaviours. These reflect modifications induced within the brain of 
the sleeping child. It remains, however, to be determined what pervasive effects 
long-term exposure to ambient noise has on the child's development, health and 
well-being. Evidence should also be defined to support an enforcement of strate
gies for noise reduction at the source as suggested by some studies. Noise-induced 
health effects on children, a clinical and public health concern, should be evalu
ated by further studies. 

No. dB(A) % res• Type of responses 
ponses 

1 80 
2 60 

70 10 
80 20 

100 60 
3 60 

65 10 
70 40 
4 80 
5 100 

6 100 
7 100 
8 60 
9 120 

10 75 

70 
5 

7 

70 
70 

76 
86 
100 
72 

75 

Nenonates motor response 
Neonates startle response 

Neonates startle response 

Child awake 
Child awake 

Preadolescent awake 
Adolescent awake 
Adult 
Infant awake. 

Infant awake 

Reference 

Steinschneider 1967 
Giideke et al.,1969 

Ashton 1967 

Semczuk 1967 
Busby, Mercier 
and Pivik 1994 

Kahn, Picard and 
Blum, 1986 
Giideke et al., 1969 

Table 1 
Arousal and 
awakening In 
children 
a review of 
the literature 
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Foreword 

Noise has always been an important environmental problem for man. In ancient Rome, rules 
existed as to the noise emitted from the ironed wheels of wagons which battered the stones on 
the pavement, causing disruption of sleep and annoyance to the Romans. In Medieval Europe, 
horse carriages and horse back riding were not allowed during night time in certain cities to 
ensure a peaceful sleep for the inhabitants. However, the noise problems of the past are 
incomparable with those of modern society. An immense number of cars regularly cross our 
cities and the countryside. There are heavily laden lorries with diesel engines, badly silenced 
both for engine and exhaust noise, in cities and on highways day and night. Aircraft and trains 
add to the environmental noise scenario. In industry, machinery emits high noise levels and 
amusement centres and pleasure vehicles distract leisure time relaxation. 

In comparison to other pollutants, the control of environmental noise has been hampered by 
insufficient knowledge of its effects on humans and of dose-response relationships as well as a 
lack of defined criteria. While it has been suggested that noise pollution is primarily a 
"luxury" problem for developed countries, one cannot ignore that the exposure is often higher 
in developing countries, due to bad planning and poor construction of buildings. The effects of 
the noise are just as widespread and the long term consequences for health are the same. In this 
perspective, practical action to limit and control the exposure to environmental noise are 
essential. Such action must be based upon proper scientific evaluation of available data on 
effects, and particularly dose-response relationships. The basis for this is the 
process of risk assessment and risk management. 

The extent of the noise problem is large. In the European Union countries about 40 % of the 
population are exposed to road traffic noise with an equivalent sound pressure level exceeding 55 
dB(A) daytime and 20 % are exposed to levels exceeding 65 dB(A). Taking all exposure to 
transportation noise together about half of the European Union citizens are estimated to live in 
zones which do not ensure acoustical comfort to residents. More than 30 % are exposed at night 
to equivalent sound pressure levels exceeding 55 dB(A) which are disturbing to sleep. The noise 

_,-~ pollution problem is also severe in cities of developing countries and caused mainly by traffic. 
Data collected alongside densely travelled roads were found to have equivalent sound pressure 
levels for 24 hours of 75 to 80 dB(A). 

The scope of WHO's effort to derive guidelines for community noise is to consolidate actual 
scientific knowledge on the health impacts of community noise and to provide guidance to 
environmental health authorities and professional trying to protect people from the harmful 
effects of noise in non-industrial environments. Guidance on the health effects of noise exposure 
of the population has already been given in an early publication of the series of Environmental 
Health Criteria. The health risk to humans from exposure to environmental noise was evaluated 
and guidelines values derived. The issue of noise control and health protection was briefly 
addressed. 
At a WHO/EURO Task Force Meeting in Dusseldorf, Germany, in 1992, the health criteria and 
guideline values were revised and it was agreed upon updated guidelines in consensus. The 
essentials of the deliberations of the Task Force were published by Stockholm University and 
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Karolinska Institute in 1995. In an recent Expert Task Force Meeting convened in April 1999 in 
London, United Kingdom, the Guidelines for Community Noise were extended to provide global 
coverage and applicability, and the issues of noise assessment and control were addressed in 
more detail. This document is the outcome of the consensus deliberations of the WHO Expert 
Task Force. 

Dr Richard Helmer 
Director, Department of Protection of the Human Environment 
Cluster Sustainable Development and Healthy Environments 
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Preface 

Community noise ( also called environmental noise, residential noise or domestic noise) is 
defined as noise emitted from all sources except noise at the industrial workplace. Main sources 
of community noise include road, rail and air traffic, industries, construction and public work, 
and the neighbourhood. The main indoor sources of noise are ventilation systems, office 
machines, home appliances and neighbours. Typical neighbourhood noise comes from premises 
and installations related to the catering trade (restaurant, cafeterias, discotheques, etc.); from live 
or recorded music; sport events including motor sports; playgrounds; car parks; and domestic 
animals such as barking dogs. Many countries have regulated community noise from road and 
rail traffic, construction machines and industrial plants by applying emission standards, and by 
regulating the acoustical properties of buildings. In contrast, few countries have regulations on 
community noise from the neighbourhood, probably due to the lack of methods to define and 
measure it, and to the difficulty of controlling it. In large cities throughout the world, the general 
population is increasingly exposed to community due to the sources mentioned above and the 
health effects of these exposures are considered to be a more and more important public health 
problem. Specific effects to be considered when setting community noise guidelines include: 
interference with communication; noise-induced hearing loss; sleep disturbance effects; 
cardiovascular and psycho-physiological effects; performance reduction effects; annoyance 
responses; and effects on social behaviour. 

Since 1980, the World Health Organization (WHO) has addressed the problem of community 
noise. Health-based guidelines on community noise can serve as the basis for deriving noise 
standards within a framework of noise management. Key issues of noise management include 
abatement options; models for forecasting and for assessing source control action; setting noise 
emission standards for existing and planned sources; noise exposure assessment; and testing the 
compliance of noise exposure with noise immission standards. In 1992, the WHO Regional 
Office for Europe convened a task force meeting which set up guidelines for community noise. 
A preliminary publication of the Karolinska Institute, Stockholm, on behalf of WHO, appeared 
in 1995. This publication served as the basis for the globally applicable Guidelines for 
Community Noise presented in this document. An expert task force meeting was convened by 
WHO in March 1999 in London, United Kingdom, to finalize the guidelines. 
The Guidelines for Community Noise have been prepared as a practical response to the need for 
action on community noise at the local level, as well as the need for improved legislation, 
management and guidance at the national and regional levels. WHO will be pleased to see that 
these guidelines are used widely. Continuing efforts will be made to improve its content and 
structure. It would be appreciated if the users of the Guidelines provide feedback from its use 
and their own experiences. Please send your comments and suggestions on the WHO Guidelines 
for Community Noise - Guideline document to the Department of the Protection of the Human 
Environment, Occupational and Environmental Health, World Health Organization, Geneva, 
Switzerland (Fax: +41 22-791 4123, e-mail: schwelad@who.int). 
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Executive Summary 

1. Introduction 

Community noise (also called environmental noise, residential noise or domestic noise) is 
defined as noise emitted from all sources except noise at the industrial workplace. Main sources 
of community noise include road, rail and air traffic; industries; construction and public work; 
and the neighbourhood. The main indoor noise sources are ventilation systems, office machines, 
home appliances and neighbours. 

In the European Union about 40% of the population is exposed to road traffic noise with an 
equivalent sound pressure level exceeding 55 dB(A) daytime, and 20% are exposed to levels 
exceeding 65 dB(A). \Vhen all transportation noise is considered, more than half of all European 
Union citizens is estimated to live in zones that do not ensure acoustical comfort to residents. At 
night, more than 30% are exposed to equivalent sound pressure levels exceeding 55 dB(A), 
which are disturbing to sleep. Noise pollution is also severe in cities of developing countries. It 
is caused mainly by traffic and alongside densely-travelled roads equivalent sound pressure 
levels for 24 hours can reach 75-80 dB(A). 

In contrast to many other environmental problems, noise pollution continues to grow and it is 
accompanied by an increasing number of complaints from people exposed to the noise. The 
growth in noise pollution is unsustainable because it involves direct, as well as cumulative, 
adverse health effects. It also adversely affects future generations, and has socio-cultural, 
esthetic and economic effects. 

2. Noise sources and measurement 

Physically, there is no distinction between sound and noise. Sound is a sensory perception and 
the complex pattern of sound waves is labeled noise, music, speech etc. Noise is thus defined as 
unwanted sound. 

Most environmental noises can be approximately described by several simple measures. All 
measures consider the frequency content of the sounds, the overall sound pressure levels and the 
variation of these levels with time. Sound pressure is a basic measure of the vibrations of air that 
make up sound. Because the range of sound pressures that human listeners can detect is very 
wide, these levels are measured on a logarithmic scale with units of decibels. Consequently, 
sound pressure levels cannot be added or averaged arithmetically. Also, the sound levels of most 
noises vary with time, and when sound pressure levels are calculated, the instantaneous pressure 
fluctuations must be integrated over some time interval. 

Most environmental sounds are made up of a complex mix of many different frequencies. 
Frequency refers to the number of vibrations per second of the air in ,vhich the sound is 
propagating and it is measured in Hertz (Hz). The audible frequency range is normally 
considered to be 20-20 000 Hz for younger listeners with unimpaired hearing. However, our 
hearing systems are not equally sensitive to all sound frequencies, and to compensate for this 
various types of filters or frequency weighting have been used to determine the relative strengths 
of frequency components making up a particular environmental noise. The A-weighting is most 
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commonly used and weights lower frequencies as less important than mid- and higher
frequencies. It is intended to approximate the frequency response of our hearing system. 

The effect of a combination of noise events is related to the combined sound energy of those 
events (the equal energy principle). The sum of the total energy over some time period gives a 
level equivalent to the average sound energy over that period. Thus, LAeq,T is the energy 
average equivalent level of the A-weighted sound over a period T. LAeq,T should be used to 
measure continuing sounds, such as road traffic noise or types of more-or-less continuous 
industrial noises. However, when there are distinct events to the noise, as with aircraft or 
railway noise, measures of individual events such as the maximum noise level (LAmax), or the 
weighted sound exposure level (SEL), should also be obtained in addition to LAeq,T. Time
varying environmental sound levels have also been described in terms of percentile levels. 

Currently, the recommended practice is to assume that the equal energy principle is 
approximately valid for most types of noise and that a simple LAeq,T measure will indicate the 
expected effects of the noise reasonably well. When the noise consists of a small number of 
discrete events, the A-weighted maximum level (LAmax) is a better indicator of the disturbance 
to sleep and other activities. In most cases, however, the A-weighted sound exposure level 
(SEL) provides a more consistent measure of single-noise events because it is based on 
integration over the complete noise event. In combining day and night LAeq,T values, night
time weightings are often added. Night-time weightings are intended to reflect the expected 
increased sensitivity to annoyance at night, but they do not protect people from sleep 
disturbance. 

Where there are no clear reasons for using other measures, it is recommended that LAeq, T be 
used to evaluate more-or-less continuous environmental noises. Where the noise is principally 
composed of a small number of discrete events, the additional use of LAmax or SEL is 
recommended. There are definite limitations to these simple measures, but there are also many 
practical advantages, including economy and the benefits of a standardized approach. 

3. Adverse health effects of noise 

The health significance of noise pollution is given in chapter 3 of the Guidelines under separate 
headings according to the specific effects: noise-induced hearing impairment; interference with 
speech communication; disturbance of rest and sleep; psychophysiological, mental-health and 
performance effects; effects on residential behaviour and annoyance; and interference with 
intended activities. This chapter also considers vulnerable groups and the combined effects of 
mixed noise sources. 

Hearing impairment is typically defined as an increase in the threshold of hearing. Hearing 
deficits may be accompanied by tinnitus (ringing in the ears). Noise-induced hearing impairment 
occurs predominantly in the higher frequency range of 3 000-6 000 Hz, with the largest effect at 
4 000 Hz. But with increasing LAeq,Sh and increasing exposure time, noise-induced hearing 
impairment occurs even at frequencies as lmv as 2 000 Hz. However, hearing impairment is not 
expected to occur at LAeq,Sh levels of 75 dB(A) or below, even for prolonged occupational 
nmse exposure. 

Worldwide, noise-induced hearing impairment is the most prevalent irreversible occupational 
hazard and it is estimated that 120 million people worldwide have disabling hearing difficulties. 
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In developing countries, not only occupational noise but also environmental noise is an 
increasing risk factor for hearing impairment. Hearing damage can also be caused by certain 
diseases, some industrial chemicals, ototoxic drugs, blows to the head, accidents and hereditary 
origins. Hearing deterioration is also associated with the ageing process itself (presbyacusis). 

The extent of hearing impairment in populations exposed to occupational noise depends on the 
value of LAeq,8h, the number of noise-exposed years, and on individual susceptibility. Men and 
women are equally at risk for noise-induced hearing impairment. It is expected that 
environmental and leisure-time noise with a LAeq,24h of 70 dB(A) or below will not cause 
hearing impairment in the large majority of people, even after a lifetime exposure. For adults 
exposed to impulse noise at the workplace, the noise limit is set at peak sound pressure levels of 
140 dB, and the same limit is assumed to be appropriate for environmental and leisure-time 
noise. In the case of children, however, taking into account their habits while playing with noisy 
toys, the peak sound pressure should never exceed 120 dB. For shooting noise with LAeq,24h 
levels greater than 80 dB(A), there may be an increased risk for noise-induced hearing 
impairment. 

The main social consequence of hearing impairment is the inability to understand speech in daily 
living conditions, and this is considered to be a severe social handicap. Even small values of 
hearing impairment (10 dB averaged over 2 000 and 4 000 Hz and over both ears) may adversely 
affect speech comprehension. 

Speech intelligibility is adversely affected by noise. Most of the acoustical energy of speech is in 
the frequency range of 100-6 000 Hz, with the most important cue-bearing energy being 
between 300-3 000 Hz. Speech interference is basically a masking process, in which 
simultaneous interfering noise renders speech incapable of being understood. Environmental 
noise may also mask other acoustical signals that are important for daily life, such as door bells, 
telephone signals, alarm clocks, fire alarms and other warning signals, and music. 

Speech intelligibility in everyday living conditions is influenced by speech level; speech 
pronunciation; talker-to-listener distance; sound level and other characteristics of the interfering 
noise; hearing acuity; and by the level of attention. Indoors, speech communication is also 
affected by the reverberation characteristics of the room. Reverberation times over 1 s produce 
loss in speech discrimination and make speech perception more difficult and straining. For full 
sentence intelligibility in listeners with normal hearing, the signal-to-noise ratio (i.e. the 
difference between the speech level and the sound level of the interfering noise) should be at 
least 15 dB(A). Since the sound pressure level of normal speech is about 50 dB(A), noise with 
sound levels of 35 dB(A) or more interferes with the intelligibility of speech in smaller rooms. 
For vulnerable groups even lower background levels are needed, and a reverberation time below 
0.6 sis desirable for adequate speech intelligibility, even in a quiet environment. 

The inability to understand speech results in a large number of personal handicaps and 
behavioural changes. Particularly vulnerable are the hearing impaired, the elderly, children in the 
process of language and reading acquisition, and individuals who are not familiar with the 
spoken language. 

Sleep disturbance is a major effect of environmental noise. It may cause primary effects during 
sleep, and secondary effects that can be assessed the day after night-time noise exposure. 
Uninterrupted sleep is a prerequisite for good physiological and mental functioning, and the 
primary effects of sleep disturbance are: difficulty in falling asleep; awakenings and alterations 
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of sleep stages or depth; increased blood pressure, heart rate and finger pulse amplitude; 
vasoconstriction; changes in respiration; cardiac arrhythmia; and increased body movements. 
The difference between the sound levels of a noise event and background sound levels, rather 
than the absolute noise level, may determine the reaction probability. The probability of being 
awakened increases with the number of noise events per night. The secondary, or after-effects, 
the following morning or day(s) are: reduced perceived sleep quality; increased fatigue; 
depressed mood or well-being; and decreased performance. 

For a good night's sleep, the equivalent sound level should not exceed 30 dB(A) for continuous 
background noise, and individual noise events exceeding 45 dB(A) should be avoided. In setting 
limits for single night-time noise exposures, the intermittent character of the noise has to be 
taken into account. This can be achieved, for example, by measuring the number of noise events, 
as well as the difference between the maximum sound level and the background sound level. 
Special attention should also be given to: noise sources in an environment with low background 
sound levels; combinations of noise and vibrations; and to noise sources with low-frequency 
components. 

Physiological Functions. In workers exposed to noise, and in people living near airports, 
industries and noisy streets, noise exposure may have a large temporary, as well as permanent, 
impact on physiological functions. After prolonged exposure, susceptible individuals in the 
general population may develop permanent effects, such as hypertension and ischaemic heart 
disease associated with exposure to high sound levels. The magnitude and duration of the effects 
are determined in part by individual characteristics, lifestyle behaviours and environmental 
conditions. Sounds also evoke reflex responses, particularly when they are unfamiliar and have a 
sudden onset. 

Workers exposed to high levels of industrial noise for 5-30 years may show increased blood 
pressure and an increased risk for hypertension. Cardiovascular effects have also been 
demonstrated after long-term exposure to air- and road-traffic with LAeq,24h values of 65-70 
dB(A). Although the associations are weak, the effect is somewhat stronger for ischaemic heart 
disease than for hypertension. Still, these small risk increments are important because a large 
number of people are exposed. 

Mental Illness. Environmental noise is not believed to cause mental illness directly, but it is 
assumed that it can accelerate and intensify the development of latent mental disorders. 
Exposure to high levels of occupational noise has been associated with development of neurosis, 
but the findings on environmental noise and mental-health effects are inconclusive. 
Nevertheless, studies on the use of drugs such as tranquillizers and sleeping pills, on psychiatric 
symptoms and on mental hospital admission rates, suggest that community noise may have 
adverse effects on mental health. 

Performance. It has been shown, mainly in workers and children, that noise can adversely affect 
performance of cognitive tasks. Although noise-induced arousal may produce better 
performance in simple tasks in the short term, cognitive perfom1ance substantially deteriorates 
for more complex tasks. Reading, attention, problem solving and memorization are among the 
cognitive effects most strongly affected by noise. Noise can also act as a distracting stimulus 
and impulsive noise events may produce disruptive effects as a result of startle responses. 

Noise exposure may also produce after-effects that negatively affect performance. In schools 
around airports, children chronically exposed to aircraft noise under-perform in proof reading, in 
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persistence on challenging puzzles, in tests of reading acquisition and in motivational 
capabilities. It is crucial to recognize that some of the adaptation strategies to aircraft noise, and 
the effort necessary to maintain task performance, come at a price. Children from noisier areas 
have heightened sympathetic arousal, as indicated by increased stress hormone levels, and 
elevated resting blood pressure. Noise may also produce impairments and increase in errors at 
work, and some accidents may be an indicator of performance deficits. 

Social and Behavioural Effects of Noise; Annoyance. Noise can produce a number of social and 
behavioural effects as well as annoyance. These effects are often complex, subtle and indirect 
and many effects are assumed to result from the interaction of a number of non-auditory 
variables. The effect of community noise on annoyance can be evaluated by questionnaires or by 
assessing the disturbance of specific activities. However, it should be recognized that equal 
levels of different traffic and industrial noises cause different magnitudes of annoyance. This is 
because annoyance in populations varies not only with the characteristics of the noise, including 
the noise source, but also depends to a large degree on many non-acoustical factors of a social, 
psychological, or economic nature. The correlation between noise exposure and general 
annoyance is much higher at group level than at individual level. Noise above 80 dB(A) may 
also reduce helping behaviour and increase aggressive behaviour. There is particular concern 
that high-level continuous noise exposures may increase the susceptibility of schoolchildren to 
feelings of helplessness. 

Stronger reactions have been observed when noise is accompanied by vibrations and contains 
low-frequency components, or when the noise contains impulses, such as with shooting noise. 
Temporary, stronger reactions occur when the noise exposure increases over time, compared to a 
constant noise exposure. In most cases, LAeq,24h and Lctn are acceptable approximations of 
noise exposure related to annoyance. However, there is growing concern that all the component 
parameters should be individually assessed in noise exposure investigations, at least in the 
complex cases. There is no consensus on a model for total annoyance due to a combination of 
enviromnental noise sources. 

Combined Effects on Health of Noise from Mixed Sources. Many acoustical environments 
consist of sounds from more than one source, i.e. there are mixed sources, and some 
combinations of effects are common. For example, noise may interfere with speech in the day 
and create sleep disturbance at night. These conditions certainly apply to residential areas 
heavily polluted with noise. Therefore, it is important that the total adverse health load of noise 
be considered over 24 hours, and that the precautionary principle for sustainable development be 
applied. 

Vulnerable Subgroups. Vulnerable subgroups of the general population should be considered 
when recommending noise protection or noise regulations. The types of noise effects, specific 
environments and specific lifestyles are all factors that should be addressed for these subgroups. 
Examples of vulnerable subgroups are: people with particular diseases or medical problems ( e.g. 
high blood pressure); people in hospitals or rehabilitating at home; people dealing with complex 
cognitive tasks; the blind; people with hearing impairment; fetuses, babies and young children; 
and the elderly in general. People with impaired hearing are the most adversely affected with 
respect to speech intelligibility. Even slight hearing impairments in the high-frequency sound 
range may cause problems with speech perception in a noisy environment. A majority of the 
population belongs to the subgroup that is vulnerable to speech interference. 
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4. Guideline values 

In chapter 4, guideline values are given for specific health effects of noise and for specific 
environments. 

Specific health effects. 

Interference with Speech Perception. A majority of the population is susceptible to speech 
interference by noise and belongs to a vulnerable subgroup. Most sensitive are the elderly and 
persons with impaired hearing. Even slight hearing impairments in the high-frequency range 
may cause problems with speech perception in a noisy environment. From about 40 years of 
age, the ability of people to interpret difficult, spoken messages with low linguistic redundancy is 
impaired compared to people 20-30 years old. It has also been shown that high noise levels and 
long reverberation times have more adverse effects in children, who have not completed 
language acquisition, than in young adults. 

When listening to complicated messages ( at school, foreign languages, telephone conversation) 
the signal-to-noise ratio should be at least 15 dB with a voice level of 50 dB(A). This sound 
level corresponds on average to a casual voice level in both women and men at 1 m distance. 
Consequently, for clear speech perception the background noise level should not exceed 35 
dB(A). In classrooms or conference rooms, where speech perception is of paramount 
importance, or for sensitive groups, background noise levels should be as low as possible. 
Reverberation times below 1 s are also necessary for good speech intelligibility in smaller rooms. 
For sensitive groups, such as the elderly, a reverberation time below 0.6 s is desirable for 
adequate speech intelligibility even in a quiet environment. 

Hearing Impairment. Noise that gives rise to hearing impairment is by no means restricted to 
occupational situations. High noise levels can also occur in open air concerts, discotheques, 
motor sports, shooting ranges, in dwellings from loudspeakers, or from leisure activities. Other 
important sources of loud noise are headphones, as well as toys and fireworks which can emit 
impulse noise. The ISO standard 1999 gives a method for estimating noise-induced hearing 
impairment in populations exposed to all types of noise ( continuous, intermittent, impulse) 
during working hours. However, the evidence strongly suggests that this method should also be 
used to calculate hearing impairment due to noise exposure from environmental and leisure time 
activities. The ISO standard 1999 implies that long-term exposure to LAeq,24h noise levels of 
up to 70 dB(A) will not result in hearing impairment. To avoid hearing loss from impulse noise 
exposure, peak sound pressures should never exceed 140 dB for adults, and 120 dB for children. 

Sleep Disturbance. Measurable effects of noise on sleep begin at LAeq levels of about 30 dB. 
However, the more intense the background noise, the more disturbing is its effect on sleep. 
Sensitive groups mainly include the elderly, shift ,vorkers, people with physical or mental 
disorders and other individuals ,vho have difficulty sleeping. 

Sleep disturbance from intermittent noise events increases with the maximum noise level. Even 
if the total equivalent noise level is fairly low, a small number of noise events with a high 
maximum sound pressure level will affect sleep. Therefore, to avoid sleep disturbance, 
guidelines for community noise should be expressed in terms of the equivalent sound level of the 
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noise, as well as in terms of maximum noise levels and the number of noise events. It should be 
noted that low-frequency noise, for example, from ventilation systems, can disturb rest and sleep 
even at low sound pressure levels. 

When noise is continuous, the equivalent sound pressure level should not exceed 30 dB(A) 
indoors, if negative effects on sleep are to be avoided. For noise with a large proportion of low
frequency sound a still lower guideline value is recommended. When the background noise is 
low, noise exceeding 45 dB LAmax should be limited, if possible, and for sensitive persons an 
even lower limit is preferred. Noise mitigation targeted to the first part of the night is believed to 
be an effective means for helping people fall asleep. It should be noted that the adverse effect of 
noise partly depends on the nature of the source. A special situation is for newborns in 
incubators, for which the noise can cause sleep disturbance and other health effects. 

Reading Acquisition. Chronic exposure to noise during early childhood appears to impair 
reading acquisition and reduces motivational capabilities. Evidence indicates that the longer the 
exposure, the greater the damage. Of recent concern are the concomitant psychophysiological 
changes (blood pressure and stress hormone levels). There is insufficient information on these 
effects to set specific guideline values. It is clear, however, that daycare centres and schools 
should not be located near major noise sources, such as highways, airports, and industrial sites. 

Annoyance. The capacity of a noise to induce annoyance depends upon its physical 
characteristics, including the sound pressure level, spectral characteristics and variations of these 
properties with time. During daytime, few people are highly annoyed at LAeq levels below 55 
dB(A), and few are moderately annoyed at LAeq levels below 50 dB(A). Sound levels during 
the evening and night should be 5-10 dB lower than during the day. Noise with low-frequency 
components require lower guideline values. For intermittent noise, it is emphasized that it is 
necessary to take into account both the maximum sound pressure level and the number of noise 
events. Guidelines or noise abatement measures should also take into account residential 
outdoor activities. 

Social Behaviour. The effects of environmental noise may be evaluated by assessing its 
interference with social behavior and other activities. For many community noises, interference 
with rest/recreation/watching television seem to be the most important effects. There is fairly 
consistent evidence that noise above 80 dB(A) causes reduced helping behavior, and that loud 
noise also increases aggressive behavior in individuals predisposed to aggressiveness. In 
schoolchildren, there is also concern that high levels of chronic noise contribute to feelings of 
helplessness. Guidelines on this issue, together with cardiovascular and mental effects, must 
await further research. 

Specific environments. 

A noise measure based only on energy sunmiation and expressed as the conventional equivalent 
measure, LAeq, is not enough to characterize most noise environments. It is equally important to 
measure the maximum values of noise fluctuations, preferably combined with a measure of the 
number of noise events. If the noise includes a large proportion of low-frequency components, 
still lower values than the guideline values below will be needed. \\lhen prominent low
frequency components are present, noise measures based on A-weighting are inappropriate. The 
difference between dB(C) and dB(A) will give crude inforn1ation about the presence of low
frequency components in noise, but if the difference is more than 10 dB, it is recommended that 
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a frequency analysis of the noise be performed. It should be noted that a large proportion of low
frequency components in noise may increase considerably the adverse effects on health. 

In Dwellings. The effects of noise in dwellings, typically, are sleep disturbance, annoyance and 
speech interference. For bedrooms the critical effect is sleep disturbance. Indoor guideline 
values for bedrooms are 30 dB LAeq for continuous noise and 45 dB LAmax for single sound 
events. Lower noise levels may be disturbing depending on the nature of the noise source. At 
night-time, outside sound levels about 1 metre from facades of living spaces should not exceed 
45 dB LAeq, so that people may sleep with bedroom windows open. This value was obtained by 
assuming that the noise reduction from outside to inside with the window open is 15 dB. To 
enable casual conversation indoors during dayiime, the sound level of interfering noise should 
not exceed 35 dB LAeq. The maximum sound pressure level should be measured with the sound 
pressure meter set at "Fast". 

To protect the majority of people from being seriously annoyed during the daytime, the outdoor 
sound level from steady, continuous noise should not exceed 55 dB LAeq on balconies, terraces 
and in outdoor living areas. To protect the majority of people from being moderately annoyed 
during the daytime, the outdoor sound level should not exceed 50 dB LAeq. Where it is practical 
and feasible, the lower outdoor sound level should be considered the maximum desirable sound 
level for new development. 

In Schools and Preschools. For schools, the critical effects of noise are speech interference, 
disturbance of information extraction ( e.g. comprehension and reading acquisition), message 
communication and annoyance. To be able to hear and understand spoken messages in class 
rooms, the background sound level should not exceed 35 dB LAeq during teaching sessions. For 
hearing impaired children, a still lower sound level may be needed. The reverberation time in 
the classroom should be about 0.6 s, and preferably lower for hearing impaired children. For 
assembly halls and cafeterias in school buildings, the reverberation time should be less than 1 s. 
For outdoor playgrounds the sound level of the noise from external sources should not exceed 55 
dB LAeq, the same value given for outdoor residential areas in daytime. 

For preschools, the same critical effects and guideline values apply as for schools. In bedrooms 
in preschools during sleeping hours, the guideline values for bedrooms in dwellings should be 
used. 

In Hospitals. For most spaces in hospitals, the critical effects are sleep disturbance, annoyance, 
and communication interference, including warning signals. The LAmax of sound events during 
the night should not exceed 40 dB(A) indoors. For ward rooms in hospitals, the guideline values 
indoors are 30dB LAeq, together with 40 dB LAmax during night. During the day and evening 
the guideline value indoors is 30 dB LAeq. The maximum level should be measured with the 
sound pressure instrument set at "Fast". 

Since patients have less ability to cope with stress, the LA.eq level should not exceed 35 dB in 
most rooms in which patients are being treated or observed. Attention should be given to the 
sound levels in intensive care units and operating theaters. Sound inside incubators may result in 
health problems for neonates, including sleep disturbance, and may also lead to hearing 
impairment. Guideline values for sound levels in incubators must await future research. 

Ceremonies, Festivals and Entertainment Events. In many countries, there are regular 
ceremonies, festivals and entertainment events to celebrate life periods. Such events typically 
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produce loud sounds, including music and impulsive sounds. There is widespread concern about 
the effect of loud music and impulsive sounds on young people who frequently attend concerts, 
discotheques, video arcades, cinemas, amusement parks and spectator events. At these events, 
the sound level typically exceeds 100 dB LAeq. Such noise exposure could lead to significant 
hearing impairment after frequent attendances. 

Noise exposure for employees of these venues should be controlled by established occupational 
standards; and at the very least, the same standards should apply to the patrons of these premises. 
Patrons should not be exposed to sound levels greater than 100 dB LAeq during a four-hour 
period more than four times per year. To avoid acute hearing impairment the LAmax should 
always be below 110 dB. 

Headphones. To avoid hearing impairment from music played back in headphones, in both 
adults and children, the equivalent sound level over 24 hours should not exceed 70 dB(A). This 
implies that for a daily one hour exposure the LAeq level should not exceed 85 dB(A). To avoid 
acute hearing impairment LAmax should always be belmv 110 dB(A). The exposures are 
expressed in free-field equivalent sound level. 

Toys, Fireworks and Firearms. To avoid acute mechanical damage to the inner ear from 
impulsive sounds from toys, fireworks and firearms, adults should never be exposed to more than 
140 dB(lin) peak sound pressure level. To account for the vulnerability in children when 
playing, the peak sound pressure produced by toys should not exceed 120 dB(lin), measured 
close to the ears (100 mm). To avoid acute hearing impairment LAmax should always be below 
110 dB(A). 

Parkland and Conservation Areas. Existing large quiet outdoor areas should be preserved and 
the signal-to-noise ratio kept low. 

Table 1 presents the WHO guideline values arranged according to specific environments and 
critical health effects. The guideline values consider all identified adverse health effects for the 
specific environment. An adverse effect of noise refers to any temporary or long-term 
impairment of physical, psychological or social functioning that is associated with noise 
exposure. Specific noise limits have been set for each health effect, using the lowest noise level 
that produces an adverse health effect (i.e. the critical health effect). Although the guideline 
values refer to sound levels impacting the most exposed receiver at the listed environments, they 
are applicable to the general population. The time base for LAeq for "dayiime" and "night-time" 
is 12-16 hours and 8 hours, respectively. No time base is given for evenings, but typically the 
guideline value should be 5-10 dB lower than in the dayiime. Other time bases are 
recommended for schools, preschools and playgrounds, depending on activity. 

It is not enough to characterize the noise environment in terms of noise measures or indices 
based only on energy summation ( e.g., LAeq), because different critical health effects require 
different descriptions. It is equally important to display the maximum values of the noise 
fluctuations, preferably combined with a measure of the number of noise events. A separate 
characterization of night-time noise exposures is also necessary. For indoor environments, 
reverberation time is also an important factor for things such as speech intelligibility. If the 
noise includes a large proportion of low-frequency components, still lower guideline values 
should be applied. Supplementary to the guideline values given in Table 1, precautions should 
be taken for vulnerable groups and for noise of certain character (e.g. low-frequency 
components, low background noise). 
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Table 1: Guideline values for community noise in specific environments. 

Specific Critical health effect(s) LAeq Time LAmax 

environment [dB(A)] base fast 
[hours] [dB] 

Outdoor living area Serious annoyance, daytime and evening 55 16 -
Moderate annoyance, daytime and evening 50 16 -

Dwelling, indoors Speech intelligibility & moderate annoyance, 35 16 
daytime & evening 

Inside bedrooms Sleep disturbance, night-time 30 8 45 
Outside bedrooms Sleep disturbance, window open 45 8 60 

( outdoor values) 
School class rooms Speech intelligibility, 35 during -
& pre-schools, disturbance of information extraction, class 
indoors message communication 
Pre-school Sleep disturbance 30 sleeping- 45 
bedrooms, indoor time 
School, playground Annoyance ( exi:emal source) 55 during -
outdoor play 
Hospital, ward Sleep disturbance, night-time 30 8 40 
rooms, indoors Sleep disturbance, daytime and evenings 30 16 -

Hospitals, treatment Interference with rest and recovery #1 
rooms, indoors 
Industrial, Hearing impairment 70 24 110 
commercial 
shopping and traffic 
areas, indoors and 
outdoors 
Ceremonies, festivals Hearing impairment (patrons:<5 times/year) 100 4 110 
and entertainment 
events 
Public addresses, Hearing impairment 85 1 110 
indoors and outdoors 

Music and other Hearing impairment (free-field value) 85 #4 1 110 
sounds through 
headphones/ 
earphones 

Impulse sounds from Hearing impairment (adults) - - 140 
toys, fireworks and #2 
firearms Hearing impairment (children) - - 120 

#2 
Outdoors in parkland Disruption of tranquillity #3 
and conservations 
areas 

#1: As low as possible. 
#2: Peak sound pressure (not LAF, max) measured 100 mm from the ear. 
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#3: Existing quiet outdoor areas should be preserved and the ratio of intruding noise to natural background sound 
should be kept low. 

#4: Under headphones, adapted to free-field values. 

5. Noise Management 

Chapter 5 is devoted to noise management with discussions on: strategies and priorities in 
managing indoor noise levels; noise policies and legislation; the impact of environmental noise; 
and on the enforcement of regulatory standards. 

The fundamental goals of noise management are to develop criteria for deriving safe noise 
exposure levels and to promote noise assessment and control as part of environmental health 
programmes. These basic goals should guide both international and national policies for noise 
management. The United Nation's Agenda 21 supports a number of environmental management 
principles on which government policies, including noise management policies, can be based: the 
principle of precaution; the "polluter pays" principle; and noise prevention. In all cases, noise 
should be reduced to the lowest level achievable in the particular situation. When there is a 
reasonable possibility that the public health will be endangered, even though scientific proof may 
be lacking, action should be taken to protect the public health, without awaiting the full scientific 
proof. The full costs associated with noise pollution (including monitoring, management, 
lowering levels and supervision) should be met by those responsible for the source of noise. 
Action should be taken where possible to reduce noise at the source. 

A legal framework is needed to provide a context for noise management. National noise 
standards can usually be based on a consideration of international guidelines, such as these 
Guidelines for Community Noise, as vvell as national criteria documents, which consider dose
response relationships for the effects of noise on human health. National standards take into 
account the technological, social, economic and political factors within the country. A staged 
program of noise abatement should also be implemented to achieve the optimum health 
protection levels over the long term. 

Other components of a noise management plan include: noise level monitoring; noise exposure 
mapping; exposure modeling; noise control approaches (such as mitigation and precautionary 
measures); and evaluation of control options. Many of the problems associated with high noise 
levels can be prevented at low cost, if governments develop and implement an integrated strategy 
for the indoor environment, in concert ,vith all social and economic partners. Governments 
should establish a "National Plan for a Sustainable Noise Indoor Environment" that applies both 
to new construction as well as to existing buildings. 

The actual priorities in rational noise management will differ for each country. Priority setting in 
noise management refers to prioritizing the health risks to be avoided and concentrating on the 
most important sources of noise. Different countries have adopted a range of approaches to 
noise control, using different policies and regulations. A number of these are outlined in chapter 
5 and Appendix 2, as examples. It is evident that noise emission standards have proven 
insufficient and that the trends in noise pollution are unsustainable. 
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The concept of environmental an environmental noise impact analysis is central to the 
philosophy of managing environmental noise. Such an analysis should be required before 
implementing any project that would significantly increase the level of environmental noise in a 
community (typically, greater than a 5 dB increase). The analysis should include: a baseline 
description of the existing noise environment; the expected level of noise from the new source; 
an assessment of the adverse health effects; an estin1ation of the population at risk; the 
calculation of exposure-response relationships; an assessment of risks and their acceptability; 
and a cost-benefit analysis. 

Noise management should: 
1. Start monitoring human exposures to noise. 
2. Have health control require mitigation of noise immissions, and not just of noise source 

emissions. The following should be taken into consideration: 
- specific environments such as schools, playgrounds, homes, hospitals. 
- environments with multiple noise sources, or which may amplify the effects of 

n01se. 
- sensitive time periods such as evenings, nights and holidays. 
- groups at high risk, such as children and the hearing impaired. 

3. Consider the noise consequences when planning transport systems and land use. 
4. Introduce surveillance systems for noise-related adverse health effects. 
5. Assess the effectiveness of noise policies in reducing adverse health effects and exposure, 

and in improving supportive "soundscapes". 
6. Adopt these Guidelines for Community Noise as intermediary targets for improving 

human health. 
7. Adopt precautionary actions for a sustainable development of the acoustical 

environments. 

Conclusions and recommendations 

In chapter 6 are discussed: the implementation of the guidelines; further WHO work on noise; 
and research needs are recommended. 

Implementation. For implementation of the guidelines it is recommended that: 

• Governments should protection the population from community noise and consider it an 
integral part of their policy of environmental protection. 

• Governments should consider implementing action plans with short-term, medium-term 
and long-term objectives for reducing noise levels. 

• Governments should adopt the Health Guidelines for Community Noise values as targets 
to be achieved in the long-term. 

• Governments should include noise as an important public health issue in environmental 
impact assessments. 

• Legislation should be put in place to allow for the reduction of sound levels. 
• Existing legislation should be enforced. 
• Municipalities should develop lmv noise implementation plans. 
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• Cost-effectiveness and cost-benefit analyses should be considered potential instruments 
for meaningful management decisions. 

• Governments should support more policy-relevant research. 

Future Work. The Expert Task Force ,vorked out several suggestions for future work for the 
WHO in the field of community noise. WHO should: 

• 
• 
• 

• 

• 

• 

• 

Provide leadership and technical direction in defining future noise research priorities . 
Organize workshops on how to apply the guidelines . 
Provide leadership and coordinate international efforts to develop techniques for 
designing supportive sound environments (e.g. "soundscapes"). 
Provide leadership for programs to assess the effectiveness of health-related noise 
policies and regulations. 
Provide leadership and technical direction for the development of sound methodologies 
for environmental and health impact plans. 
Encourage further investigation into using noise exposure as an indicator of 
environmental deterioration (e.g. black spots in cities). 
Provide leadership and technical support, and advise developing countries to facilitate 
development of noise policies and noise management. 

Research and Development. A major step forward in raising the awareness of both the public 
and of decision makers is the recommendation to concentrate more research and development on 
variables which have monetary consequences. This means that research should consider not only 
dose-response relationships between sound levels, but also politically relevant variables, such as 
noise-induced social handicap; reduced productivity; decreased performance in learning; 
workplace and school absenteeism; increased drug use; and accidents. 

In Appendices 1-6 are given: bibliographic references; examples of regional noise situations 
(African Region, American Region, Eastern Mediterranean Region, South East Asian Region, 
Western Pacific Region); a glossary; a list of acronyms; and a list of participants. 
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1. Introduction 

Community noise ( also called environmental noise, residential noise or domestic noise) is 
defined as noise emitted from all sources, except noise at the industrial workplace. Main sources 
of community noise include road, rail and air traffic, industries, construction and public work, 
and the neighbourhood. Typical neighbourhood noise comes from premises and installations 
related to the catering trade (restaurant, cafeterias, discotheques, etc.); from live or recorded 
music; from sporting events including motor sports; from playgrounds and car parks; and from 
domestic animals such as barking dogs. The main indoor sources are ventilation systems, office 
machines, home appliances and neighbours. Although many countries have regulations on 
community noise from road, rail and air traffic, and from construction and industrial plants, few 
have regulations on neighbourhood noise. This is probably due to the lack of methods to define 
and measure it, and to the difficulty of controlling it. In developed countries, too, monitoring of 
compliance with, and enforcement of, noise regulations are weak for lower levels of urban noise 
that correspond to occupationally controlled levels (>85 dB LAeq,8h; Frank 1998). 
Recommended guideline values based on the health effects of noise, other than occupationally
induced effects, are often not taken into account. 

The extent of the community noise problem is large. In the European Union about 40% of the 
population is exposed to road traffic noise with an equivalent sound pressure level exceeding 55 
dBA daytime; and 20% is exposed to levels exceeding 65 dBA (Lambert & Vallet 19 1994). 
When all transportation noise is considered, about half of all European Union citizens live in 
zones that do not ensure acoustical comfort to residents. At night, it is estimated that more than 
30% is exposed to equivalent sound pressure levels exceeding 55 dBA, which are disturbing to 
sleep. The noise pollution problem is also severe in the cities of developing countries and is 
caused mainly by traffic. Data collected alongside densely traveled roads were found to have 
equivalent sound pressure levels for 24 hours of 75-80 dBA (e.g. National Environment Board 
Thailand 19 1990; Mage & Walsh 19 1998). 

(a) In contrast to many other environmental problems, noise pollution continues to grow, 
accompanied by an increasing number of complaints from affected individuals. Most 
people are typically exposed to several noise sources, with road traffic noise being a 
dominant source (OECD-ECMT 19 1995). Population growth, urbanization and to a 
large extent technological development are the main driving forces, and future 
enlargements of highway systems, international airports and railway systems will only 
increase the noise problem. Viewed globally, the growth in urban environmental noise 
pollution is unsustainable, because it involves not simply the direct and cumulative 
adverse effects on health. It also adversely affects future generations by degrading 
residential, social and learning environments, with corresponding economical losses 
(Berglund 1998). Thus, noise is not simply a local problem, but a global issue that 
affects everyone (Lang 1999; Sandberg 1999) and calls for precautionary action in any 
environmental planning situation. 

The objective of the World Health Organization (\1/HO) is the attainment by all peoples of the 
highest possible level of health. As the first principle of the WHO Constitution the definition of 
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'health' is given as: "A state of complete physical, mental and social well-being and not merely 
the absence of disease or infirmity". This broad definition of health embraces the concept of 
well-being and, thereby, renders noise impacts such as population annoyance, interference with 
communication, and impaired task performance as 'health' issues. In 1992, a WHO Task Force 
also identified the following specific health effects for the general population that may result 
from community noise: interference with communication; annoyance responses; effects on sleep, 
and on the cardiovascular and psychophysiological systems; effects on performance, 
productivity, and social behavior; and noise-induced hearing impairment (WHO 1993; Berglund 
& Lindvall 1995; cf WHO 1980). Hearing damage is expected to result from both occupational 
and environmental noise, especially in developing countries, where compliance with noise 
regulation is known to be weak (Smith 1998). 

Noise is likely to continue as a major issue well into the next century, both in developed and in 
developing countries. Therefore, strategic action is urgently required, including continued noise 
control at the source and in local areas. Most importantly, joint efforts among countries are 
necessary at a system level, in regard to the access and use of land, airspace and seawaters, and 
in regard to the various modes of transportation. Certainly, mankind would benefit from societal 
reorganization towards healthy transport. To understand noise we must understand the different 
types of noise and how we measure it, where noise comes from and the effects of noise on 
human beings. Furthermore, noise mitigation, including noise management, has to be actively 
introduced and in each case the policy implications have to be evaluated for efficiency. 

This document is organized as follows. In Chapter 2 noise sources and measurement are 
discussed, including the basic aspects of source characteristics, sound propagation and 
transmission. In Chapter 3 the adverse health effects of noise are characterized. These include 
noise-induced hearing impairment, interference with speech communication, sleep disturbance, 
cardiovascular and physiological effects, mental health effects, performance effects, and 
annoyance reactions. This chapter is rounded out by a consideration of combined noise sources 
and their effects, and a discussion of vulnerable groups. In Chapter 4 the Guideline values are 
presented. Chapter 5 is devoted to noise management. Included are discussions of: strategies 
and priorities in the management of indoor noise levels; noise policies and legislation; 
environmental noise impact; and enforcement of regulatory standards. In Chapter 6 
implementation of the WHO Guidelines is discussed, as well as future WHO work on noise and 
its research needs. In Appendices 1-6 are given: bibliographic references; examples of regional 
noise situations (African Region, American Region, Eastern Mediterranean Region, South East 
Asian Region, Western Pacific Region); a glossary; a list of acronyms; and a list of participants. 
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2. Noise sources and their measurement 

2.1.Basic Aspects of Acoustical Measurements 

Most environmental noises can be approximately described by one of several simple measures. 
They are all derived from overall sound pressure levels, the variation of these levels with time 
and the frequency of the sounds. Ford (1987) gives a more extensive review of various 
environmental noise measures. Technical definitions are found in the glossary in Appendix 3. 

2.1.1. Sound pressure level 

The sound pressure level is a measure of the air vibrations that make up sound. All measured 
sound pressures are referenced to a standard pressure that corresponds roughly to the threshold of 
hearing at 1 000 Hz. Thus, the sound pressure level indicates how much greater the measured 
sound is than this threshold of hearing. Because the human ear can detect a wide range of sound 
pressure levels (10-102 Pascal (Pa)), they are measured on a logarithmic scale with units of 
decibels ( dB). A more technical definition of sound pressure level is found in the glossary. 

The sound pressure levels of most noises vary with time. Consequently, in calculating some 
measures of noise, the instantaneous pressure fluctuations must be integrated over some time 
interval. To approximate the integration time of our hearing system, sound pressure meters have 
a standard Fast response time, which corresponds to a time constant of 0.125 s. Thus, all 
measurements of sound pressure levels and their variation over time should be made using the 
Fast response time, to provide sound pressure measurements more representative of human 
hearing. Sound pressure meters may also include a Slow response time with a time constant of 1 
s, but its sole purpose is that one can more easily estimate the average value of rapidly 
fluctuating levels. Many modem meters can integrate sound pressures over specified periods and 
provide average values. It is not recommended that the Slmv response time be used when 
integrating sound pressure meters are available. 

Because sound pressure levels are measured on a logarithmic scale they cannot be added or 
averaged arithmetically. For example, adding two sounds of equal pressure levels results in a 
total pressure level that is only 3 dB greater than each individual sound pressure level. 
Consequently, when two sounds are combined the resulting sound pressure level will be 
significantly greater than the individual sound levels only if the t\vo sounds have similar pressure 
levels. Details for combining sound pressure levels are given in Appendix 2. 

2.1.2. Frequency and frequency weighting 

The unit of frequency is the Hertz (Hz), and it refers to the number of vibrations per second of 
the air in which the sound is propagating. For tonal sounds, frequency is associated with the 
perception of pitch. For example, orchestras often tune to the frequency of 440 Hz. Most 
environmental sounds, however, are made up of a complex mix of many different frequencies. 
They may or may not have discrete frequency components superimposed on noise with a broad 
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frequency spectrum (i.e. sound with a broad range of frequencies). The audible frequency range 
is normally considered to range from 20-20 000 Hz. Below 20 Hz we hear individual sound 
pulses rather than recognizable tones. Hearing sensitivity to higher frequencies decreases with 
age and exposure to noise. Thus, 20 000 Hz represents an upper limit of audibility for younger 
listeners with unimpaired hearing. 

Our hearing systems are not equally sensitive to all sound frequencies (ISO 1987a). Thus, not all 
frequencies are perceived as being equally loud at the same sound pressure level, and when 
calculating overall environmental noise ratings it is necessary to consider sounds at some 
frequencies as more important than those at other frequencies. Detailed frequency analyses are 
commonly performed with standard sets of octave or 1/3 octave bandwidth filters. Alternatively, 
Fast Fourier Transform techniques or other types of filters can be used to determine the relative 
strengths of the various frequency components making up a particular environmental noise. 

Frequency weighting networks provide a simpler approach for weighting the importance of 
different frequency components in one single number rating. The A-weighting is most 
commonly used and is intended to approximate the frequency response of our hearing system. It 
weights lower frequencies as less important than mid- and higher-frequency sounds. C
weighting is also quite common and is a nearly flat frequency response with the extreme high 
and low frequencies attenuated. When no frequency analysis is possible, the difference between 
A-weighted and C-weighted levels gives an indication of the amount oflow frequency content in 
the measured noise. When the sound has an obvious tonal content, a correction to account for 
the additional annoyance may be used (ISO 1987b). 

2.1.3. Equivalent continuous sound pressure level 

According to the equal energy principle, the effect of a combination of noise events is related to 
the combined sound energy of those events. Thus, measures such as the equivalent continuous 
sound pressure level (LAeq, T) sum up the total energy over some time period (T) and give a 
level equivalent to the average sound energy over that period. Such average levels are usually 
based on integration of A-weighted levels. Thus LAeq,T is the average energy equivalent level 

.~-. of the A-weighted sound over a period T. 

2.1.4. Individual noise events 

It is often desired to measure the maximum level (LAmax) of individual noise events. For cases 
such as the noise from a single passing vehicle, LAmax values should be measured using the 
Fast response time because it ,vill give a good correlation ,vith the integration of loudness by our 
hearing system. However, for very short-duration impulsive sounds it is often desirable to 
measure the instantaneous peak amplitude to assess potential hearing-damage risk. If actual 
instantaneous pressure cannot be determined, then a time-integrated 'peak' level with a time 
constant of no more than 0.05 ms should be used (ISO 1987b). Such peak readings are often 
made using the C- (or linear) frequency weightings. 

Alternatively, discrete sound events can be evaluated in terms of their A-weighted sound 
exposure level (SEL, for defintion see appendix 5). The total amount of sound energy in a 
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particular event is assessed by the SEL. One can add up the SEL values of individual events to 
calculate a LAeq,T over some time period, T, of interest. In some cases the SEL may provide 
more consistent evaluations of individual noise events because they are derived from the 
complete history of the event and not just one maximum value. However, A-weighted SEL 
measurements have been shown to be inadequate for assessing the (perceived) loudness of 
complex impulsive sounds, such as those from large and small weapons (Berglund et al. 1986). 
In contrast, C-weighted SEL values have been found useful for rating impulsive sounds such as 
gun shots (Vos 1996; Buchta 1996; ISO 1987b). 

2.1.5. Choice of noise measure 

LAeq, T should be used to measure continuing sounds such as road traffic noise, many types of 
industrial noises and noise from ventilation systems in buildings. When there are distinct events 
to the noise such as with aircraft or raihvay noise, measures of the individual events should be 
obtained (using, for example, LAmax or SEL), in addition to LAeq,T measurements. 

In the past, time-varying environmental sound levels have also been described in terms of 
percentile levels. These are derived from a statistical distribution of measured sound levels over 
some period. For example, LIO is the A-weighted level exceeded 10% of the time. LIO values 
have been widely used to measure road-traffic noise, but they are usually found to be highly 
correlated measures of the individual events, as are LAmax and SEL. L90 or L95 can be used as 
a measure of the general background sound pressure level that excludes the potentially 
confounding influence of particular local noise events. 

2.1. 6. Sound and noise 

Physically, there is no distinction between sound and noise: sound is a sensory perception 
evoked by physiological processes in the auditory brain. The complex pattern of sound waves is 
perceptually classified as "Gestalts" and are labeled as noise, music, speech, etc. Consequently, 
it is not possible to define noise exclusively on the basis of the physical parameters of sound. 
Instead, it is common practice to define noise simply as unwanted sound. However, in some 
situations noise may adversely affect health in the form of acoustical energy. 

2.2. Sources of Noise 

This section describes various sources of noise that can affect a community. Namely, noise from 
industry, transportation, and from residential and leisure areas. It should be noted that equal 
values of LAeq, T for different sources do not ahvays imply the same expected effect. 

2.2.1. Industrial noise 

Mechanized industry creates serious noise problems. It is responsible for intense noise indoors 
as well as outdoors. This noise is due to machinery of all kinds and often increases with the 
power of the machines. Sound generation mechanisms of machinery are reasonably well 
understood. The noise may contain predominantly lmv or high frequencies, tonal components, 
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be impulsive or have unpleasant and disruptive temporal sound patterns. Rotating and 
reciprocating machines generate sound that includes tonal components; and air-moving 
equipment tends also to generate noise with a wide frequency range. The high sound pressure 
levels are caused by components or gas flows that move at high speed (for example, fans, steam 
pressure relief valves), or by operations involving mechanical impacts (for example, stamping, 
riveting, road breaking). Machinery should preferably be silenced at the source. 

Noise from fixed installations, such as factories or construction sites, heat pumps and ventilation 
systems on roofs, typically affect nearby communities. Reductions may be achieved by 
encouraging quieter equipment or by zoning of land into industrial and residential areas. 
Requirements for passive (sound insulating enclosures) and active noise control, or restriction of 
operation time, may also be effective. 

2.2.2. Transportation noise 

Transportation noise is the main source of environmental noise pollution, including road traffic, 
rail traffic and air traffic. As a general rule, larger and heavier vehicles emit more noise than 
smaller and lighter vehicles. Exceptions would include: helicopters and 2- and 3-wheeled road 
vehicles. 

The noise of road vehicles is mainly generated from the engine and from frictional contact 
between the vehicle and the ground and air. In general, road-contact noise exceeds engine noise 
at speeds higher than 60 km/h. The physical principle responsible for generating noise from tire
road contact is less well understood. The sound pressure level from traffic can be predicted from 
the traffic flow rate, the speed of the vehicles, the proportion of heavy vehicles, and the nature of 
the road surface. Special problems can arise in areas where the traffic movements involve a 
change in engine speed and power, such as at traffic lights, hills, and intersecting roads; or where 
topography, meteorological conditions and low background levels are unfavourable (for 
example, mountain areas). 

Railway noise depends primarily on the speed of the train, but variations are present depending 
upon the type of engine, wagons, and rails and their foundations, as well as the roughness of 
wheels and rails. Small radius curves in the track, such as may occur for urban trains, can lead to 
very high levels of high-frequency sound referred to as wheel squeal. Noise can be generated in 
stations because of running engines, ,vhistles and loudspeakers, and in marshaling yards because 
of shunting operations. The introduction of high-speed trains has created special noise problems 
with sudden, but not impulsive, rises in noise. At speeds greater than 250 km/h, the proportion 
of high-frequency sound energy increases and the sound can be perceived as similar to that of 
overflying jet aircraft. Special problems can arise in areas close to tunnels, in valleys or in areas 
where the ground conditions help generate vibrations. The long-distance propagation of noise 
from high-speed trains will constitute a problem in the future if otherwise environment-friendly 
railway systems are expanded. 

Aircraft operations generate substantial noise in the vicinity of both commercial and military 
airports. Aircraft takeoffs are known to produce intense noise, including vibration and rattle. 
The landings produce substantial noise in long low-altitude flight corridors. The noise is 
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produced by the landing gear and automatic power regulation, and also when reverse thrust is 
applied, all for safety reasons. In general, larger and heavier aircraft produce more noise than 
lighter aircraft. The main mechanism of noise generation in the early turbojet-powered aircraft 
was the turbulence created by the jet exhaust mixing ,vith the surrounding air. This noise source 
has been significantly reduced in modem high by-pass ratio turbo-fan engines that surround the 
high-velocity jet exhaust with lower velocity airflow generated by the fan. The fan itself can be 
a significant noise source, particularly during landing and taxiing operations. Multi-bladed 
turbo-prop engines can produce relatively high levels of tonal noise. The sound pressure level 
from aircraft is, typically, predicted from the number of aircraft, the types of airplanes, their 
flight paths, the proportions of takeoffs and landings and the atmospheric conditions. Severe 
noise problems may arise at airports hosting many helicopters or smaller aircraft used for private 
business, flying training and leisure purposes. Special noise problems may also arise inside 
airplanes because of vibration. The noise emission from future superjets is unknown. 

A sonic boom consists of a shock wave in the air, generated by an aircraft when it flies at a speed 
slightly greater than the local speed of sound. An aircraft in supersonic flight trails a sonic boom 
that can be heard up to 50 km on either side of its ground track, depending upon the flight 
altitude and the size of the aircraft (Warren 1972). A sonic boom can be heard as a loud double
boom sound. At high intensity it can damage property. 

Noise from military airfields may present particular problems compared to civil airports (von 
Gierke & Harris 1987). For example, when used for night-time flying, for training interrupted 
landings and takeoffs (so-called touch-and-go), or for low-altitude flying. In certain instances, 
including wars, specific military activities introduce other intense noise pollution from heavy 
vehicles (tanks), helicopters, and small and large fire-arms. 

2.2.3. Construction noise and building services noise 

Building construction and excavation work can cause considerable noise emissions. A variety of 
sounds come from cranes, cement mixers, welding, hammering, boring and other work 
processes. Construction equipment is often poorly silenced and maintained, and building 
operations are sometimes carried out without considering the environmental noise consequences. 
Street services such as garbage disposal and street cleaning can also cause considerable 
disturbance if carried out at sensitive times of day. Ventilation and air conditioning plants and 
ducts, heat pumps, plumbing systems, and lifts (elevators), for example, can compromise the 
internal acoustical environment and upset nearby residents. 

2.2.4. Domestic noise and noise from leisure activities 

In residential areas, noise may stem from mechanical devices ( e.g. heat pumps, ventilation 
systems and traffic), as well as voices, music and other kinds of sounds generated by neighbours 
( e.g. lawn movers, vacuum cleaners and other household equipment, music reproduction and 
noisy parties). Aberrant social behavior is a well-recognized noise problem in multifamily 
dwellings, as well as at sites for entertainment (e.g. sports and music events). Due to 
predominantly low-frequency components, noise from ventilation systems in residential 
buildings may also cause considerable concern even at low and moderate sound pressure levels. 
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The use of powered machines in leisure activities is increasing. For example, motor racing, off
road vehicles, motorboats, water skiing, snowmobiles etc., and these contribute significantly to 
loud noises in previously quiet areas. Shooting activities not only have considerable potential for 
disturbing nearby residents, but can also damage the hearing of those taking part. Even tennis 
playing, church bell ringing and other religious activities can lead to noise complaints. 

Some types of indoor concerts and discotheques can produce extremely high sound pressure 
levels. Associated noise problems outdoors result from customers arriving and leaving. Outdoor 
concerts, fireworks and various types of festivals can also produce intense noise. The general 
problem of access to festivals and leisure activity sites often adds to road traffic noise problems. 
Severe hearing impairment may also arise from intense sound produced as music in headphones 
or from children's toys. 

2.3. The Complexity of Noise and Its Practical Implications 

2.3.1. The problem 

One must consider many different characteristics to describe environmental noises completely. 
We can consider the sound pressure level of the noise and how this level varies over a variety of 
periods, ranging from minutes or seconds to seasonal variations over several months. Where 
sound pressure levels vary quite substantially and rapidly, such as in the case of low-level jet 
aircraft, one might also want to consider the rate of change of sound pressure levels (Berry 1995; 
Kerry et al. 1997). At the same time, the frequency content of each noise will also determine its 
effect on people, as will the number of events when there are relatively small numbers of discrete 
noisy events. Combinations of these characteristics determine how each type of environmental 
noise affects people. These effects may be annoyance, sleep disturbance, speech interference, 
increased stress, hearing impairment or other health-related effects. 

Thus, in total there is a very complex multidimensional relationship between the vanous 
characteristics of the environmental noise and the effects it has on people. Unfortunately, we do 
not completely understand all of the complex links between noise characteristics and the 
resulting effects on people. Thus, current practice is to reduce the assessment of environmental 
noise to a small number of quite simple quantities that are known to be reasonably well related to 
the effects of noise on people (LAeq, T for continuing sounds and LAmax or SEL where there are 
a small number of distinct noise events). These simple measures have the distinct advantage that 
they are relatively easy and inexpensive to obtain and hence are more likely to be widely 
adopted. On the other hand, they may ignore some details of the noise characteristics that relate 
to particular types of effects on people. 

2.3.2. Time variation 

There is evidence that the pattern of noise variation with time relates to annoyance (Berglund et 
al. 1976). It has been suggested that the equal-energy principle is a simple concept for obtaining 
a measure representative of the annoyance of a number of noise events. For example, the 
LAeq, T of the noise from a busy road may be a good indicator of the annoyance this noise may 
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cause for nearby residents. However, such a measure may not be very useful for predicting the 
disturbance to sleep of a small number of very noisy aircraft fly-overs. The disturbance caused 
by small numbers of such discrete events is usually better related to maximum sound pressure 
levels and the number of events. 

While using LAeq, T measures is the generally accepted approach, it is still important to 
appreciate the limitations and errors that may occur. For example, some years ago measures that 
assessed the variation of sound pressure levels with time were popular. Subsequently, these have 
been shown not to improve predictions of annoyance with road traffic noise (Bradley 1978). 
However, it is possible that time variations may contribute to explaining the very different 
amounts of annoyance caused by equal LAeq,T levels of road-traffic noise, train noise and 
aircraft noise (cf Miedema & Vos 1998). 

More regular variations of sound pressure levels vvith time have been found to increase the 
annoying aspects of the noise. For example, noises that vary periodically to create a throbbing or 
pulsing sensation can be more disturbing than continuous noise (Bradley 1994b). Research 
suggests that variations at about 4 per second are most disturbing (Zwicker 1989). Noises with 
very rapid onsets could also be more disturbing than indicated by their LAeq, T (Berry 1995; 
Kerry et al. 1997). 

LAeq, T values can be calculated for various time periods and it is very important to specify this 
period. It is quite common to calculate LAeq,T values separately for day- and night-time 
periods. In combining day and night LAeq,T values it is usually assumed that people will be 
more sensitive to noise during the night-time period. A weighting is thus normally added to 
night-time LAeq,T values when calculating a combined measure for a 24 hour period. For 
example, day-night sound pressure measures commonly include a 10 dB night-time weighting. 
Other night-time weightings have been proposed, but it has been suggested that it is not possible 
to determine precisely an optimum value for night-time weightings from annoyance survey 
responses, because of the large variability in responses within groups of people (Fields 1986; see 
also Berglund & Lindvall 1995). Night-time weightings are intended to indicate the expected 
increased sensitivity to annoyance at night and do not protect people from sleep disturbance. 

2.3.3. Frequency content and loudness 

Noise can also be characterized by its frequency content. This can be assessed by various types 
of frequency analysis to determine the relative contributions of the frequency components to the 
total noise. The combined effects of the different frequencies on people, perceived as noise, can 
be approximated by simple frequency weightings. The A-weighting is now widely used to 
obtain an approximate, single-number rating of the combined effects of the various frequencies. 
The A-weighting response is a simplification of an equal-loudness contour. There is a family of 
these equal-loudness contours (ISO 1987a) that describe the frequency response of the hearing 
system for a wide range of frequencies and sound pressure levels. These equal-loudness 
contours can be used to determine the perceived loudness of a single frequency sound. More 
complicated procedures have been derived to estimate the perceived loudness of complex sounds 
(ISO 1975). These methods involve determining the level of the sound in critical bands and the 
mutual masking of these bands. 
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Many studies have compared the accuracy of predictions based on A-weighted levels with those 
based on other frequency weightings, as well as more complex measures such as loudness levels 
and perceived noise levels (see also Berglund & Lindvall 1995). The comparisons depend on the 
particular effect that is being predicted, but generally the correlation between the more complex 
measures and subjective scales are a little stronger. A-weighted measures have been particularly 
criticized as not being accurate indicators of the disturbing effects of noises with strong low
frequency components (Kjellberg et al. 1984; Persson & Bjorkman 1988; Broner & Leventhall 
1993; Goldstein 1994). However, these differences in prediction accuracy are usually smaller 
than the variability of responses among groups of people (Fields 1986; see also Berglund & 
Lindvall 1995). Thus, in practical situations the limitations of A-weighted measures may not be 
so important. 

In addition to equal-loudness contours, equal-noisiness contours have also been developed for 
calculating perceived noise levels (PNL) (Kryter 1959; Kryter 1994; see also section 2.7.2). 
Critics have pointed out that in addition to equal-loudness and equal-noisiness contours, we 
could have many other families of equal-sensation contours corresponding to other attributes of 
the noises (Molino 1974). There seems to be no limit to the possible complexity and number of 
such measures. 

2.3.4. Influence of ambient noise level 

A number of studies have suggested that the annoyance effect of a particular noise would depend 
on how much that noise exceeded the level of ambient noise. This has been shown to be true for 
noises that are relatively constant in level (Bradley 1993), but has not been consistently found for 
time-varying noises such as aircraft noise (Gjestland et al. 1990; Fields 1998). Because at some 
time during an aircraft fly-over the noise almost always exceeds the ambient level, responses to 
this type of noise are less likely to be influenced by the level of the ambient noise. 

2.3.5. Types of noise 

A number of studies have concluded that equal levels of different noise types lead to different 
annoyance (Hall et al. 1981; Griffiths 1983; Miedema 1993; Bradley 1994a; Miedema & Vos 
1998). For example, equal LAeq,T levels of aircraft noise and road traffic noise will not lead to 
the same mean annoyance in groups of people exposed to these noises. This may indicate that 
the LAeq,T measure is not a completely satisfactory description of these noises and perhaps does 
not completely reflect the characteristics of these noises that lead to annoyance. Alternatively, 
the differences may be attributed to various other factors that are not part of the noise 
characteristics (e.g. Flindell & Stallen 1999). For example, it has been said that aircraft noise is 
more disturbing, because of the associated fear of aircraft crashing on people's homes ( cf. 
Berglund & Lindvall 1995). 

2.3.6. Individual differences 

Finally, there is the problem of individual response differences. Different people will respond 
quite differently to the same noise stimulus (Job 1988). These individual differences can be 
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quite large and it is often most useful to consider the average response of groups of people 
exposed to the same sound pressure levels. In annoyance studies the percentage of highly 
annoyed individuals is usually considered, because it correlates better with measured sound 
pressure levels. Individual differences also exist for susceptibility to hearing impairment ( e.g. 
Katz 1994). 

2.3. 7. Recommendations 

In many cases we do not have specific, accurate measures of how annoying sound will be and 
must rely on the simpler quantities. As a result, current practice is to assume that the equal 
energy principle is approximately valid for most types of noise, and that a simple LAeq, T type 
measure will indicate reasonably well the expected effects of the noise. Where the noise consists 
of a small number of discrete events, the A-weighted maximum level (LArnax) will be a better 
indicator of the disturbance to sleep and other activities. However, in most cases the A-weighted 
sound exposure level (SEL) will provide a more consistent measure of such single-noise events, 
because it is based on an integration over the complete noise event. 

2.4. Measurement Issues 

2.4.1. Measurement objectives 

The details of noise measurements must be planned to meet some relevant objective or purpose. 
Some typical objectives would include: 

a. Investigating complaints. 
b. Assessing the number of persons exposed. 
c. Compliance with regulations. 
d. Land use planning and environmental impact assessments. 
e. Evaluation of remedial measures. 
f. Calibration and validation of predictions. 
g. Research surveys. 
h. Trend monitoring. 

The sampling procedure, measurement location, type of measurements and the choice of 
equipment should be in accord with the objective of the measurements. 

2.4.2. Instrumentation 

The most critical component of a sound pressure meter is the microphone, because it is difficult 
to produce microphones with the same precision as the other, electronic components of a 
pressure meter. In contrast, it is usually not difficult to produce the electronic components of a 
microphone with the desired sensitivity and frequency-response characteristics. Lower quality 
microphones will usually be less sensitive and so cannot measure very low sound pressure levels. 
They may also not be able to accurately measure very high sound pressure levels found closer to 
loud noise sources. Lower quality microphones \Vill also have less well-defined frequency
response characteristics. Such lower quality microphones may be acceptable for survey type 
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measurements of overall A-weighted levels, but would not be preferred for more precise 
measurements, including detailed frequency analysis of the sounds. 

Sound pressure meters will usually include both A- and C-weighting frequency-response curves. 
The uses of these frequency \Veightings were discussed above. They may also include a linear 
weighting. Linear weightings are not defined in standards and may in practice be limited by the 
response of the particular microphone being used. Instead of, or in addition to, frequency
response weightings, more complex sound pressure meters can also include sets of standard 
bandpass filters, to permit frequency analysis of sounds. For acoustical measurements, octave 
and one-third octave bandwidth filters are widely used with centre frequencies defined in 
standards (ISO 1975b). 

The instantaneous sound pressures are integrated with some time constant to provide sound 
pressure levels. As mentioned above most meters will include both Fast- and Slow-response 
times. Fast-response corresponds to a time constant of 0.125 s and is intended to approximate 
the time constant of the human hearing system. Slow-response corresponds to a time constant of 
1 s and is an old concept intended to make it easier to obtain an approximate average value of 
fluctuating levels from simple meter readings. 

Standards (IEC 1979) classify sound pressure meters as type 1 or type 2. Type 2 meters are 
adequate for broad band A-weighted level measurements, where extreme precision is not 
required and where very low sound pressure levels are not to be measured. Type 1 meters are 
usually much more expensive and should be used where more precise results are needed, or in 
cases where frequency analysis is required. 

Many modern sound pressure meters can integrate sound pressure levels over some specified 
time period, or may include very sophisticated digital processing capabilities. Integrating meters 
make it possible to directly obtain accurate measures of LAeq,T values over a user-specified 
time interval, T. By including small computers in some sound pressure meters, quite complex 
calculations can be performed on the measured levels and many such results can be stored for 
later read out. For example, some meters can determine the statistical distribution of sound 
pressure levels over some period, in addition to the simple LAeq,T value. Recently, hand-held 
meters that perform loudness calculations in real time have become available. Continuing rapid 
developments in instrumentation capabilities are to be expected. 

2.4.3. Measurement locations 

Where local regulations do not specify otherwise, measurements of environmental noise are 
usually best made close to the point of reception of the noise. For example, if there is concern 
about residents exposed to road traffic noise it is better to measure close to the location of the 
residents, rather than close to the road. If environmental noises are measured close to the source, 
one must then estimate the effect of sound propagation to the point of reception. Sound 
propagation can be quite complicated and estimates of sound pressure levels at some distance 
from the source will inevitably introduce further errors into the measured sound pressure levels. 
These errors can be avoided by measuring at locations close to the point of reception. 
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Measurement locations should normally be selected so that there is a clear view of the sound 
source and so that the propagation of the sound to the microphone is not shielded or blocked by 
structures that would reduce the incident sound pressure levels. For example, measurements of 
aircraft noise should be made on the side of the building directly exposed to the noise. The 
position of the measuring microphone relative to building fa9ades or other sound-reflective 
surfaces is also important and will significantly influence measured sound pressure levels (ISO 
1978). If the measuring microphone is located more than several meters from reflecting 
surfaces, it will provide an unbiased indication of the incident sound pressure level. At the other 
extreme, when a measuring microphone is mounted on a sound-reflecting surface, such as a 
building fa9ade, sound pressure levels will be increased by 6 dB, because the direct and reflected 
sound will coincide. Some standards recommend a position 2 m from the fa9ade and an 
associated 3 dB correction (ISO 1978; ASTM 1992). The effect of fa9ade reflections must be 
accounted for to represent the true level of the incident sound. Thus, while locating the 
measuring microphone close to the point of reception is desirable, it leads to some other issues 
that must be considered to accurately interpret measurement results. Where exposures are 
measured indoors, it is necessary to measure at several positions to characterize the average 
sound pressure level in a room. In other situations, it may be necessary to measure at the 
position of the exposed person. 

2.4.4. Sampling 

Many environmental noises vary over time, such as for different times of day or from season to 
season. For example, road traffic noise may be considerably louder during some hours of the 
day but much quieter at night. Aircraft noise may vary with the season due to different numbers 
of aircraft operations. Although permanent noise monitoring systems are becoming common 
around large airports, it is usually not possible to measure sound pressure levels continuously 
over a long enough period of time to completely define the environmental noise exposure. In 
practice, measurements usually only sample some part of the total exposure. Such sampling will 
introduce uncertainties in the estimates of the total noise exposure. 

Traffic noise studies have identified various sampling schemes that can introduce errors of 2-3 
--. dB in estimates of daytime LAeq,T values and even larger errors in night-time sound pressure 

levels (Vaskor et al. 1979). These errors relate to the statistical distributions of sound pressure 
levels over time (Bradley et al. 1979). Thus, the sampling errors associated with road traffic 
noise may be quite different from those associated with other noise, because of the quite different 
variations of sound pressure levels over time. It is also difficult to give general estimates of 
sampling errors due to seasonal variations. When making environmental noise measurements it 
is important that the measurement sample is representative of all of the variations in the noise in 
question, including variations of the source and variations in sound propagation, such as due to 
varying atmospheric conditions. 

2.4.5. Calibration and quality assurance 

Sound pressure meters can be calibrated using small calibrated sound sources. These devices are 
placed on the measurement microphone and produce a kno,vn sound pressure level with a 
specified accuracy. Such calibrations should be made at least daily, and more often if there is 
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some possibility that handling of the sound pressure meter may have modified its sensitivity. It 
is also important to have a complete quality assurance plan. This should require annual 
calibration of all noise measuring equipment to traceable standards and should clearly specify 
correct measurement and operating procedures (ISO 1994). 

2.5. Source Characteristics and Sound Propagation 

To make a correct assessment of noise it is important to have some appreciat10n of the 
characteristics of environmental noise sources and of how sound propagates from them. One 
should consider the directionality of noise sources, the variability with time and the frequency 
content. If these are in some way unusual, the noise may be more disturbing than expected. The 
most common types of environmental noise sources are directional and include: road-traffic 
noise, aircraft noise, train noise, industrial noise and outdoor entertainment facilities ( cf section 
2.2). All of these types of environmental noise are produced by multiple sources, which in many 
cases are moving. Thus, the characteristics of individual sources, as well as the characteristics of 
the combined sources, must be considered. 

For example, we can consider the radiation of sound from individual vehicles, as well as from a 
line of vehicles on a particular road. Sound from an ideal point source (i.e. non-directional 
source) will spread out spherically and sound pressure levels ,vould decrease 6 dB for each 
doubling of distance from the source. However, for a line of such sources, or for an integration 
over the complete pass-by of an individual moving source, the combined effect leads to sound 
that spreads cylindrically and to sound pressure levels that decrease at 3 dB per doubling of 
distance. Thus, there are distinct differences between the propagation of sound from an ideal 
point source and from moving sources. In practice one cannot adequately assess the noise from a 
fixed source with measurements at a single location; it is essential to measure in a number of 
directions from the source. If the single source is moving, it is necessary to measure over a 
complete pass-by, to account for sound variation with direction and time. 

In most real situations this simple behaviour is considerably modified by reflections from the 
ground and from other nearby surfaces. One expects that when sound propagates over loose 

--- ground, such as grass, that some sound energy will be absorbed and sound pressure levels will 
actually decrease more rapidly with distance from the source. Although this is approximately 
true, the propagation of sound between sources and receivers close to the ground is much more 
complicated than this. The combination of direct and ground-reflected sound can combine in a 
complex manner which can lead to strong cancellations at some frequencies and not at others 
(Embleton & Piercy 1976). Even at quite short source-to-receiver distances, these complex 
interference effects can significantly modify the propagating sound. At larger distances 
(approximately 100 m or more), the propagation of sound will also be significantly affected by 
various atmospheric conditions. Temperature and ,vind gradients as well as atmospheric 
turbulence can have large effects on more distant sound pressure levels (Daigle et al. 1986). 
Temperature and wind gradients can cause propagating sound to curve either upwards or 
downwards, creating either areas of increased or decreased sound pressure levels at points quite 
distant from the source. Atmospheric turbulence can randomize sound so that the interference 
effects resulting from combinations of sound paths are reduced. Higher frequency sound is 
absorbed by air depending on the exact temperature and relative humidity of the air (Crocker & 

14 



Idaho Power/1220 
Ellenbogen/35

Price 1975; Ford 1987). Because there are many complex effects, it is not usually possible to 
accurately predict sound pressure levels at large distances from a source. 

Using barriers or screens to block the direct path from the source to the receiver can reduce the 
propagation of sound. The attenuating effects of the screen are limited by sound energy that 
diffracts or bends around the screen. Screens are more effective at higher frequencies and when 
placed either close to the sound source or the receiver; they are less effective when placed far 
from the receiver. Although higher screens are better, in practice it is difficult to achieve more 
than about a 10 dB reduction. There should be no gaps in the screen and it must have an 
adequate mass per unit area. A long building can be an effective screen, but gaps between 
buildings will reduce the sound attenuation. 

In some cases, it may be desirable to estimate environmental sound pressure levels using 
mathematical models implemented as computer programmes (House 1987). Such computer 
programmes must first model the characteristics of the source and then estimate the propagation 
of the sound from the source to some receiver point. Although such prediction schemes have 
several advantages, there will be some uncertainty as to the accuracy of the predicted sound 
pressure levels. Such models are particularly useful for road traffic noise and aircraft noise, 
because it is possible to create data bases of information describing particular sources. For more 
varied types of noise, such as industrial noise, it would be necessary to first characterize the 
noise sources. The models then sum up the effects of multiple sources and calculate how the 
sound will propagate to receiver points. Techniques for estimating sound propagation are 
improving and the accuracy of these models is also expected to improve. These models can be 
particularly useful for estimating the combined effect of a large number of sources over an 
extended period of time. For example, aircraft noise prediction models are typically used to 
predict average yearly noise exposures, based on the combination of aircraft events over a 
complete year. Such models can be applied to predict sound pressure level contours around 
airports for these average yearly conditions. This is of course much less expensive than 
measuring at many locations over a complete one year-period. However, such models can be 
quite complex, and require skilled users and accurate data bases. Because environmental noise 
prediction models are still developing, it is advisable to confirm predictions with measurements. 

2.6. Sound transmission Into and Within Buildings 

Sources of environmental noise are usually located outdoors; for example, road traffic, aircraft or 
trains. However, people exposed to these noises are often indoors, inside their home or some 
other building. It is, therefore, important to understand how environmental noises are 
transmitted into buildings. Most of the same fundamentals discussed earlier apply to airborne 
sound propagation benveen homes in multifamily d,:v,ellings, via common walls and floors. 
However, within buildings we can also consider impact sound sources, such as footsteps, as well 
as airborne sounds. 

The amount of incident sound that is transmitted through a building fa9ade is measured in terms 
of the sound reduction index. The sound reduction index, or transmission loss, is defined as 10 
times the logarithm of the ratio of incident-to-transmitted sound power, and it describes in 
decibels how much the incident sound is reduced on passing through a particular panel. This 
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index of constructions usually increases with the frequency of the incident sound and with the 
mass of the construction (Kremer 1950). Thus, heavier or more massive constructions tend to 
have higher sound reductions. When it is not possible to achieve the desired transmission loss by 
increasing the mass of a panel, increased sound reduction can be achieved by a double panel 
construction. The two layers should be isolated with respect to vibrations and there should be 
sound absorbing material in the cavity. Such double panel constructions can provide much 
greater sound reduction than a single panel. Because sound reduction is also greater at higher 
frequencies most problems occur at lower frequencies, where most environmental noise sources 
produce relatively high sound pressure levels. 

The sound reduction of buildings can be measured in standard laboratory tests, where the test 
panel is constructed in an opening benveen two reverberant test chambers (ISO 1995; ASTM 
1997). In these tests sound fields are quite diffuse in both test chambers and the sound reduction 
index is calculated as the difference benveen the average sound pressure levels in the two rooms, 
plus a correction involving the area of the test panel and the total sound absorption in the 
receiving room. The sound reduction of a complete building far;ade can also be measured in the 
field using either natural environmental noises or test signals from loudspeakers (ISO 1978; 
ASTM 1992). In either case the noise, as transmitted through the far;ade, must be greater in level 
than other sounds in the receiving room. For this outdoor-to-indoor sound propagation case, the 
measured sound reduction index will also depend on the angle of incidence of the outdoor sound, 
as well as the position of the outdoor measuring microphone relative to the building far;ade. 
Corrections of up to 6 dB must be made to the sound pressure level measured outdoors, to 
account for the effect of reflections from the far;ade (see also section 2.4.3). 

The sound reduction of most real building far;ades is determined by a combination of several 
different elements. For example, a wall might include windows, doors or some other type of 
element. If the sound reduction index values of each element are known, the values for the 
combined construction can be calculated from the area-weighted sums of the sound energy 
transmitted through each separate element. Although parts of the building far;ade, such as 
massive wall constructions, can be very effective barriers to sound, the sound reduction index of 
the complete far;ade is often greatly reduced by less effective elements such as windows, doors 

-- or ventilation openings. Completely open windows as such would have a sound reduction index 
of O dB. If window openings makes up 10% of the area of a ,vall, the sound reduction index of 
the combined wall and open window could not exceed 10 dB. Thus it is not enough to specify 
effective sound reducing far;ade constructions, without also solving the problem of adequate 
ventilation that does not compromise the sound transmission reduction by the building far;ade. 

Sound reduction index values are measured at different frequencies and from these, single 
number ratings are determined. Most common are the ISO weighted sound reduction index (ISO 
1996) and the equivalent ASTM sound transmission class (ASTM 1994a). However, in their 
original form these single number ratings are only appropriate for typical indoor noises that 
usually do not have strong low frequency components. Thus, they are usually not appropriate 
single number ratings of the ability of a building far;ade to block typical environmental noises. 
More recent additions to the ISO procedure have included source spectrum corrections intended 
to correct approximately for other types of sources (ISO 1996). Alternatively, the ASTM
Outdoor-Indoor Transmission Class rating calculates the A-weighted level reduction to a 
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standard environmental noise source spectrum (ASTM 1994b ). Within buildings the impact 
sound insulation index can be measured with a standard impact source and determined according 
to ISO and ASTM standards (ISO 1998; ASTM 1994c 1996) 

2.7. More Specialized Noise Measures 

2. 7.1. Loudness and perceived noise levels 

There are procedures to accurately rate the loudness of complex sounds (Zwicker 1960; Stevens 
1972; ISO 1975a). These usually start from a 1/3 octave spectrum of the noise. The combination 
of the loudness contributions of each 1/3 octave band with estimates of mutual masking effects, 
leads to a single overall loudness rating in sones. A similar system for rating the noisiness of 
sounds has also been developed (Kryter 1994). Again a 1/3 octave spectrum of the noise is 
required and the 1/3 octave noise levels are compared with a set of equal-noisiness contours. 
The individual 1/3 octave band noisiness estimates are combined to give an overall perceived 
noise level (PNL) that is intended to accurately estimate subjective evaluations of the same 
sound. The PNL metric was initially developed to rate jet aircraft noise. 

PNL values will vary with time, for example when an aircraft flies by a measuring point. The 
effective perceived noise level measure (EPNL) is derived from PNL values and is intended to 
provide a complete rating of an aircraft fly-over. EPNL values add both a duration correction 
and a tone correction to PNL values. The duration correction ensures that longer duration events 
are rated as more disturbing. Similarly, noise spectra that seem to have prominent tonal 
components are rated as more disturbing by the tone-correction procedure. There is some 
evidence that these tone corrections are not always successful in improving predictions of 
adverse responses to noise events (Scharf & Hellman 1980). EPNL values are used in the 
certification testing of new aircraft. These more precise measures ensure that the noise from new 
aircraft is rated as accurately as possible. 

2. 7.2. Aviation noise measures 

There are many measures for evaluating the long-term average sound pressure levels from 
aircraft near airports (Ford 1987; House 1987). They include different :frequency weightings, 
different summations of levels and numbers of events, as well as different time-of-day 
weightings. Most measures are based on either A-weighted or PNL-weighted sound pressure 
levels. Because of the many other large uncertainties in predicting community response to 
aircraft noise, there seems little justification for using the more complex PNL-weighted sound 
pressure levels and there is a trend to change to A-weighted measures. 

Most aviation noise measures are based on an equal energy approach and hence they sum up the 
total energy of a number of aircraft fly-overs. However, some older measures were based on 
different combinations of the level of each event and the number of events. These types of 
measures are gradually being replaced by measures based on the equal energy hypothesis such as 
LAeq,T values. There is also a range of time-of-day weightings incorporated into current aircraft 
noise measures. Night-time weightings of 6-12 dB are currently in use. Some countries also 
include an intermediate evening weighting. 
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The day-night sound pressure level Ldn (von Gierke 1975; Ford 1987) is an LAeq,T based 
measure with a 10 dB night-time weighting. It is based on A-weighted sound pressure levels and 
the equal energy principle. The noise exposure forecast (NEF) (Bishop & Horonjeff 1967) is 
based on the EPNL values of individual aircraft events and includes a 12 dB night-time 
weighting. It sums multiple events on an equal energy basis. However, the Australian variation 
of the NEF measure has a 6 dB evening ·weighting and a 6 dB night-time weighting (Bullen & 
Hede 1983). The German airport noise equivalent level (LEQ(FLG)) is based on A-weighted 
levels, but does not follow the equal energy principle. 

The weighted equivalent continuous perceived noise level (WECPNL) measure (Ford 1987) 
proposed by ICAO is based on the equal energy principle and maximum PNL values of aircraft 
fly-overs. However, in Japan an approximation to this measure is used and is based on 
maximum A-weighted levels. The noise and number index (NNI), formerly used in the United 
Kingdom, was derived from maximum PNL values but was not based on the equal energy 
principle. An approximation to the original version of the NNI has been used in Switzerland and 
is based on maximum A-weighted levels of aircraft fly-overs, but its use will soon be 
discontinued. Changes in these measures are slmv because their use is often specified in national 
legislation. However, several countries have changed to measures that are based on the equal 
energy principle and A-weighted sound pressure levels. 

2. 7.3. Impulsive noise measures 

Impulsive sounds, such as gun shots, hammer blows, explosions of fireworks or other blasts, are 
sounds that significantly exceed the background sound pressure level for a very short duration. 
Typically each impulse lasts less than one second. Measurements with the meter set to 'Fast' 
response (section 2.1.1) do not accurately represent impulsive sounds. Therefore the meter 
response time must be shorter to measure such impulse type sounds. C-weighted levels have 
been found useful for ratings of gun shots (ISO 1987). Currently no mathematical description 
exists which unequivocally defines impulsive sounds, nor is there a universally accepted 
procedure for rating the additional annoyance of impulsive sounds (HCN 1997). Future versions 
oflSO Standard 1996 (present standard in ISO 1987b) are planned to improve this situation. 

2. 7.4. Measures of speech intelligibility 

The intelligibility of speech depends primarily on the speech-to-noise ratio. If the level of the 
speech sounds are 15 dB or more above the level of the ambient noise, the speech intelligibility 
at 1 m distance will be close to 100% (Houtgast 1981; Bradley 1986b). This can be most simply 
rated in terms of the speech-to-noise ratio of the A-weighted speech and noise levels. 
Alternatively, the speech intelligibility index (formerly the articulation index) can be used if 
octave or 1/3 octave band spectra of the speech and noise are available (ANSI 1997). 

When indoors, speech intelligibility also depends on the acoustical properties of the space. The 
acoustical properties of spaces have for many years been rated in terms of reverberation times. 
The reverberation time is approximately the time it takes for a sound in a room to decrease to 
inaudibility after the source has been stopped. Optimum reverberation times for speech have 
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been specified as a function of the size of the room. In large rooms, such as lecture halls and 
theaters, a reverberation time for speech of about 1 s is recommended. In smaller rooms such as 
classrooms, the recommended value for speech is about 0.6 s (Bradley 1986b,c). More modern 
measures of room acoustics have been found to be better correlates of speech intelligibility, and 
some combine an assessment of both the speech/noise ratio and room acoustics (Bradley 
1986a,c ). The most widely known is the speech transmission index (STI) (Houtgast & 
Steeneken 1983), or the abbreviated version of this measure referred to as RASTI (Houtgast & 
Steeneken 1985; IEC 1988). In smaller rooms, such as school classrooms, the conventional 
approach of requiring adequately low ambient noise levels, as well as some optimum 
reverberation time, is probably adequate to ensure good speech intelligibility (Bradley 1986b ). 
In larger rooms and other more specialized situations, use of the more modern measures may be 
helpful. 

2. 7.5. Indoor noise ratings 

The simplest procedure for rating levels of indoor noise is to measure them in terms of integrated 
A-weighted sound pressure levels, as measured by LAeq,T. As discussed earlier, this approach 
has been criticized as not being the most accurate rating of the negative effects of various types 
of noises, and is thought to be particularly inadequate when there are strong low-frequency 
components. Several more complex rating schemes are available based on octave band 
measurements of indoor noises. In Europe the noise rating system (Burns 1968), and in North 
America the noise criterion (Beranek 1971), both include sets of equal-disturbance type contours. 
Measured octave band sound pressure levels are compared with these contours and an overall 
noise rating is determined. More recently, two new schemes have been proposed: the balanced 
noise criterion procedure (Beranek 1989) and the room criterion system (Blazier 1998). These 
schemes are based on a wider range of octave bands extending from 16-8 000 Hz. They provide 
both a numerical and a letter rating of the noise. The numerical part indicates the level of the 
central frequencies important for speech communication and the letter indicates whether the 
quality of the sound is predominantly low-, medium- or high-frequency in nature. Extensive 
comparisons of these room noise rating procedures have yet to be performed. Because the newer 
measures include a wider range of frequencies, they can better assess a wider range of noise 
problems. 

2.8. Summary 

Where there are no clear reasons for using other measures, it is recommended that LAeq, T be 
used to evaluate more-or-less continuous environmental noises. LAeq,T should also be used to 
assess ongoing noises that may be composed of individual events with randomly varying sound 
pressure levels. Where the noise is principally composed of a small number of discrete events 
the additional use of LAmax or SEL is recommended. As pointed out in this chapter, there are 
definite limitations to these simple measures, but there are also many practical advantages, 
including economy and the benefits of a standardized approach. 

The sound pressure level measurements should include all variations over time to provide results 
that best represent the noise in question. This would include variations in both the source and in 
propagation of the noise from the source to the receiver. Measurements should normally be 
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made close to typical points of reception. The accuracy of the measurements and the details of 
the measurement procedure must be adapted to the type of noise and to other details of the noise 
exposure. Assessment of speech intelligibility, aviation noise or impulse noise may require the 
use of more specialized methods. Where the exposed people are indoors and noise 
measurements are made outdoors, the sound attenuating properties of the building fa9ade must 
also be measured or estimated. 
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3. Adverse Health Effects Of Noise 

3.1. Introduction 

The perception of sounds in day-to-day life is of major importance for human well-being. 
Communication through speech, sounds from playing children, music, natural sounds in 
parklands, parks and gardens are all examples of sounds essential for satisfaction in every day 
life. Conversely, this document is related to the adverse effects of sound (noise). According to 
the International Programme on Chemical Safety (WHO 1994), an adverse effect of noise is 
defined as a change in the morphology and physiology of an organism that results in impairment 
of functional capacity, or an impairment of capacity to compensate for additional stress, or 
increases the susceptibility of an organism to the harmful effects of other environmental 
influences. This definition includes any temporary or long-term lowering of the physical, 

----, psychological or social functioning of humans or human organs. The health significance of 
noise pollution is given in this chapter under separate headings, according to the specific effects: 
noise-induced hearing impairment; interference with speech communication; disturbance of rest 
and sleep; psychophysiological, mental-health and performance effects; effects on residential 
behaviour and annoyance; as well as interference with intended activities. This chapter also 
considers vulnerable groups and the combined effects of sounds from different sources. 
Conclusions based on the details given in this chapter are given in Chapter 4 as they relate to 
guideline values. 

3.2. Noise-Induced Hearing Impairment 

Hearing impairment is typically defined as an increase in the threshold of hearing. It is assessed 
by threshold audiometry. Hearing handicap is the disadvantage imposed by hearing impairment 
sufficient to affect one's personal efficiency in the activities of daily living. It is usually 
expressed in terms of understanding conventional speech in common levels of background noise 
(ISO 1990). Worldwide, noise-induced hearing impairment is the most prevalent irreversible 
occupational hazard. In the developing countries, not only occupational noise, but also 
environmental noise is an increasing risk factor for hearing impairment. In 1995, at the World 
Health Assembly, it was estimated that there are 120 million persons with disabling hearing 
difficulties worldwide (Smith 1998). It has been shown that men and women are equally at risk 
of noise-induced hearing impairment (ISO 1990; Berglund & Lindvall 1995). 

Apart from noise-induced hearing impairment, hearing damage in populations is also caused by 
certain diseases; some industrial chemicals; ototoxic drugs; blows to the head; accidents; and 
hereditary origins. Deterioration of hearing capability is also associated with the aging process 
per se (presbyacusis). Present knowledge of the physiological effects of noise on the auditory 
system is based primarily on laboratory studies on animals. After noise exposure, the first 
morphological changes are usually found in the inner and outer hair cells of the cochlea, where 
the stereocilia become fused and bent. After more prolonged exposure, the outer and inner hair 
cells related to transmission of high-frequency sounds are missing. See Berglund & Lindvall 
(1995) for further discussion. 
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The ISO Standard 1999 (ISO 1990) gives a method for calculating noise-induced hearing 
impairment in populations exposed to all types of noise ( continuous, intermittent, impulse) 
during working hours. Noise exposure is characterized by LAeq over 8 hours (LAeq,8h). In the 
Standard, the relationships between LAeq,8h and noise-induced hearing impairment are given 
for frequencies of 500-6 000 Hz, and for exposure times ofup to 40 years. These relations show 
that noise-induced hearing impairment occurs predominantly in the high-frequency range of 3 
000-6 000 Hz, the effect being largest at 4 000 Hz. With increasing LAeq,8h and increasing 
exposure time, noise-induced hearing impairment also occurs at 2 000 Hz. But at LAeq,8h levels 
of 75 dBA and lower, even prolonged occupational noise exposure will not result in noise
induced hearing impairment (ISO 1990). This value is equal to that specified in 1980 by the 
World Health Organization (WHO 1980a). 

The ISO Standard 1999 (ISO 1990) specifies hearing impairment in statistical terms (median 
values, and percentile fractions between 0.05 and 0.95). The extent of noise-induced hearing 
impairment in populations exposed to occupational noise depends on the value of LAeq,8h and 
the number of years of noise exposure. However, for high LAeq,8h values, individual 
susceptibility seems to have a considerable effect on the rate of progression of hearing 
impairment. For daily exposures of 8-16 h, noise-induced hearing impairment can be reasonably 
well estimated from LAeq,8h extrapolated to the longer exposure times (Axelsson et al. 1986). 
In this adaptation of LAeq,8h for daily exposures other than 8 hours, the equal energy principle 
is assumed to be applicable. For example, the hearing impairment due to a 16 h daily exposure is 
equivalent to that at LAeq,8h plus 3 dB (LAeq, 16h = LAeq,8h + 1 0*log10 (16/8) = LAeq,8h + 3 
dB. For a 24 h exposure, LAeq,24h = LAeq,8h + 10*log10 (24/8) = LAeq,8h + 5 dB). 

Since the calculation method specified in the ISO Standard 1999 (ISO 1990) is the only 
universally adopted method for estimating occupational noise-induced hearing impairment, 
attempts have been made to assess whether the method is also applicable to hearing impairment 
due to environmental noise, including leisure-time noise. There is ample evidence that shooting 
noise, with LAeq,24h values of up to 80 dB, induces the same hearing impairment as an 
equivalent occupational noise exposure (Smoorenburg 1998). Moreover, noise-induced hearing 
impairment studies from motorbikes are also in agreement with results from ISO Standard 1999 
(ISO 1990). Hearing impairment in young adults and children 12 years and older has been 
assessed by LAeq on a 24 h time basis, for a variety of environmental and leisure-time exposure 
patterns (e.g. Passchier-Vermeer 1993; HCN 1994). These include pop music in discotheques 
and concerts (Babisch & Ising 1989; ISO 1990); pop music through headphones (Ising et al. 
1994; Struwe et al. 1996; Passchier-Vermeer et al. 1998); music played by brass bands and 
symphony orchestras (van Hees 1992). The results are in agreement ,vith values predicted by the 
ISO Standard 1999 method on the basis of adjusted time. 

In the publications cited above, exposure to noise ,vith known characteristics, such as duration 
and level, was related to hearing impairment. In addition to these publications, there is also an 
extensive literature showing hearing impairment in populations exposed to specific types of non
occupational noise, although these exposures are not well characterized. These noises originate 
from shooting, motorcycling, snowmobile driving, playing in arcades, listening to music at 
concerts and through headphones, using noisy toys, and fireworks (e.g. Brookhouser et al. 1992; 
see also Berglund & Lindvall 1995). Although the characteristics of these exposures are to a 
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certain extent unknown, the details in the publications suggest that LAeq,24h values of these 
exposures exceed 70 dB. 

In contrast, epidemiological studies failed to show hearing damage in populations exposed to an 
LAeq,24h of less than 70 dB (Lindemann et al. 1987). The data imply that even a lifetime 
exposure to environmental and leisure-time noise with an LAeq,24h <70 dBA would not cause 
hearing impairment in the large majority of people (over 95%). Overall, the results of many 
studies strongly suggest that the method from ISO Standard 1999 can also be used to estimate 
hearing impairment due to environmental and leisure-time noise, in addition to estimating the 
effects of occupational noise exposure. 

Although the evidence suggests that the calculation method from ISO Standard 1999 (ISO 1990) 
should also be accepted for environmental and leisure time noise exposures, large-scale 
epidemiological studies of the general population do not exist to support this proposition. 
Taking into account the limitations of the studies, care should be taken with respect to the 
following aspects: 

a. Data from animal experiments indicate that children may be more vulnerable m 
acquiring noise-induced hearing impairment than adults. 

b. At very high instantaneous sound pressure levels, mechanical damage to the ear may 
occur (Hanner & Axelsson 1988). Occupational limits are set at peak sound pressure 
levels of 140 dB (EU 1986a). For adults exposed to environmental and leisure-time 
noise, this same limit is assumed to be valid. In the case of children, however, taking 
into account their habits while playing with noisy toys, peak sound pressure levels 
should never exceed 120 dB. 

c. For shooting noise with LAeq,24h over 80 dB, studies on temporary threshold shift 
suggest the possibility of an increased risk for noise-induced hearing impairment 
(Smoorenburg 1998). 

d. Risk for noise-induced hearing impairment may increase when the noise exposure is 
combined with exposure to vibrations, the use of ototoxic drugs, or some chemicals 
(Fechter 1999). In these circumstances, long-term exposure to LAeq,24h of 70 dBA 
may induce small hearing impairments. 

e. It is uncertain whether the relationships between hearing impairment and noise 
exposure given in ISO Standard 1999 (ISO 1990) are applicable for environmental 
sounds of short rise time. For example, in the case of military low-altitude flying 
areas (75-300 m above ground) LAmax values of 110-130 dB occur within seconds 
after the onset of the sound. 

Usually noise-induced hearing impairment is accompanied by an abnormal loudness perception 
which is known as loudness recruitment (cf Berglund & Lindvall 1995). With a considerable 
loss of auditory sensitivity, some sounds may be perceived as distorted (paracusis). Another 
sensory effect that results from noise exposure is tinnitus (ringing in the ears). Commonly, 
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tinnitus is referred to as sounds that are emitted by the inner ear itself (physiological tinnitus). 
Tinnitus is a common and often disturbing accompaniment of occupational hearing impairment 
(Vernon and Moller 1995) and has become a risk for teenagers attending pop concerts and 
discotheques (Hetu & Fortin 1995; Passchier-Vermeer et al. 1998; Axelsson & Prasher 1999). 
Noise-induced tinnitus may be temporary, lasting up to 24 hours after exposure, or may have a 
more permanent character, such as after prolonged occupational noise exposure. Sometimes 
tinnitus is due to the sound produced by the blood flow through structures in the ear. 

The main social consequence of hearing impairment is an inability to understand speech in daily 
living conditions, which is considered a severe social handicap. Even small values of hearing 
impairment (10 dB averaged over 2 000 and 4 000 Hz, and over both ears) may have an effect on 
the understanding of speech. When the hearing impairment exceeds 3 0 dB ( again averaged over 
2 000 and 4 000 Hz and both ears) a social hearing handicap is noticeable ( cf Katz 1994; 
Berglund & Lindvall 1995). 

In the past, hearing protection has mainly emphasized occupational noise exposures at high 
values of LAeq,8h, or situations with high impulsive sounds. The near-universal adoption of an 
LAeq,8h value of 85 dB (or lower) as the limit for unprotected occupational noise exposure, 
together with requirements for personal hearing protection, has made cases of severe unprotected 
exposures more rare. This is particularly true for developed countries. However, monitoring of 
compliance and enforcement action for sound pressure levels just over the limits may be weak, 
especially in non-industrial environments in developed countries (Franks 1998), as well as in 
occupational and urban environments in developing countries (Smith 1998). Nevertheless, 
regulations for occupational noise exposure exist almost ·worldwide and exposures to 
occupational noise are to a certain extent under control. 

On the other hand, environmental noise exposures due to a number of noisy activities, especially 
those during leisure-time activities of children and young adults, have scarcely been regulated. 
Given both the increasing number of noisy activities and the increasing exposure duration, such 
as loud music in cars and the use of Walkmen and Discmen, regulatory activities in this field are 
to be encouraged. Dose-response data are lacking for the general population. However, judging 
from the limited data for study groups (teenagers, young adults and women), and the assumption 
that time of exposure can be equated with sound energy, the risk for hearing impairment would 
be negligible for LAeq,24h values of 70 dBA over a lifetime. To avoid hearing impairment, 
impulse noise exposures should never exceed 140 dB peak sound pressure in adults, and 120 dB 
peak sound pressure in children. 

3.3. Interference with Speech Communication 

Noise interference with speech comprehension results in a large number of personal disabilities, 
handicaps and behavioural changes. Problems with concentration, fatigue, uncertainty and lack 
of self-confidence, irritation, misunderstandings, decreased working capacity, problems in 
human relations, and a number of stress reactions have all been identified (Lazarus 1998). 
Particularly vulnerable to these types of effects are the hearing impaired, the elderly, children in 
the process of language and reading acquisition, and individuals who are not familiar with the 
spoken language (e.g., Lazarus 1998). Thus, vulnerable persons constitute a substantial 
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proportion of a country's population. 

Most of the acoustical energy of speech is in the frequency range 100-6 000 Hz, with the most 
important cue-bearing energy being benveen 300-3 000 Hz. Speech interference is basically a 
masking process in which simultaneous, interfering noise renders speech incapable of being 
understood. The higher the level of the masking noise, and the more energy it contains at the 
most important speech frequencies, the greater will be the percentage of speech sounds that 
become indiscernible to the listener. Environmental noise may also mask many other acoustical 
signals important for daily life, such as door bells, telephone signals, alarm clocks, fire alarms 
and other warning signals, and music ( e.g., Edworthy & Adams 1996). The masking effect of 
interfering noise in speech discrimination is more pronounced for hearing-impaired persons than 
for persons with normal hearing, particularly if the interfering noise is composed of speech or 
babble. 

As the sound pressure level of an interfering noise increases, people automatically raise their 
voice to overcome the masking effect upon speech (increase of vocal effort). This imposes an 
additional strain on the speaker. For example, in quiet surroundings, the speech level at 1 m 
distance averages 45-50 dBA, but is 30 dBA higher when shouting. However, even if the 
interfering noise is moderately loud, most of the sentences during ordinary conversation can still 
be understood fairly well. Nevertheless, the interpretation required for compensating the 
masking effect of the interfering sounds, and for comprehending what was said, imposes an 
additional strain on the listener. One contributing factor could be that speech spoken loudly is 
more difficult to understand than speech spoken softly, ,vhen compared at a constant speech-to
noise ratio (cf Berglund & Lindvall 1995). 

Speech levels vary between individuals because of factors such as gender and vocal effort. 
Moreover, outdoor speech levels decrease by about 6 dB for a doubling in the distance between 
talker and listener. Speech intelligibility in everyday living conditions is influenced by speech 
level, speech pronunciation, talker-to-listener distance, sound pressure levels, and to some extent 
other characteristics of interfering noise, as well as room characteristics ( e.g. reverberation). 
Individual capabilities of the listener, such as hearing acuity and the level of attention of the 
listener, are also important for the intelligibility of speech. Speech communication is affected 
also by the reverberation characteristics of the room. For example, reverberation times greater 
than 1 s produce loss in speech discrimination. Longer reverberation times, especially when 
combined with high background interfering noise, make speech perception more difficult. Even 
in a quiet environment, a reverberation time below 0.6 s is desirable for adequate speech 
intelligibility by vulnerable groups. For example, for older hearing-handicapped persons, the 
optimal reverberation time for speech intelligibility is 0.3-0.5 s (Plomp 1986). 

For complete sentence intelligibility in listeners with normal hearing, the signal-to-noise ratio 
(i.e. the difference between the speech level and the sound pressure level of the interfering noise) 
should be 15-18 dBA (Lazarus 1990). This implies that in smaller rooms, noise levels above 35 
dBA interferes with the intelligibility of speech (Bradley 1985). Earlier recommendations 
suggested that sound pressure levels as high as 45 dBA would be acceptable (US EPA 1974). 
With raised voice (increased vocal effort) sentences may be 100% intelligible for noise levels of 
up to 55 dBA; and sentences spoken with straining vocal effort can be 100% intelligible with 
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noise levels of about 65 dBA. For speech to be intelligible when listening to complicated 
messages (at school, listening to foreign languages, telephone conversation), it is recommended 
that the signal-to-noise ratio should be at least 15 dBA. Thus, with a speech level of 50 dBA, (at 
1 m distance this level corresponds to a casual speech level of both women and men), the sound 
pressure level of interfering noise should not exceed 35 dBA. For vulnerable groups even lower 
background levels are needed. If it is not possible to meet the strictest criteria for vulnerable 
persons in sensitive situations (e.g. in classrooms), one should strive for as low background 
levels as possible. 

3.4. Sleep Disturbance 

Uninterrupted sleep is known to be a prerequisite for good physiological and mental functioning 
of healthy persons (Hobson 1989); sleep disturbance, on the other hand, is considered to be a 
major environmental noise effect. It is estimated that 80-90% of the reported cases of sleep 
disturbance in noisy environments are for reasons other than noise originating outdoors. For 
example, sanitary needs; indoor noises from other occupants; worries; illness; and climate ( e.g. 
Reyner & Horne 1995). Our understanding of the impact of noise exposure on sleep stems 
mainly from experimental research in controlled environments. Field studies conducted with 
people in their normal living situations are scarce. Most of the more recent field research on 
sleep disturbance has been conducted for aircraft noise (Fidell et al. 1994 1995a,b 1998; Horne et 
al. 1994 1995; Maschke et al. 1995 1996; Ollerhead et al. 1992; Passchier-Vermeer 1999). Other 
field studies have examined the effects of road traffic and railway noise (Griefahn et al. 1996 
1998). 

The primary sleep disturbance effects are: difficulty in falling asleep (increased sleep latency 
time); awakenings; and alterations of sleep stages or depth, especially a reduction in the 
proportion of REM-sleep (REM = rapid eye movement) (Hobson 1989). Other primary 
physiological effects can also be induced by noise during sleep, including increased blood 
pressure; increased heart rate; increased finger pulse amplitude; vasoconstriction; changes in 
respiration; cardiac arrhythmia; and an increase in body movements ( cf. Berglund & Lindvall 
1995). For each of these physiological effects, both the noise threshold and the noise-response 
relationships may be different. Different noises may also have different information content and 
this also could affect physiological threshold and noise-response relationships (Edworthy 1998). 

Exposure to night-time noise also induces secondary effects, or so-called after effects. These are 
effects that can be measured the day following the night-time exposure, while the individual is 
awake. The secondary effects include reduced perceived sleep quality; increased fatigue; 
depressed mood or well-being; and decreased performance (Ohrstrom 1993a; Passchier-Vermeer 
1993; Carter 1996; Pearsons et al. 1995; Pearsons 1998). 

Long-term effects on psychosocial ,vell-being have also been related to noise exposure during 
the night (Ohrstrom 1991). Noise annoyance during the night-time increased the total noise 
annoyance expressed by people in the following 24 h. Various studies have also shown that 
people living in areas exposed to night-time noise have an increased use of sedatives or sleeping 
pills. Other frequently reported behavioural effects of night-time noise include closed bedroom 
windows and use of personal hearing protection. Sensitive groups include the elderly, shift 
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workers, persons especially vulnerable to physical or mental disorders and other individuals with 
sleeping difficulties. 

Questionnaire data indicate the importance of night-time noise on the perception of sleep quality. 
A recent Japanese investigation was conducted for 3 600 women (20-80 years old) living in 
eight roadside zones with different road traffic noise. The results shmved that four measures of 
perceived sleep quality ( difficulty in falling asleep; waking up during sleep; waking up too early; 
feelings of sleeplessness one or more days a week) correlated significantly with the average 
traffic volumes during night-time. An in-depth investigation of 19 insomnia cases and their 
matched controls (age,work) measured outdoor and indoor sound pressure levels during sleep 
(Kageyama et al. 1997). The study showed that road traffic noise in excess of 30 dB LAeq for 
nighttime induced sleep disturbance, consistent with the results of Ohrstrom (1993b ). 

Meta-analyses of field and laboratory studies have suggested that there is a relationship between 
the SEL for a single night-time noise event and the percentage of people awakened, or who 
showed sleep stage changes (e.g. Ollerhead et al. 1992; Passchier-Vermeer 1993; Finegold et al. 
1994; Pearsons et al. 1995). All of these studies assumed that the number of awakenings per 
night for each SEL value is proportional to the number of night-time noise events. However, the 
results have been criticized for methodological reasons. For example, there were small groups of 
sleepers; too few original studies; and indoor exposure was estimated from outdoor sound 
pressure levels (NRC-CNRC 1994; Beersma & Altena 1995; Vallet 1998). The most important 
result of the meta-analyses is that there is a clear difference in the dose-response curves for 
laboratory and field studies, and that noise has a lower effect under real-life conditions (Pearsons 
et al. 1995; Pearsons 1998). 

However, this result has been questioned, because the studies were not controlled for such things 
as the sound insulation of the buildings, and the number of bedrooms with closed windows. 
Also, only two indicators of sleep disturbance were considered (awakening and sleep stage 
changes). The meta-analyses thus neglected other important sleep disturbance effects (Ohrstrom 
1993b; Carter et al. 1994a; Carter et al. 1994b; Carter 1996; Kuwano et al. 1998). For example, 
for road traffic noise, perceived sleep quality is related both to the time needed to fall asleep and 
the total sleep time (Ohrstrom & Bjorkman 1988). Individuals who are more sensitive to noise 

-, ( as assessed by different questionnaires) report \Vorse sleep quality both in field studies and in 
laboratory studies. 

A further criticism of the meta-analyses is that laboratory experiments have shown that 
habituation to night-time noise events occurs, and that noise-induced awakening decreases with 
increasing number of sound exposures per night. This is in contrast to the assumption used in the 
meta-analyses, that the percentage of awakenings is linearly proportional to the number of night
time noise events. Studies have also shown that the frequency of noise-induced awakenings 
decreases for at least the first eight consecutive nights. So far, habituation has been shown for 
awakenings, but not for heart rate and after effects such as perceived sleep quality, mood and 
performance (Ohrstrom and Bjorkman 1988). 

Other studies suggest that it is the difference in sound pressure levels between a noise event and 
background, rather than the absolute sound pressure level of the noise event, that determines the 
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reaction probability. The time interval between two noise events also has an important influence 
of the probability of obtaining a response (Griefahn 1977; cf Berglund & Lindvall 1995). 
Another possible factor is the person's age, with older persons having an increased probability of 
awakening. However, one field study showed that noise-induced awakenings are independent of 
age (Reyner & Home 1995). 

For a good sleep, it is believed that indoor sound pressure levels should not exceed 
approximately 45 dB LAmax more than 10-15 times per night (Vallet & Vernet 1991), and most 
studies show an increase in the percentage of awakenings at SEL values of 55-60 dBA 
(Passchier-Vermeer 1993; Finegold et al. 1994; Pearsons et al. 1995). For intermittent events 
that approximate aircraft noise, with an effective duration of 10-30 s, SEL values of 55-60 dBA 
correspond to a LAmax value of 45 dB. Ten to 15 of these events during an eight-hour night
time implies an LAeq,8h of 20-25 dB. This is 5-10 dB below the LAeq,8h of 30 dB for 
continuous night-time noise exposure, and shows that the intermittent character of noise has to 
be taken into account when setting night-time limits for noise exposure. For example, this can be 
achieved by considering the number of noise events and the difference between the maximum 
sound pressure level and the background level of these events. 

Special attention should also be given to the following considerations: 

a. Noise sources in an environment with a low background noise level. For example, 
night-traffic in suburban residential areas. 

b. Environments where a combination of noise and vibrations are produced. For 
example, railway noise, heavy duty vehicles. 

c. Sources with low-frequency components. Disturbances may occur even though the 
sound pressure level during exposure is below 30 dBA. 

If negative effects on sleep are to be avoided the equivalent sound pressure level should not 
exceed 30 dBA indoors for continuous noise. If the noise is not continuous, sleep disturbance 
correlates best with LAmax and effects have been observed at 45 dB or less. This is particularly 
true if the background level is low. Noise events exceeding 45 dBA should therefore be limited 
if possible. For sensitive people an even lower limit would be preferred. It should be noted that 
it should be possible to sleep with a bedroom window slightly open ( a reduction from outside to 
inside of 15 dB). To prevent sleep disturbances, one should thus consider the equivalent sound 
pressure level and the number and level of sound events. Mitigation targeted to the first part of 
the night is believed to be effective for the ability to fall asleep. 
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3.5. Cardiovascular and Physiological Effects 

Epidemiological and laboratory studies involving workers exposed to occupational noise, and 
general populations (including children) living in noisy areas around airports, industries and 
noisy streets, indicate that noise may have both temporary and permanent impacts on 
physiological functions in humans. It has been postulated that noise acts as an environmental 
stressor (for a review see Passchier-Vermeer 1993; Berglund & Lindvall 1995). Acute noise 
exposures activate the autonomic and hormonal systems, leading to temporary changes such as 
increased blood pressure, increased heart rate and vasoconstriction. After prolonged exposure, 
susceptible individuals in the general population may develop permanent effects, such as 
hypertension and ischaemic heart disease associated with exposures to high sound pressure levels 
(for a review see Passchier-Vermeer 1993; Berglund & Lindvall 1995). The magnitude and 
duration of the effects are determined in part by individual characteristics, lifestyle behaviours 
and environmental conditions. Sounds also evoke reflex responses, particularly when they are 
unfamiliar and have a sudden onset. 

Laboratory experiments and field quasi-experiments show that if noise exposure is temporary, 
the physiological system usually returns - after the exposure terminates - to a normal (pre
exposure) state within a time in the range of the exposure duration. If the exposure is of 
sufficient intensity and unpredictability, cardiovascular and hormonal responses may appear, 
including increases in heart rate and peripheral vascular resistance; changes in blood pressure, 
blood viscosity and blood lipids; and shifts in electrolyte balance (Mg/Ca) and hormonal levels 
( epinephrine, norepinephrine, cortisol). The first four effects are of interest because of noise
related coronary heart disease (Ising & Gunther 1997). Laboratory and clinical data suggest that 
noise may significantly elevate gastrointestinal motility in humans. 

By far the greatest number of occupational and community noise studies have focused on the 
possibility that noise may be a risk factor for cardiovascular disease. Many studies in 
occupational settings have indicated that workers exposed to high levels of industrial noise for 5-
30 years have increased blood pressure and statistically significant increases in risk for 
hypertension, compared to workers in control areas (Passchier-Vermeer 1993). In contrast, only 
a few studies on environmental noise have shown that populations living in noisy areas around 
airports and on noisy streets have an increased risk for hypertension. The overall evidence 
suggests a weak association between long-term environmental noise exposure and hypertension 
(HCN 1994; Berglund & Lindvall 1995; IEH 1997), and no dose-response relationships could be 
established. 

Recently, an updated summary of available studies for ischaemic heart disease has been 
presented (Babisch 1998a; Babisch 1998b; Babisch et al. 1999; see also Thompson 1996). The 
studies reviewed include case-control and cross-sectional designs, as well as three longitudinal 
studies. However, it has not yet been possible to conduct the most advanced quantitative 
integrated analysis of the available studies. Relative risks and their confidence intervals could be 
estimated only for the classes of high noise levels (mostly >65 dBA during daytime) and low 
levels (mostly <55 dBA during daytime), rather than a range of exposure levels. For 
methodological reasons identified in the meta-analysis, a cautious interpretation of the results is 
warranted (Lercher et al. 1998). 
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Prospective studies that controlled for confounding factors suggest an increase in ischaemic heart 
disease when the noise levels exceed 65-70 dB for LAeq (6-22). (For road traffic noise, the 
difference between LAeq (6-22h) and LAeq,24h usually is of the order of 1.5 dB). When 
orientation of the bedroom, window opening habits and years of exposure are taken into account, 
the risk of heart disease is slightly higher (Babisch et al. 1998; Babisch et al. 1999). However, 
disposition, behavioural and environmental factors were not sufficiently accounted for in the 
analyses carried out to date. In epidemiological studies the lowest level at which traffic noise 
had an effect on ischaemic heart disease was 70 dB for LAeq,24h (HCN 1994). 

The overall conclusion is that cardiovascular effects are associated with long-term exposure to 
LAeq,24h values in the range of 65-70 dB or more, for both air- and road-traffic noise. 
However, the associations are weak and the effect is somewhat stronger for ischaemic heart 
disease than for hypertension. Nevertheless, such small risks are potentially important because a 
large number of persons are currently exposed to these noise levels, or are likely to be exposed in 
the future. Furthermore, only the average risk is considered and sensitive subgroups of the 
populations have not been sufficiently characterized. For example, a 10% increase in risk factors 
( a relative risk of 1.1) may imply an increase of up to 200 cases per 100 000 people at risk per 
year. Other observed psychophysiological effects, such as changes in stress hormones, 
magnesium levels, immunological indicators, and gastrointestinal disturbances are too 
inconsistent for conclusions to be drawn about the influence of noise pollution. 

3.6. Mental Health Effects 

Mental health is defined as the absence of identifiable psychiatric disorders according to current 
norms (Freeman 1984). Environmental noise is not believed to be a direct cause of mental 
illness, but it is assumed that it accelerates and intensifies the development of latent mental 
disorder. Studies on the adverse effects of environmental noise on mental health cover a variety 
of symptoms, including anxiety; emotional stress; nervous complaints; nausea; headaches; 
instability; argumentativeness; sexual impotency; changes in mood; increase in social conflicts, 
as well as general psychiatric disorders such as neurosis, psychosis and hysteria. Large-scale 
population studies have suggested associations between noise exposure and a variety of mental 
health indicators, such as single rating of well-being; standard psychological symptom profiles; 
the intake of psychotropic drugs; and consumption of tranquilizers and sleeping pills. Early 
studies showed a weak association between exposure to aircraft noise and psychiatric hospital 
admissions in the general population surrounding an airport (see also Berglund & Lindvall 
1995). However, the studies have been criticized because of problems in selecting variables and 
in response bias (Halpern 1995). 

Exposure to high levels of occupational noise has been associated with development of neurosis 
and irritability; and exposure to high levels of environmental noise with deteriorated mental 
health (Stansfeld 1992). However, the findings on environmental noise and mental health effects 
are inconclusive (HCN 1994; Berglund & Lindvall 1995; IEH 1997). The only longitudinal 
study in this field (Stansfeld et al. 1996) showed an association between the initial level of road 
traffic noise and minor psychiatric disorders, although the association for increased anxiety was 
weak and non-linear. It turned out that psychiatric disorders are associated with noise sensitivity, 
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rather than with noise exposure, and the association was found to disappear after adjustment for 
baseline trait anxiety. These and other results show the importance of taking vulnerable groups 
into account, because they may not be able to cope sufficiently with unwanted environmental 
noise ( e.g. Stansfeld 1992). This is particularly true of children, the elderly and people with 
preexisting illnesses, especially depression (IEH 1997). Despite the weaknesses of the various 
studies, the possibility that community noise has adverse effects on mental health is suggested by 
studies on the use of medical drugs, such as tranquilizers and sleeping pills, on psychiatric 
symptoms and on mental hospital admission rates. 

3.7. The Effects of Noise on Performance 

It has been documented in both laboratory subjects and in workers exposed to occupational 
noise, that noise adversely affects cognitive task performance. In children, too, environmental 
noise impairs a number of cognitive and motivational parameters (Cohen et al. 1980; Evans & 
Lepore 1993; Evans 1998; Hygge et al. 1998; Haines et al. 1998). However, there are no 
published studies on whether environmental noise at home also impairs cognitive performance in 
adults. Accidents may also be an indicator of performance deficits. The few field studies on the 
effects of noise on performance and safety showed that noise may produce some task impairment 
and increase the number of errors in work, but the effects depend on the type of noise and the 
task being performed (Smith 1990). 

Laboratory and workplace studies showed that noise can act as a distracting stimulus. Also, 
impulsive noise events (e.g. sonic booms) may produce disruptive effects as a result of startle 
responses. In the short term, noise-induced arousal may produce better performance of simple 
tasks, but cognitive performance deteriorates substantially for more complex tasks (i.e. tasks that 
require sustained attention to details or to multiple cues; or tasks that demand a large capacity of 
working memory, such as complex analytical processes). Some of the effects are related to loss 
in auditory comprehension and language acquisition, but others are not (Evans & Maxwell 
1997). Among the cognitive effects, reading, attention, problem solving and memory are most 
strongly affected by noise. The observed effects on motivation, as measured by persistence with 
a difficult cognitive task, may either be independent or secondary to the aforementioned 
cognitive impairments. 

• Two types of memory deficits have been identified under experimental noise exposure: 
incidental memory and memory for materials that the observer was not explicitly instructed to 
focus on during a learning phase. For example, when presenting semantic information to 
subjects in the presence of noise, recall of the information content was unaffected, but the 
subjects were significantly less able to recall, for example, in which comer of the slide a word 
had been located. There is also some evidence that the lack of "helping behavior" that was noted 
under experimental noise exposure may be related to inattention to incidental cues (Berglund & 
Lindvall 1995). Subjects appear to process information faster in working memory during noisy 
performance conditions, but at a cost of available memory capacity. For example, in a running 
memory task, in which subjects were required to recall in sequence letters that they had just 
heard, subjects recalled recent items better under noisy conditions, but made more errors farther 
back into the list. 
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Experimental noise exposure consistently produces negative after-effects on performance (Glass 
& Singer 1972). Following exposure to aircraft noise, schoolchildren in the vicinity of Los 
Angeles airport were found to be deficient in proofreading, and in persistence with challenging 
puzzles (Cohen et al. 1980). The uncontrollability of noise, rather than the intensity of the noise, 
appears to be the most critical variable. The only prospective study on noise-exposed 
schoolchildren, designed around the move of the Munich airport (Hygge et al. 1996; Evans et al. 
1998), confirmed the results of laboratory and workplace studies in adults, as well the results of 
the Los Angeles airport study with children (Cohen et al. 1980). An important finding was that 
some of the adaptation strategies for dealing with aircraft noise, such as tuning out or ignoring 
the noise, and the effort necessary to maintain task performance, come at a price. There is 
heightened sympathetic arousal, as indicated by increased levels of stress hormone, and elevation 
of resting blood pressure (Evans et al. 1995; Evans et al. 1998). Notably, in the airport studies 
reported above, the adverse effects were larger in children with lower school achievement. 

For aircraft noise, it has been shown that chronic exposure during early childhood appears to 
impair reading acquisition and reduces motivational capabilities. Of recent concern are 
concomitant psychophysiological changes (blood pressure and stress hormone levels). Evidence 
indicates that the longer the exposure, the greater the damage. It seems clear that daycare centers 
and schools should not be located near major sources of noise, such as highways, airports and 
industrial sites. 

3.8. Effects of Noise on Residential Behaviour and Annoyance 

Noise annoyance is a global phenomenon. A definition of annoyance is "a feeling of displeasure 
associated with any agent or condition, known or believed by an individual or group to adversely 
affect them" (Lindvall & Radford 1973; Koelega 1987). However, apart from "annoyance", 
people may feel a variety of negative emotions when exposed to community noise, and may 
report anger, disappointment, dissatisfaction, withdrawal, helplessness, depression, anxiety, 
distraction, agitation, or exhaustion (Job 1993; Fields et al. 1997 1998). Thus, although the term 
annoyance does not cover all the negative reactions, it is used for convenience in this document. 

Noise can produce a number of social and behavioural effects in residents, besides annoyance 
(for review see Berglund & Lindvall 1995). The social and behavioural effects are often 
complex, subtle and indirect. Many of the effects are assumed to be the result of interactions 
with a number of non-auditory variables. Social and behavioural effects include changes in overt 
everyday behaviour patterns ( e.g. closing windows, not using balconies, turning TV and radio to 
louder levels, writing petitions, complaining to authorities); adverse changes in social behaviour 
( e.g. aggression, unfriendliness, disengagement, non-participation); adverse changes in social 
indicators (e.g. residential mobility, hospital admissions, drug consumption, accident rates); and 
changes in mood (e.g. less happy, more depressed). 

Although changes in social behaviour, such as a reduction in helpfulness and increased 
aggressiveness, are associated with noise exposure, noise exposure alone is not believed to be 
sufficient to produce aggression. However, in combination \Vith provocation or pre-existing 
anger or hostility, it may trigger aggression. It has also been suspected that people are less 
willing to help, both during exposure and for a period after exposure. Fairly consistent evidence 
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shows that noise above 80 dBA is associated with reduced helping behaviour and increased 
aggressive behaviour. Particularly, there is concern that high-level continuous noise exposures 
may contribute to the susceptibility of schoolchildren to feelings of helplessness (Evans & 
Lepore 1993) 

The effects of community noise can be evaluated by assessing the extent of annoyance (low, 
moderate, high) among exposed individuals; or by assessing the disturbance of specific activities, 
such as reading, watching television and communication. The relationship between annoyance 
and activity disturbances is not necessarily direct and there are examples of situations where the 
extent of annoyance is low, despite a high level of activity disturbance. For aircraft noise, the 
most important effects are interference with rest, recreation and watching television. This is in 
contrast to road traffic noise, where sleep disturbance is the predominant effect (Berglund & 
Lindvall 1995). 

A number of studies have shown that equal levels of traffic and industrial noises result in 
different magnitudes of annoyance (Hall et al. 1981; Griffiths 1983; Miedema 1993; Bradley 
1994a; Miedema & Vos 1998). This has led to criticism (e.g. Kryter 1994; Bradley 1994a) of 
averaged dose-response curves determined by meta-analysis, which assumed that all traffic 
noises are the same (Fidell et al. 1991; Fields 1994a; Finegold et al. 1994). Schultz (1978) and 
Miedema & Vos (1998) have synthesized curves of annoyance associated with three types of 
traffic noise (road, air, railway). In these curves, the percentage of people highly or moderately 
annoyed was related to the day and night continuous equivalent sound level, Lctn• For each of the 
three types of traffic noise, the percentage of highly annoyed persons in a population started to 
increase at an Lctn value of 42 dBA, and the percentage of moderately annoyed persons at an Lctn 
value of 37 dBA (Miedema & Vos 1998). Aircraft noise produced a stronger annoyance 
response than road traffic, for the same Lctn exposure, consistent with earlier analyses (Kryter 
1994; Bradley 1994a). However, caution should be exercised when interpreting synthesized data 
from different studies, since five major parameters should be randomly distributed for the 
analyses to be valid: personal, demographic, and lifestyle factors, as well as the duration of noise 
exposure and the population experience with noise (Kryter 1994). 

Annoyance in populations exposed to environmental noise varies not only with the acoustical 
characteristics of the noise (source, exposure), but also with many non-acoustical factors of 
social, psychological, or economic nature (Fields 1993). These factors include fear associated 
with the noise source, conviction that the noise could be reduced by third parties, individual 
noise sensitivity, the degree to which an individual feels able to control the noise (coping 
strategies), and whether the noise originates from an important economic activity. Demographic 
variables such as age, sex and socioeconomic status, are less strongly associated with annoyance. 
The correlation between noise exposure and general annoyance is much higher at the group level 
than at the individual level, as might be expected. Data from 42 surveys showed that at the 
group level about 70% of the variance in annoyance is explained by noise exposure 
characteristics, whereas at the individual level it is typically about 20% (Job 1988). 

When the type and amount of noise exposure is kept constant in the meta-analyses, differences 
between communities, regions and countries still exist (Fields 1990; Bradley 1996). This is well 
demonstrated by a comparison of the dose-response curve determined for road-traffic noise 
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(Miedema & Vos 1998) and that obtained in a survey along the North-South transportation route 
through the Austrian Alps (Lercher 1998b). The differences may be explained in terms of the 
influence of topography and meteorological factors on acoustical measures, as well as the low 
background noise level on the mountain slopes. 

Stronger reactions have been observed when noise is accompanied by vibrations and contains 
low frequency components (Paulsen & Kastka 1995; Ohrstrom 1997; for review see Berglund et 
al. 1996), or when the noise contains impulses, such as shooting noise (Buchta 1996; Vos 1996; 
Smoorenburg 1998). Stronger, but temporary, reactions also occur when noise exposure is 
increased over time, in comparison to situations with constant noise exposure (e.g. HCN 1997; 
Kheboe et al. 1998). Conversely, for road traffic noise, the introduction of noise protection 
barriers in residential areas resulted in smaller reductions in annoyance than expected for a 
stationary situation (Kastka et al. 1995). 

To obtain an indicator for annoyance, other methods of combining parameters of noise exposure 
have been extensively tested, in addition to metrics such as LAeq,24h and Ldn• When used for a 
set of community noises, these indicators correlate well both among themselves and with 
LAeq,24h or Lctn values (e.g. HCN 1997). Although LAeq,24h and Lctn are in most cases 
acceptable approximations, there is a growing concern that all the component parameters of the 
noise should be individually assessed in noise exposure investigations, at least in the complex 
cases (Berglund & Lindvall 1995). 

3.9. The Effects of Combined Noise Sources 

Many acoustical environments consist of sounds from more than one source. For these 
environments, health effects are associated with the total noise exposure, rather than with the 
noise from a single source (WHO 1980b). When considering hearing impairment, for example, 
the total noise exposure can be expressed in terms of LAeq,24h for the combined sources. For 
other adverse health effects, however, such a simple model most likely will not apply. It is 
possible that some disturbances ( e.g. speech interference, sleep disturbance) may more easily be 
attributed to specific noises. In cases where one noise source clearly dominates, the magnitude 
of an effect may be assessed by taking into account the dominant source only (HCN 1997). 
Furthermore, at a policy level, there may be little need to identify the adverse effect of each 
specific noise, unless the responsibility for these effects is to be shared among several polluters 
(cf The Polluter Pays Principle in Chapter 5, UNCED 1992). 

There is no consensus on a model for assessing the total annoyance due to a combination of 
environmental noise sources. This is partly due to a lack of research into the temporal patterns of 
combined noises. The current approach for assessing the effects of "mixed noise sources" is 
limited to data on "total annoyance" transformed to mathematical principles or rules of thumb 
(Ronnebaum et al. 1996; Vos 1992; Miedema 1996; Berglund & Nilsson 1997). Models to 
assess the total annoyance of combinations of environmental noises may not be applicable to 
those health effects for which the mechanisms of noise interaction are unknown, and for which 
different cumulative or synergistic effects cannot be ruled out. \Vhen noise is combined with 
different types of environmental agents, such as vibrations, ototoxic chemicals, or chemical 
odours, again there is insufficient knowledge to accurately assess the combined effects on health 
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(Berglund & Lindvall 1995; HCN 1994; Miedema 1996; Zeichart 1998; Passchier-Vermeer & 
Zeichart 1998). Therefore, caution should be exercised when trying to predict the adverse health 
effects of combined factors in residential populations. 

The evidence on low-frequency noise is sufficiently strong to warrant immediate concern. 
Various industrial sources emit continuous low-frequency noise (compressors, pumps, diesel 
engines, fans, public works); and large aircraft, heavy-duty vehicles and railway traffic produce 
intermittent low-frequency noise. Low-frequency noise may also produce vibrations and rattles 
as secondary effects. Health effects due to low-frequency components in noise are estimated to 
be more severe than for community noises in general (Berglund et al. 1996). Since A-weighting 
underestimates the sound pressure level of noise with low-frequency components, a better 
assessment of health effects would be to use C-weighting. 

In residential populations heavy noise pollution will most certainly be associated with a 
combination of health effects. For example, cardiovascular disease, annoyance, speech 
interference at work and at home, and sleep disturbance. Therefore, it is important that the total 
adverse health load over 24 hours be considered and that the precautionary principle for 
sustainable development is applied in the management of health effects (see Chapter 5). 

3.10. Vulnerable Groups 

Protective standards are essentially derived from observations on the health effects of noise on 
"normal" or "average" populations. The participants of these investigations are selected from the 
general population and are usually adults. Sometimes, samples of participants are selected 
because of their easy availability. However, vulnerable groups of people are typically 
underrepresented. This group includes people with decreased personal abilities ( old, ill, or 
depressed people); people with particular diseases or medical problems; people dealing with 
complex cognitive tasks, such as reading acquisition; people who are blind or who have hearing 
impairment; fetuses, babies and young children; and the elderly in general (Jansen 1987; AAP 
1997). These people may be less able to cope with the impacts of noise exposure and be at 
greater risk for harmful effects. 

Persons with impaired hearing are the most adversely affected with respect to speech 
intelligibility. Even slight hearing impairments in the high-frequency range may cause problems 
with speech perception in a noisy environment. From about 40 years of age, people typically 
demonstrate an impaired ability to understand difficult, spoken messages with low linguistic 
redundancy. Therefore, based on interference with speech perception, a majority of the 
population belongs to the vulnerable group. 

Children have also been identified as vulnerable to noise exposure (see Agenda 21: UNCED 
1992). The evidence on noise pollution and children's health is strong enough to warrant 
monitoring programmes at schools and preschools to protect children from the effects of noise. 
Follow up programmes to study the main health effects of noise on children, including effects on 
speech perception and reading acquisition, are also warranted in heavily noise polluted areas 
(Cohen et al. 1986; Evans et al. 1998). 
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The issue of vulnerable subgroups in the general population should thus be considered when 
developing regulations or recommendations for the management of community noise. This 
consideration should take into account the types of effects ( communication, recreation, 
annoyance, etc.), specific environments (in utero, incubator, home, school, workplace, public 
institutions, etc.) and specific lifestyles (listening to loud music through headphones, or at 
discotheques and festivals; motor cycling, etc.) . 
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4. Guideline Values 

4.1. Introduction 

The human ear and lower auditory system continuously receive stimuli from the world around 
us. However, this does not mean that all the acoustical inputs are necessarily disturbing or have 
harmful effects. This is because the auditory nerve provides activating impulses to the brain that 
enable us to regulate the vigilance and wakefulness necessary for optimal performance. On the 
other hand, there are scientific reports that a completely silent world can have harmful effects, 
because of sensory deprivation. Thus, both too little sound and too much sound can be harmful. 
For this reason, people should have the right to decide for themselves the quality of the 
acoustical environment they live in. 

Exposure to noise from various sources is most commonly expressed as the average sound 
pressure level over a specific time period, such as 24 hours. This means that identical average 
sound levels for a given time period could be derived from either a large number of sound events 
with relatively low, almost inaudible levels, or from a few events with high sound levels. This 
technical concept does not fully agree with common experience on how environmental noise is 
experienced, or with the neurophysiological characteristics of the human receptor system. 

Human perception of the environment through vision, hearing, touch, smell and taste is 
characterized by a good discrimination of stimulus intensity differences, and by a decaying 
response to a continuous stimulus (adaptation or habituation). Single sound events cannot be 
discriminated if the interval between events drops below a threshold value; if this occurs, the 
sound is interpreted as continuous. These characteristics are linked to survival, since new and 
different stimuli with low probability and high information value indicate warnings. Thus, when 
assessing the effects of environmental noise on people it is relevant to consider the importance of 
the background noise level, the number of events, and the noise exposure level independently. 

Community noise studies have traditionally considered noise annoyance from single specific 
sources such as aircraft, road traffic or railways. In recent years, efforts have been made to 
compare the results from road traffic, aircraft and railway surveys. Data from a number of 
sources show that aircraft noise is more annoying than road traffic noise, which, in turn, is more 
annoying than railway noise. However, there is not a clear understanding of the mechanisms that 
create these differences. Some populations may also be at greater risk for the harmful effects of 
noise. Young children ( especially during language acquisition), the blind, and perhaps fetuses 
are examples of such populations. There are no definite conclusions on this topic, but the reader 
should be alerted that guidelines in this report are developed for the population at large; 
guidelines for potentially more vulnerable groups are addressed only to a limited extent. 

In the following, guideline values are summarized with regard to specific environments and 
effects. For each environment and situation, the guideline values take into consideration the 
identified health effects and are set, based on the lowest levels of noise that affect health ( critical 
health effect). Guideline values typically correspond to the lowest effect level for general 
populations, such as those for indoor speech intelligibility. By contrast, guideline values for 
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annoyance have been set at 50 or 55 dBA, representing daytime levels below which a majority of 
the adult population will be protected from becoming moderately or seriously annoyed, 
respectively. 

In these Guidelines for Community Noise only guideline values are presented. These are 
essentially values for the onset of health effects from noise exposure. It would have been 
preferred to establish guidelines for exposure-response relationships. Such relationships would 
indicate the effects to be expected if standards were set above the WHO guideline values and 
would facilitate the setting of standards for sound pressure levels (noise immission standards). 
However, exposure-response relationships could not be established as the scientific literature is 
very limited. The best-studied exposure-response relationship is that between Ldn and annoyance 
(WHO 1995a; Berglund & Lindvall 1995; Miedema & Vos 1998). Even the most recent 
relationships between integrated noise levels and the percentage of highly or moderately annoyed 
people are still being scrutinized. The results of a forthcoming meta-analysis are expected to be 
published in the near future (Miedema, personal communication). 

4.2. Specific Effects 

4.2.1. Interference with communication 

Noise tends to interfere with auditory communication, in which speech is a most important 
signal. However, it is also vital to be able to hear alarming and informative signals such as door 
bells, telephone signals, alarm clocks, fire alarms etc., as well as sounds and signals involved in 
occupational tasks. The effects of noise on speech discrimination have been studied extensively 
and deal with this problem in lexical terms (mostly words but also sentences). For 
communication distances beyond a few metres, speech interference starts at sound pressure 
levels below 50 dB for octave bands centered on the main speech frequencies at 500, 1 000 and 2 
000 Hz. It is usually possible to express the relationship between noise levels and speech 
intelligibility in a single diagram, based on the following assumptions and empirical 
observations, and for speaker-to-listener distance of about 1 m: 

a. Speech in relaxed conversation is 100% intelligible in background noise levels of 
about 35 dBA, and can be understood fairly well in background levels of 45 dBA. 

b. Speech with more vocal effort can be understood when the background sound 
pressure level is about 65 dBA. 

A majority of the population belongs to groups sensitive to interference with speech perception. 
Most sensitive are the elderly and persons with impaired hearing. Even slight hearing 
impairments in the high-frequency range may cause problems with speech perception in a noisy 
environment. From about 40 years of age, people demonstrate impaired ability to interpret 
difficult, spoken messages with low linguistic redundancy, when compared to people aged 20-30 
years. It has also been shown that children, before language acquisition has been completed, 
have more adverse effects than young adults to high noise levels and long reverberation times. 

For speech outdoors and for moderate distances, the sound level drops by approximately 6 dB for 
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a doubling of the distance between speaker and listener. This relationship is also applicable to 
indoor conditions, but only up to a distance of about 2 m. Speech communication is affected 
also by the reverberation characteristics of the room, and reverberation times beyond 1 s can 
produce a loss in speech discrimination. A longer reverberation time combined with background 
noise makes speech perception still more difficult. 

Speech signal perception is of paramount importance, for example, in classrooms or conference 
rooms. To ensure any speech communication, the signal-to-noise relationship should exceed 
zero dB. But when listening to complicated messages (at school, listening to foreign languages, 
telephone conversation) the signal-to-noise ratio should be at least 15 dB. With a voice level of 
50 dBA (at 1 m distance this corresponds on average to a casual voice level in both women and 
men), the background level should not exceed 35 dBA. This means that in classrooms, for 
example, one should strive for as low background levels as possible. This is particularly true 
when listeners with impaired hearing are involved, for example, in homes for the elderly. 
Reverberation times below 1 s are necessary for good speech intelligibility in smaller rooms; and 
even in a quiet environment a reverberation time below 0.6 s is desirable for adequate speech 
intelligibility for sensitive groups. 

4.2.2. Noise-induced hearing impairment 

The ISO Standard 1999 (ISO 1990) gives a method of calculating noise-induced hearing 
impairment in populations exposed to all types of occupational noise ( continuous, intermittent, 
impulse). However, noise-induced hearing impairment is by no means restricted to occupational 
situations alone. High noise levels can also occur in open-air concerts, discotheques, motor 
sports, shooting ranges, and from loudspeakers or other leisure activities in dwellings. Other 
loud noise sources, such as music played back in headphones and impulse noise from toys and 
fireworks, are also important. Evidence strongly suggests that the calculation method from ISO 
Standard 1999 for occupational noise (ISO 1990) should also be used for environmental and 
leisure time noise exposures. This implies that long term exposure to LAeq,24h of up to 70 dBA 
will not result in hearing impairment. However, given the limitations of the various underlying 
studies, care should be taken with respect to the following: 

a. Data from animal experiments indicate that children may be more vulnerable in 
acquiring noise-induced hearing impairment than adults. 

b. At very high instantaneous sound pressure levels mechanical damage to the ear 
may occur (Hanner & Axelsson 1988). Occupational limits are set at peak sound 
pressure levels of 140 dBA (EU 1986a). For adults, this same limit is assumed to 
be in order for exposure to environmental and leisure time noise. In the case of 
children, however, considering their habits \Yhile playing with noisy toys, peak 
sound pressure levels should never exceed 120 dBA. 

c. For shooting noise with LAeq,24h over 80 dB, studies on temporary threshold 
shift suggest there is the possibility of an increased risk for noise-induced hearing 
impairment (Smoorenburg 1998). 
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d. The risk for noise-induced hearing impairment increases when noise exposure is 
combined with vibrations, ototoxic drugs or chemicals (Fechter 1999). In these 
circumstances, long-term exposure to LAeq,24h of 70 dB may induce small 
hearing impairments. 

e. It is uncertain whether the relationships in ISO Standard 1999 (ISO 1990) are 
applicable to environmental sounds having a short rise time. For example, in the 
case of military low-altitude flying areas (75-300 m above ground) LAmax 
values of 110-130 dB occur within seconds after onset of the sound. 

In conclusion, dose-response data are lacking for the general population. However, judging from 
the limited data for study groups (teenagers, young adults and women), and on the assumption 
that time of exposure can be equated with sound energy, the risk for hearing impairment would 
be negligible for LAeq,24h values of 70 dB over a lifetime. To avoid hearing impairment, 
impulse noise exposures should never exceed a peak sound pressure of 140 dB peak in adults, 
and 120 dB in children. 

4.2.3. Sleep disturbance effects 

Electrophysiological and behavioral methods have demonstrated that both continuous and 
intermittent noise indoors lead to sleep disturbance. The more intense the background noise, the 
more disturbing is its effect on sleep. Measurable effects on sleep start at background noise 
levels of about 30 dB LAeq. Physiological effects include changes in the pattern of sleep stages, 
especially a reduction in the proportion of REM sleep. Subjective effects have also been 
identified, such as difficulty in falling asleep, perceived sleep quality, and adverse after-effects 
such as headache and tiredness. Sensitive groups mainly include elderly persons, shift workers 
and persons with physical or mental disorders. 
Where noise is continuous, the equivalent sound pressure level should not exceed 30 dBA 
indoors, if negative effects on sleep are to be avoided. Wnen the noise is composed of a large 
proportion of low-frequency sounds a still lower guideline value is recommended, because low
frequency noise (e.g. from ventilation systems) can disturb rest and sleep even at low sound 
pressure levels. It should be noted that the adverse effect of noise partly depends on the nature 
of the source. A special situation is for newborns in incubators, for which the noise can cause 
sleep disturbance and other health effects. 

If the noise is not continuous, LAmax or SEL are used to indicate the probability of noise
induced awakenings. Effects have been observed at individual LAmax exposures of 45 dB or 
less. Consequently, it is important to limit the number of noise events with a LAmax exceeding 
45 dB. Therefore, the guidelines should be based on a combination of values of 30 dB LAeq,8h 
and 45 dB LAmax. To protect sensitive persons, a still lower guideline value would be preferred 
when the background level is low. Sleep disturbance from intermittent noise events increases 
with the maximum noise level. Even if the total equivalent noise level is fairly low, a small 
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number of noise events with a high maximum sound pressure level will affect sleep. 

Therefore, to avoid sleep disturbance, guidelines for community noise should be expressed in 
terms of equivalent sound pressure levels, as well as LAmax/SEL and the number of noise 
events. Measures reducing disturbance during the first part of the night are believed to be the 
most effective for reducing problems in falling asleep. 

4.2.4. Cardiovascular and psyclwphysiological effects 

Epidemiologial studies show that cardiovascular effects occur after long-term exposure to noise 
(aircraft and road traffic) with LAeq,24h values of 65-70 dB. However, the associations are 
weak. The association is somewhat stronger for ischaemic heart disease than for hypertension. 
Such small risks are important, however, because a large number of persons are currently 
exposed to these noise levels, or are likely to be exposed in the future. Other possible effects, 
such as changes in stress hormone levels and blood magnesium levels, and changes in the 
immune system and gastro-intestinal tract, are too inconsistent to draw conclusions. Thus, more 
research is required to estimate the long-term cardiovascular and psychophysiological risks due 
to noise. In view of the equivocal findings, no guideline values can be given. 

4.2.5. Mental health effects 

Studies that have examined the effects of noise on mental health are inconclusive and no 
guideline values can be given. However, in noisy areas, it has been observed that there is an 
increased use of prescription drugs such as tranquilizers and sleeping pills, and an increased 
frequency of psychiatric symptoms and mental hospital admissions. This strongly suggests that 
adverse mental health effects are associated with community noise. 

4.2. 6. Effects on per/ ormance 

The effects of noise on task performance have mainly been studied in the laboratory and to some 
extent in work situations. But there have been few, if any, detailed studies on the effects of noise 
on human productivity in community situations. It is evident that when a task involves auditory 
signals of any kind, noise at an intensity sufficient to mask or interfere with the perception of 
these signals will also interfere with the performance of the task. A novel event, such as the start 
of an unfamiliar noise, will also cause distraction and interfere with many kinds of tasks. For 
example, impulsive noises such as sonic booms can produce disruptive effects as the result of 
startle responses; and these types of responses are more resistant to habituation. 

Mental activities involving high load in working memory, such as sustained attention to multiple 
cues or complex analysis, are all directly sensitive to noise and performance suffers as a result. 
Some accidents may also be indicators of noise-related effects on performance. In addition to 
the direct effects on performance, noise also has consistent after-effects on cognitive 
performance with tasks such as proof-reading, and on persistence with challenging puzzles. In 
contrast, the performance of tasks involving either motor or monotonous activities is not always 
degraded by noise. 
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Chronic exposure to aircraft noise during early childhood appears to damage reading acquisition. 
Evidence indicates that the longer the exposure, the greater the damage. Although there is 
insufficient information on these effects to set specific guideline values, it is clear that day-care 
centres and schools should not be located near major noise sources, such as highways, airports 
and industrial sites. 

4.2. 7. Annoyance responses 

The capacity of a noise to induce annoyance depends upon many of its physical characteristics, 
including its sound pressure level and spectral characteristics, as well as the variations of these 
properties over time. However, annoyance reactions are sensitive to many non-acoustical factors 
of social, psychological or economic nature, and there are also considerable differences in 
individual reactions to the same noise. Dose-response relations for different types of traffic 
noise (air, road and railway) clearly demonstrate that these noises can cause different annoyance 
effects at equal LAeq,24h values. And the same type of noise, such as that found in residential 
areas around airports, can also produce different annoyance responses in different countries. 

The annoyance response to noise is affected by several factors, including the equivalent sound 
pressure level and the highest sound pressure level of the noise, the number of such events, and 
the time of day. Methods for combining these effects have been extensively studied. The results 
are not inconsistent with the simple, physically based equivalent energy theory, which is 
represented by the LAeq noise index. 

Annoyance to community noise varies with the type of activity producing the noise. Speech 
communication, relaxation, listening to radio and TV are all examples of noise-producing 
activities. During the daytime, few people are seriously annoyed by activities with LAeq levels 
below 55 dB; or moderately annoyed with LAeq levels below 50 dB. Sound pressure levels 
during the evening and night should be 5-10 dB lower than during the day. Noise with low
frequency components require even lower levels. It is emphasized that for intermittent noise it is 
necessary to take into account the maximum sound pressure level as well as the number of noise 
events. Guidelines or noise abatement measures should also take into account residential 
outdoor activities. 

4.2.8. Effects on social behaviour 

The effects of environmental noise may be evaluated by assessing the extent to which it 
interferes with different activities. For many community noises, interference with rest, 
recreation and watching television seem to be the most important issues. However, there is 
evidence that noise has other effects on social behaviour: helping behaviour is reduced by noise 
in excess of 80 dBA; and loud noise increases aggressive behavior in individuals predisposed to 
aggressiveness. There is concern that schoolchildren exposed to high levels of chronic noise 
could be more susceptible to helplessness. Guidelines on these issues must await further 
research. 
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4.3. Specific Environments 

Noise measures based solely on LAeq values do not adequately characterize most noise 
environments and do not adequately assess the health impacts of noise on human well-being. It 
is also important to measure the maximum noise level and the number of noise events when 
deriving guideline values. If the noise includes a large proportion oflow-frequency components, 
values even lower than the guideline values will be needed, because low-frequency components 
in noise may increase the adverse effects considerably. When prominent low-frequency 
components are present, measures based on A-weighting are inappropriate. However, the 
difference between dBC ( or dBlin) and dBA will give crude information about the presence of 
low-frequency components in noise. If the difference is more than 10 dB, it is recommended that 
a frequency analysis of the noise be performed. 

4.3.1. Dwellings 

In dwellings, the critical effects of noise are on sleep, annoyance and speech interference. To 
avoid sleep disturbance, indoor guideline values for bedrooms are 30 dB LAeq for continuous 
noise and 45 dB LAmax for single sound events. Lower levels may be annoying, depending on 
the nature of the noise source. The maximum sound pressure level should be measured with the 
instrument set at "Fast". 

To protect the majority of people from being seriously annoyed during the daytime, the sound 
pressure level on balconies, terraces and outdoor living areas should not exceed 55 dB LAeq for 
a steady, continuous noise. To protect the majority of people from being moderately annoyed 
during the daytime, the outdoor sound pressure level should not exceed 50 dB LAeq. These 
values are based on annoyance studies, but most countries in Europe have adopted 40 dB LAeq 
as the maximum allowable level for new developments (Gottlob 1995). Indeed, the lower value 
should be considered the maximum allowable sound pressure level for all new developments 
whenever feasible. 

At night, sound pressure levels at the outside fa9ades of the living spaces should not exceed 45 
dB LAeq and 60 dB LAmax, so that people may sleep with bedroom windows open. These 
values have been obtained by assuming that the noise reduction from outside to inside with the 
window partly open is 15 dB. 

4.3.2. Schools and preschools 

For schools, the critical effects of noise are on speech interference, disturbance of information 
extraction ( e.g. comprehension and reading acquisition), message communication and 
annoyance. To be able to hear and understand spoken messages in classrooms, the background 
sound pressure level should not exceed 35 dB LAeq during teaching sessions. For hearing 
impaired children, an even lower sound pressure level may be needed. The reverberation time in 
the classroom should be about 0.6 s, and preferably lower for hearing-impaired children. For 
assembly halls and cafeterias in school buildings, the reverberation time should be less than 1 s. 
For outdoor playgrounds, the sound pressure level of the noise from external sources should not 
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exceed 55 dB LAeq, the same value given for outdoor residential areas in daytime. 

For preschools, the same critical effects and guideline values apply as for schools. In bedrooms 
in preschools during sleeping hours, the guideline values for bedrooms in dwellings should be 
used. 

4.3.3. Hospitals 

For most spaces in hospitals, the critical effects of noise are on sleep disturbance, annoyance and 
communication interference, including interference with warning signals. The LAmax of sound 
events during the night should not exceed 40 dB indoors. For wardrooms in hospitals, the 
guideline values indoors are 30 dB LAeq, together with 40 dB LAmax during the night. During 
the day and evening the guideline value indoors is 30 dB LAeq. The maximum level should be 
measured with the instrument set at "Fast". 

Since patients have less ability to cope with stress, the equivalent sound pressure level should not 
exceed 35 dB LAeq in most rooms in which patients are being treated or observed. Particular 
attention should be given to the sound pressure levels in intensive care units and operating 
theatres. Sound inside incubators may result in health problems, including sleep disturbance, and 
may lead to hearing impairment in neonates. Guideline values for sound pressure levels in 
incubators must await future research. 

4.3.4. Ceremonies, festivals and entertainment events 

In many countries, there are regular ceremonies, festivals and other entertainment to celebrate 
life events. Such events typically produce loud sounds including music and impulsive sounds. 
There is widespread concern about the effect of loud music and impulse sounds on young people 
who frequently attend concerts, discotheques, video arcades, cinemas, amusement parks and 
spectator events, etc. The sound pressure level is typically in excess of 100 dB LAeq. Such a 
noise exposure could lead to significant hearing impairment after frequent attendance. 

Noise exposure for employees of these venues should be controlled by established occupational 
standards. As a minimum, the same standards should apply to the patrons of these premises. 
Patrons should not be exposed to sound pressure levels greater than 100 dB LAeq during a 4-h 
period, for at most four times per year. To avoid acute hearing impairment the LAmax should 
always be below 110 dB. 

4.3.5. Sounds through headphones 

To avoid hearing impairment in both adults and children from music and other sounds played 
back in headphones, the LAeq,24h should not exceed 70 dB. This implies that for a daily one
hour exposure the LAeq should not exceed 85 dB. The exposures are expressed in free-field 
equivalent sound pressure levels. To avoid acute hearing impairment, the LAmax should always 
be below 110 dB. 
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4.3.6. Impulsive sounds from toys,fireworks and firearms 

To avoid acute mechanical damage to the inner ear, adults should never be exposed to more than 
140 dB peak sound pressure. To account for the vulnerability in children, the peak sound 
pressure level produced by toys should not surpass 120 dB, measured close to the ears (100 mm). 
To avoid acute hearing impairment, LAmax should always be below 110 dB. 

4.3. 7. Parkland and conservation areas 

Existing large quiet outdoor areas should be preserved and the signal-to-noise ratio kept low. 

4.4. WHO Guideline Values 

The WHO guideline values in Table 4.1 are organized according to specific environments. 
When multiple adverse health effects are identified for a given environment, the guideline values 
are set at the level of the lowest adverse health effect (the critical health effect). An adverse 
health effect of noise refers to any temporary or long-term deterioration in physical, 
psychological or social functioning that is associated with noise exposure. The guideline values 
represent the sound pressure levels that affect the most exposed receiver in the listed 
environment. 

The time base for LAeq for "daytime" and "night-time" is 16 h and 8 h, respectively. No 
separate time base is given for evenings alone, but typically, guideline value should be 5 -10 dB 
lower than for a 12 h daytime period. Other time bases are recommended for schools, preschools 
and playgrounds, depending on activity. 

The available knowledge of the adverse effects of noise on health is sufficient to propose 
guideline values for community noise for the following: 

a. 
b. 
C. 

d. 
e. 

Annoyance. 
Speech intelligibility and communication interference. 
Disturbance of information extraction. 
Sleep disturbance. 
Hearing impairment. 

The different critical health effects are relevant to specific environments, and guideline values 
for community noise are proposed for each environment. These are: 

a. Dwellings, including bedrooms and outdoor living areas. 
b. Schools and preschools, including rooms for sleeping and outdoor playgrounds. 
c. Hospitals, including ward and treatment rooms. 
d. Industrial, commercial shopping and traffic areas, including public addresses, indoors 

and outdoors. 
e. Ceremonies, festivals and entertainment events, indoors and outdoors. 
f. Music and other sounds through headphones. 
g. Impulse sounds from toys, fireworks and firearms. 
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h. Outdoors in parkland and conservation areas. 

It is not enough to characterize the noise environment in terms of noise measures or indices 
based only on energy summation ( e.g. LAeq), because different critical health effects require 
different descriptions. Therefore, it is important to display the maximum values of the noise 
fluctuations, preferably combined with a measure of the number of noise events. A separate 
characterization of noise exposures during night-time would be required. For indoor 
environments, reverberation time is also an important factor. If the noise includes a large 
proportion of low frequency components, still lower guideline values should be applied. 

Supplementary to the guideline values given in Table 4.1, precautionary recommendations are 
given in Section 4.2 and 4.3 for vulnerable groups, and for noise of a certain character ( e.g. low
frequency components, low background noise), respectively. In Section 3.10, information is 
given regarding which critical effects and specific environments are considered relevant for 
vulnerable groups, and what precautionary noise protection would be needed in comparison to 
the general population. 
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Table 4.1: Guideline values for community noise in specific environments. 

Specific Critical health effect(s) LAeq Time LAmax, 
environment [dB] base fast 

[hours] [dB] 
Outdoor living area Serious annoyance, daytime and evening 55 16 -

Moderate annoyance, daytime and evening 50 16 -
Dwelling, indoors Speech intelligibility and moderate 35 16 

annoyance, daytime and evening 
Inside bedrooms Sleep disturbance, night-time 30 8 45 
Outside bedrooms Sleep disturbance, window open (outdoor 45 8 60 

values) 
School class rooms Speech intelligibility, 35 during -
and pre-schools, disturbance of information extraction, class 
indoors message communication 
Pre-school Sleep disturbance 30 sleeping 45 
bedrooms, indoors -time 
School, playground Annoyance ( external source) 55 during -
outdoor play 
Hospital, ward Sleep disturbance, night-time 30 8 40 
rooms, indoors Sleep disturbance, daytime and evenings 30 16 -

Hospitals, treatment Interference with rest and recovery #1 
rooms, indoors 
Industrial, Hearing impairment 70 24 110 
commercial 
shopping and traffic 
areas, indoors and 
outdoors 
Ceremonies, festivals Hearing impairment (patrons:<5 times/year) 100 4 110 
and entertainment 
events 
Public addresses, Hearing impairment 85 1 110 
indoors and outdoors 

Music through Hearing impairment (free-field value) 85 #4 1 110 
headphones/ 
earphones 
Impulse sounds from Hearing impairment (adults) - - 140 #2 
toys, fireworks and 
firearms Hearing impairment ( children) - - 120 #2 
Outdoors in parkland Disruption of tranquillity #3 
and conservation 
areas 

#1: as low as possible; 
#2: peak sound pressure (not LAmax, fast), measured 100 mm from the ear; 
#3: existing quiet outdoor areas should be preserved and the ratio of intruding noise to natural background sound 
should be kept low; 
#4: under headphones, adapted to free-field values 
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5. Noise Management 

The goal of noise management is to maintain low noise exposures, such that human health and 
well-being are protected. The specific objectives of noise management are to develop criteria for 
the maximum safe noise exposure levels, and to promote noise assessment and control as part of 
environmental health programmes. This is not always achieved (Jansen 1998). The United 
Nations' Agenda 21 (UNCED 1992), as well as the European Charter on Transport, Environment 
and Health (London Charter 1999), both support a number of environmental management 
principles on which government policies, including noise management policies, can be based. 
These include: 

a. The precautionary principle. In all cases, noise should be reduced to the lowest 
level achievable in a particular situation. Where there is a reasonable possibility that 
public health will be damaged, action should be taken to protect public health without 
awaiting full scientific proof. 

b. The polluter pays principle. The full costs associated with noise pollution 
(including monitoring, management, lowering levels and supervision) should be met 
by those responsible for the source of noise. 

c. The prevention principle. Action should be taken where possible to reduce noise at 
the source. Land-use planning should be guided by an environmental health impact 
assessment that considers noise as well as other pollutants. 

The government policy framework is the basis of noise management. Without an adequate 
policy framework and adequate legislation it is difficult to maintain an active or successful noise 
management programme. A policy framework refers to transport, energy, planning, 
development and environmental policies. The goals are more readily achieved if the 
interconnected government policies are compatible, and if issues which cross different areas of 
government policy are co-ordinated. 

5.1. Stages in Noise Management 

A legal framework is needed to provide a context for noise management (Finegold 1998; Hede 
1998a). While there are many possible models, an example of one is given in Figure 5.1. This 
model depicts the six stages in the process for developing and implementing policies for 
community noise management. For each policy stage, there are groups of 'policy players' who 
ideally would participate in the process. 
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Figure 5.1. A model of the policy process for community noise management (Hede 1998a) 

When goals and policies have been developed, the next stage is tlb.e development of the strategy 
or plan. Figure 5.2 summarizes the stages involved in the development of a noise management 
strategy. Specific abatement measures 19 are listed in Table 5.1 . 
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Figure 5.2. Stages involved in the development of a noise abatement strategy. 
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Table 5.1. Recommended Noise Management Measures (following EEA 1995) 
Legal measures Examples 

Control of noise emissions Emission standards for road and off-road 
vehicles; emission standards for construction 
equipment; emission standards for plants; 
national regulations, EU Directives 

Control of noise transmission Regulations on sound-obstructive measures 
Noise mapping and zoning around roads, Initiation of monitoring and modeling 
airports, industries programmes 
Control of noise immissions Limits for exposure levels such as national . . . 

standards; monitoring and 1mm1ss10n n01se 
modeling; regulations for complex n01se 
situations; regulations for recreational noise 

Speed limits Residential areas; hospitals 
Enforcement of regulations Low Noise Implementation Plan 
Minimum requirements for acoustical Construction codes for sound insulation of 
properties of buildings building parts 

Engineering Measures 
Emission reduction by source modification Tyre profiles; low-noise road surfaces; changes 

in engine properties 
New engine technology Road vehicles; aircraft; construction machines 
Transmission reduction Enclosures around machinery; noise screens 
Orientation of buildings Design and structuring of tranquille uses; using 

buildings for screening purposes 
Traffic management Speed limits; guidance of traffic flow by 

electronic means 
Passive protection Ear plugs; ear muffs; insulation of dwellings; 

fas;ade design 
Implementation of land-use planning Minimum distance between industrial, busy 

roads and residential areas; location of 

• tranquillity areas; by-pass roads for heavy 
traffic; separating out incompatible functons 

Education and information 
Raising public awareness Informing the public on the health impacts of 

noise, enforcement action taken, noise levels, 
complaints 

Monitoring and modeling of soundscapes Publication of results 
Sufficient number of noise experts University or highschool curricula 
Initiation of research and development Funding of information generation according 

to scientific research needs 
Initiation of behaviour changes Speed reduction when driving; use of horns; 

use of loudspeakers for advertisements 
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The process outlined in Figure 5.2 can start with the development of noise standards or 
guidelines. Ideally, it should also involve the identification and mapping of noise sources and 
exposed communities. Meteorological conditions and noise levels would also normally be 
monitored. These data can be used to validate the output of models that estimate noise levels. 
Noise standards and model outputs may be considered in devising noise control tactics aimed at 
achieving the noise standards. Before being enforced, current control tactics need to be revised, 
and if the standards are achieved they need continued enforcement. If the standards are not 
achieved after a reasonable period of time, the noise control tactics may need to be revised. 

National noise standards can usually be based on a consideration of international guidelines, such 
as these Guidelines for Community Noise, as well as national criteria documents, which consider 
dose-response relations for the effects of noise on human health. National standards take into 
account the technological, social, economic, political and other factors specific for the country. 

In many cases monitoring may show that noise levels are considerably higher than established 
guidelines. This may be particularly true in developing countries, and the question has to be 
raised as to whether national standards should reflect the optimum levels needed to protect 
human health, when this objective is unlikely to be achieved in the short- or medium-term with 
available resources. In some countries noise standards are set at levels that are realistically 
attainable under prevailing technological, social, economic and political conditions, even though 
they may not be fully consistent with the levels needed to protect human health. In such cases, a 
staged programme of noise abatement should be implemented to achieve the optimum health 
protection levels over the long term. Noise standards periodically change after reviews, as 
conditions in a country change over time, and with improved scientific understanding of the 
relationship between noise pollution and the health of the population. Noise level monitoring 
(Chapter 2) is used to assess whether noise levels at particular locations are in compliance with 
the standards selected. 

5.2. Noise Exposure Mapping 

A crucial component of a low-noise implementation plan is a reasonably quantitative knowledge 
of exposure (see Figure 5.2). Exposure should be mapped for all noise sources impacting a 
community; for example, road traffic, aircraft, railway, industry, construction, festivals and 
human activity in general. For some components of a noise exposure map or noise exposure 
inventory, accurate data may be available. In other cases, exposure can be calculated from the 
characteristics of the mechanical processes. While estimates of noise emissions are needed to 
develop exposure maps, measurements should be undertaken to confirm the veracity of the 
assumptions used in the estimates. Sample surveys may be used to provide an overall picture of 
the noise exposure. Such surveys would take account of all the relevant characteristics of the 
noise source. For example motor vehicle emissions may be estimated by calculations involving 
the types of vehicles, their number, their age and the characteristic properties of the road surface. 

In developing countries, there is usually a lack of appropriate statistical information to produce 
noise exposure estimates. However, where action is needed to lower noise levels, the absence of 
comprehensive information should not prevent the development of provisional noise exposure 
estimates. Basic information about the exposed population, transport systems, industry and other 
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relevant factors can be used to calculate provisional noise exposures. These can then be used to 
develop and implement interim noise management plans. The preliminary exposure estimates 
can be revised as more accurate information becomes available. 

5.3. Noise Exposure Modeling 

As indicated in Chapter 2 modeling is a powerful tool for the interpolation, prediction and 
optimization of control strategies. However, models need to be validated by monitoring data. A 
strength of models is that they enable examination and comparison of the consequences for noise 
exposure of the implementation of the various options for improving noise. However, the 
accuracy of the various models available depends on many factors, including the accuracy of the 
source emissions data and details of the topography (for which a geographical information 
system may be used). For transportation noise parameters such as the number, type and speed of 
vehicles, aircraft or trains, and the noise characteristics of each individual event must be known. 
An example of a model is the annoyance prediction model of the Government of the Netherlands 
(van den Berg 1996). 

5.4. Noise Control Approaches 

An integrated noise policy should include several control procedures: measures to limit the noise 
at the source, noise control within the sound transmission path, protection at the receiver's site, 
land-use planning, education and raising of public awareness. Ideally, countries should give 
priority to precautionary measures that prevent noise, but they must also implement measures to 
mitigate existing noise problems. 

5.4.1. Mitigation measures 

The most effective mitigation measure is to reduce noise emissions at the source. Therefore, 
regulations with noise level limits for the main noise sources should be introduced. 

Road traffic noise. Limits on the noise emission of vehicles have been introduced in many 
countries (Sandberg 1995). Such limits, together with the relevant measuring methods, should 
also be introduced in other regions of the world. Besides these limits a special class of "low:. 
noise trucks" has been introduced in Europe. These trucks follow state-of-the-art noise control 
and are widely used in Austria and Germany (Lang 1995). Their use is encouraged by economic 
incentives; for example, low-noise trucks are excepted from a night-time ban on certain routes, 
and their associated taxes are lower than for other trucks. In Europe, the maximum permissible 
noise levels range from 69 dBA for motor vehicles to 77 dBA for cars, and 83 dBA for heavy 
two-wheeled vehicles to 84 dBA for trucks. A number of European Directives give permissible 
sound levels for motor vehicles and motorcycles (EU 1970; EU 1978; EU 1996a; EU 1997). In 
addition to noise level limits for ne,v vehicles (type test), noise emissions of vehicles already in 
use should be controlled regularly. Limits on the sound pressure levels for vehicles reduce the 
noise emission from the engines. 

However, the main noise from traffic on highways is rolling noise. This may be reduced by 
quiet road surfaces (porous asphalt, "drain asphalt") or by selection of quiet tires. Road traffic 
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noise may also be reduced by speed limits, provided the limits are enforced. For example, 
reducing the speed of trucks from 90 to 60 km/h on concrete roads would reduce the maximum 
sound pressure level by 5 dB, and the equivalent sound pressure level by 4 dB. Decreasing the 
speed of cars from 140 to 100 km/h would result in the same noise reduction (WHO 1995a). In 
the central parts of cities a speed limit of 30 km/h may be introduced. At 30 km/h cars produce 
maximum sound pressure levels that are 7 dB lower, and equivalent sound pressure levels that 
are 5 dB lower, than cars driving at 50 km/h. 

Noise emission from road traffic may be further reduced by a night-time ban for all vehicles, or 
especially for heavy vehicles. Traffic management designed to ensure uniform traffic flow in 
towns also serves to reduce noise. "Low-noise behaviour" of drivers should be encouraged as 
well, by advocating defensive driving manners. In some countries, car drivers use their horns 
frequently, which results in noise with high peak levels. The unnecessary use of horns within 
cities should be forbidden, especially during night-time, and this rule should be enforced. 

Railway noise and noise from trams. The main noise sources are the engine and the wheel-rail 
contact. Noise at the source can be reduced by well-maintained rails and wheels, and by the use 
of disc brakes. Sound pressure levels may vary by more than 10 dB, depending on the type of 
railway material. Replacement of steel wheels by rubber wheels could also reduce noise from 
railways and trams substantially. Other measures include innovations in engine and track 
technology (Moehler 1988; Ohrstrom & Skanberg 1996). 

Aircraft noise. The noise emission of aircraft is limited by ICAO Annex 16, Chapter 2 and 
Chapter 3, which estimates maximum potential sound emissions under certification procedures 
(ICAO 1993). Aircraft following the norms of Chapter 3 represent the state-of-the-art of noise 
control of the 1970s. In many countries, non-certified aircraft (i.e. aircraft not fulfilling the 
ICAO requirements) are not permitted and Chapter 2 aircraft may not be registered again. After 
the year 2002 only Chapter 3 aircraft will be allowed to operate in many countries. 

Similar legislation should be adopted in other countries. The use of low-noise aircraft may also 
be encouraged by setting noise-related charges (that is, landing charges that are related not only 
to aircraft weight and capacity, but also to noise emission). Examples of systems for noise
related financial charges are given in OECD 1991 (see also OECD-ECMT 1995). Night-time 
aircraft movements should be discouraged where they impact residential communities. 
Particular categories of aircraft (such as helicopters, rotorcraft and supersonic aircraft) pose 
additional problems that require appropriate controls. For subsonic airplanes two EU Directive 
give the permissible sound levels (EU 1980; EU 1989). 

Machines and Equipment. Noise emission has to be considered a main property of all types of 
machines and equipment. Control measures include design, insulation, enclosure and 
maintenance. 

Consumers should be encouraged to take noise emission into account when buying a product. 
Declaring the A-weighted sound power level of a product would assist the consumer in making 
this decision. The introduction of sound labeling is a major tool for reducing the noise emission 
of products on the market. For example, within the European Community, "permissible sound 
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levels" and "sound power levels" have to be stated for several groups of machines; for example, 
lawn mowers, construction machines and household equipment (EU 1984a-f; EU 1986b,c). For 
other groups of machines sound level data have been compiled and are state-of-the-art with 
respect to noise control. 

A second step would be the introduction of limits on the sound power levels for certain groups of 
machines, heating and ventilation systems (e.g. construction machines, household appliances). 
These limits may be set by law, in recommendations and by consumers, using state-of-the-art 
measurements. There have also been promising developments in the use of active noise control 
(involving noise cancellation techniques). These are to be encouraged. 

Noise control within the sound transmission path. The installation of noise barriers can protect 
dwellings close to the traffic source. In several European countries noise barrier regulations 
have been established (WHO 1995b), but in practice they are often not adequately implemented. 
These regulations must define: 

a. Measuring and calculation methods for deriving the equivalent sound pressure level of 
road or railway traffic, and schemes for determining the effectiveness of the barrier. 

b. The sound pressure limits that are to be achieved by installing barriers. 

c. The budgetary provisions. 

d. The responsible authority. 

Noise protection at the receiver's site. This approach is mainly used for existing situations. 
However, this approach must also be considered for new and, eventually, for old buildings in 
noisy areas. Residential buildings near main roads with heavy traffic, or near railway lines, may 
be provided with sound-proofed windows. 

5.4.2. Precautionary measures 

With careful planning, noise exposure can be avoided or reduced. A sufficient distance between 
residential areas and an airport will make noise exposure minimal, although the realization of 
such a situation is not always possible. Additional insulation of houses can help to reduce noise 
exposure from railroad and road traffic. For new buildings, standards or building codes should 
describe the positions of houses, as well as the ground plans of houses with respect to noise 
sources. The required sound insulation of the fa9ades should also be described. Various 
countries have set standards for the maximum sound pressure levels in front of buildings and for 
the minimum sound insulation values required for fa<;ades. 

Land use planning. Land use planning is one of the main tools for noise control and includes: 

a. Calculation methods for predicting the noise impact caused by road traffic, railways, 
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airports, industries and others. 

b. Noise level limits for various zones and building types. The limits should be based 
on annoyance responses to noise. 

c. Noise maps or noise inventories that show the existing noise situation. The 
construction of noise-sensitive buildings in noisy areas, or the construction of noisy 
buildings in quiet areas may thus be avoided. 

Suggestions on how to use land use planning tools are given in several dedicated books ( e.g. 
Miller & de Roo 1997). Different zones, such as quiet areas, hospitals, residential areas, 
commercial and industrial districts, can be characterized by the maximum equivalent sound 
pressure levels permissible in the zones. Examples of this approach can be found in OECD 1991 
(also see OECD-ECMT 1995). More emphasis needs to be given to the design or retrofit of 
urban centres, with noise management as a priority ( e.g. "soundscapes"). 

It is recommended that countries adopt the precautionary principle in their national noise 
policies. This principle should be applied to all noise situations where adverse noise effects are 
either expected or possible, even when the noise is below standard values. 

Education and public awareness. Noise abatement policies can only be established if basic 
knowledge and background material is available, and the people and authorities are aware that 
noise is an environmental hazard that needs to be controlled. It is, therefore, necessary to include 
noise in school curricula and to establish scientific institutes to study acoustics and noise control. 
People working in such institutes should have the option of studying in other countries and 
exchanging information at international conferences. Dissemination of noise control information 
to the public is an issue for education and public awareness. Ideally, national and local advisory 
groups should be formed to promote the dissemination of information, to establish uniform 
methods of noise measurement and impact assessment, and to participate in the development and 
implementation of educational and public awareness programmes. 

5.5. Evaluation of Control Options 

Unless legal constraints in a country prescribe a particular option, the evaluation of control 
options must take into account technical, financial, social, health and environmental factors. The 
speed with which control options can be implemented, and their enforceability, must also be 
considered. Although considerable improvements in noise levels have been achieved in some 
developed countries, the financial costs have been high, and the resource demands of some of 
these approaches make them unsuitable for the poorer developing countries. 

Technical factors. There needs to be confidence that the selected options are technically 
practical given the resources of the region. It must be possible to bring a selected option into 
operation, and maintain the expected level of performance in the long term, given the resources 
available. This may require regular staff training and other programmes, especially in 
developing countries. 
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Financial factors. The selected options must be financially viable in the long term. This may 
require a comparative cost-benefit assessment of different options. These assessments must 
include not only the capital costs of bringing an option into operation, but also the costs of 
maintaining the expected level of performance in the long term. 

Socia/factors. The costs and benefits of each option should be assessed for social equity, and 
the potential impact of an option on people's way of life, community structures and cultural 
traditions must be considered. Impacts may include disruption or displacement of residents, 
changes of land-use, and impacts on community, culture and recreation. Some impacts can be 
managed; in other cases, the impacts of an option can be mitigated by substitution of resources or 
uses. 

Health and environmental factors. The costs and benefits of each option should be assessed for 
health and environmental factors. This may involve use of dose-response relations, or risk 
assessment techniques. 

Effect-oriented and source-oriented principles. Noise control requirements in European 
countries are typically determined from the effects of noise on health and the environment ( effect 
oriented) (e.g. Gottlob 1995; ten Wolde 1998). Increased noise emissions may be permitted if 
there would be no adverse health impacts, or if noise standards would not be exceeded. Action 
may be taken to reduce noise levels when it is shown that adverse health impacts will occur, or 
when noise levels exceed limits. Other countries base their noise management policies on the 
requirement for best available technology, or for best available techniques that do not entail 
excessive cost (source-oriented) (e.g. for aircraft noise, ICAO 1993; for road traffic noise, 
Sandberg 1995). Most developed countries apply a combination of both source-oriented and 
effect-oriented principles (EU 1996b; Jansen 1998; ten Wolde 1998). 

5.6. Management of Indoor Noise 

In modem societies, human beings spend most of their time in indoor environments. Pollution 
and degradation of the indoor environment cause illness, increased mortality, loss of 
productivity, and have major economic and social implications. Indoor noise problems are 
related to inadequate urban planning, design, operation and maintenance of buildings, and to the 
materials and equipment in buildings. Problems with indoor noise affect all types of buildings, 
including homes, schools, offices, health care facilities and other public and commercial 
buildings. The health effects of indoor noise include an increase in the rates of diseases and 
disturbances described in chapter 2. World-wide, the medical and social cost associated with 
these illnesses, and the related reduction in human productivity, can result in substantial 
economic losses. 

Protection against noise generated within a building, or originating from outside the building, is a 
very complex problem. Soundproofing of ceilings, walls, doors and windows against airborne 
noise is important. Soundproofing of ceilings has to be sufficient to absorb sounds due to 
treading. Finally, noise emissions from the technological devices in the house must be 
sufficiently low. Governments should provide measurement protocols and data for use in 
reducing noise exposures in buildings. Governments should also be encouraged to support 
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research on the relationship between noise levels inside buildings and health effects. 

5.6.1. Government policy on indoor noise 

Many of the problems associated with high noise levels can be prevented at low cost if 
governments develop and implement an integrated strategy for the indoor environment, in 
concert with all social and economic partners. Governments should establish a "National Plan 
for a Sustainable Indoor Noise Environment", that would apply to new construction as well as to 
existing buildings. Governments should set up a specific structure at an appropriate 
governmental level to achieve acceptable sound exposure levels within buildings. An example 
of existing documents that provide guidance and regulations, including strategies and 
management for the design of buildings, is given by Jansen & Gottlob (1996). 

Guidance/education. Because our understanding of indoor noise is still developing, government 
activity should be focused on raising the awareness of various audiences. This education can 
take the form of providing general information, as well as providing technical guidance and 
training on how to minimize indoor noise levels. General information presented in the form of 
documents, videos, and other media can bring indoor noise issues to the attention of the general 
public and building professionals, including architects 

Research support. Research is needed to develop technology for indoor noise diagnosis, 
mitigation and control. Efforts are also required to provide economical and practical alternatives 
for mitigation and control. Better means of measuring the effectiveness of absorption devices 
are needed; and diagnostic tools that are inexpensive and easy to use also need to be developed 
to help facility personnel. There is a particular need, too, for improving soundproofing methods, 
their implementation and for predicting the health effects of soundproofing techniques. 

To provide accurate information for use in setting priorities for public health problems, 
governments should support problem assessment and surveys of indoor noise conditions. 
Building surveys are also necessary to provide baseline information about building 
characteristics and noise levels. When combined with occupant health surveys, these studies will 
help to establish the correlations between noise levels and adverse health effects. Surveys should 
be conducted to identify building types or vintages in which problems occur more frequently. 
The results of these studies will support effective risk reduction programmes. Epidemiological 
studies are also needed to aid in differentiating between noise-related symptoms and those due to 
other causes. Moreover, epidemiological studies are needed to assist in quantifying the extent of 
risk for indoor noise levels. 

Economic research is needed to measure the costs of indoor noise control strategies to 
individuals, businesses and society. This includes developing methods for quantifying 
productivity loss and increased health costs due to noise, and for measuring the costs of various 
control strategies, including increased soundproofing and source control. 

Development of standards and protocols. Efforts should be made to protect public health by 
setting reasonable noise exposure limits (immission standards) from known dose-response 
relationships. In cases where dose-response relationships have yet to be determined, but where 
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health effects are generally recognized, exposure limits should be set conservatively and take 
into account risk, economic impact and feasibility. Efforts should also be made to incorporate 
noise-related specifications into building codes. Areas to target with building codes include 
ventilation design, building envelope design, site preparation, materials selection and 
commissioning. Standards and other regulations governing the use of sound proofing materials 
should also be developed. • 

Individuals involved in the diagnosis and mitigation of indoor noise problems should be trained 
in the multidisciplinary nature of the noise field. By instituting a series of credentials that 
recognize and highlight areas of expertise, consumers would be provided with the information to 
make informed choices when procuring indoor noise services. Companies which provide such 
services should be officially accredited. Guidelines or standards for sound emissions of air
conditioners, power generators and other building devices, would also provide useful 
information for manufacturers, architects, design engineers, building managers and others who 
play a role in selecting products used indoors. 

5. 6.2. Design considerations 

Site investigation. Potential sites should be evaluated to determine whether they are prone to 
indoor noise problems. This evaluation should be consistent with national and local land use 
planning guidelines. Sites should be investigated to determine past uses and whether any sources 
of sound remain as a result. The potential for outdoor noise being carried to the site from 
adjacent areas, such as busy streets, should also be evaluated. 

Building design. Buildings should be designed to be soundproof, to improve control over indoor 
noise. Soundproofing requires that outside noise be prevented from entering the building, and 
this should be estimated as part of the architectural and engineering design process. When 
soundproofing for outdoor noise, the total indoor noise load and the desired quality of the indoor 
space should be considered. Adequate soundproofing against outdoor noise is important in 
residential as well as commercial properties, and should be re-evaluated when interior spaces are 
rebuilt or renovated. 

Indoor Spaces. The architectural layout should aim to reduce noise and provide a good sound 
quality to the space. This would include designing indoor spaces to have sufficiently short 
reverberation times. Designers and contractors should be encouraged to use sound-absorbing 
materials that lead to lower indoor noise levels, and materials with the best sound-absorbing 
properties should be specified. However, use of these materials should not be the only solution 
(Harris 1991). Possible conflicts with other environmental demands should also be identified; 
for example, the special demands by allergic people. 

5. 6.3. Indoor noise level control 

Building maintenance personnel should be trained to understand the indoor noise aspects of their 
work, and be aware of how their work can directly impact the health and comfort of occupants. 
Many maintenance activities directly affect indoor noise levels, and some may indicate potential 
problems. Preventive maintenance is essential for the building systems to operate correctly and 
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to provide suitable comfort conditions and low indoor noise levels. Detailed maintenance logs 
should be kept for all equipment. A schedule should be developed for routine equipment checks 
and calibration of control system components. Selection of low-noise domestic products should 
encouraged as far as is possible. 

5. 6.4. Resolving indoor noise problems 

Addressing occupant complaints and symptoms. When complaints are received from occupants 
of a building, the cognizant authority should be responsive. The initial investigation into the 
cause of the complaint may be conducted by the in-house management staff, and they should 
continue an investigation as far as possible. If necessary, they should be responsible for hiring 
an outside consultant 

Building diagnostic procedures. After receiving complaints related to indoor noise levels, 
facility personnel or consultants should attempt to identify the cause of the problem through an 
iterative process of information collection and hypothesis testing. To begin, a walkthrough 
inspection of the building, including the affected areas and the mechanical systems serving these 
spaces is required. A walkthrough can provide information on the soundproofing system of the 
building, the sound pathways and sound sources. Visual indicators of sound sources and 
soundproofing malfunctions should be evaluated first. Symptom logs and schedules of building 
activities may provide enough additional information to resolve the problem. 

If a walkthrough alone does not provide a solution, measurements of sound pressure levels at 
various locations should be taken, and indoor and ambient levels of noise pollution should be 
compared. As part of the investigation, the absorption characteristics of walls and ceilings 
should be evaluated. Sophisticated sampling methods may be necessary to provide proof of a 
problem to the building owner or other responsible party. The results may be used to confirm a 
hypothesis or ascertain the source of the indoor noise problem. Whenever a problem is 
discovered during the investigation, a remedy to the situation should be attempted and a 
determination made of whether the complaint has been resolved. 

In some cases, it should be recognized that difficulties in interpreting the sampling results may 
exist. The costs of certain types of testing should also be taken into account. Simple, cost
effective screening methods should be developed to make sampling a more attractive option for 
both investigators and clients. Finally, it must be remembered that several factors cause 
symptoms similar to those induced by noise pollution. Examples include air pollutants, 
ergonomics, lighting, vibration and psychosocial factors. Consequently, any investigation of 
noise complaints should also evaluate non-noise factors. 

5.7. Priority Setting in Noise Management 

Priorities in noise management will differ between countries, according to policy objectives, 
needs and capabilities. Priority setting in noise management refers to prioritizing health risks 
and concentrating on the most important sources of noise. For effective noise management, the 
goals, policies and noise control schemes have to be defined. Goals for noise management 
include eliminating noise, or reducing noise to acceptable levels, and avoiding the adverse health 
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effects of noise on human health. Policies for noise management encompass laws and 
regulations for setting noise standards and for ensuring compliance. The amount of information 
to be included in low-noise implementation plans and the use of cost-benefit comparisons also 
fall within the purview of noise management policies. Techniques for noise control include 
source control, barriers in noise pathways and receiver protection. Adequate calculation models 
for noise propagation, as well as programmes for noise monitoring, are part of an overall noise 
control scheme. 

As emphasized above, a framework for a political, regulatory and administrative approach is 
required to guarantee the consistent and transparent promulgation of noise standards. This 
ensures a sound and practical framework for risk-reducing measures and for the selection of 
abatement strategies. 

5. 7.1. Noise policy and legislation 

Noise is both a local and a global problem. Governments in every country have a responsibility 
to set up policies and legislation for controlling community noise. There is a direct relationship 
between the level of development in a country and the degree of noise pollution impacting its 
people. As a society develops, it increases its level of urbanization and industrialization, and the 
extent of its transportation system. Each of these developments brings an increase in noise load. 
Without appropriate intervention the noise impact on communities will escalate (see Figure 5.3). 
If governments implement only weak noise policies and regulations, they will not be able to 
prevent a continuous increase in noise pollution and associated adverse health effects. Failure to 
enforce strong regulations is ineffective in combating noise as well. 
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Figure 5.3. Relationship between noise regulation and impact with development (from 
Hede 1998b) 

Policies for noise regulatory standards at the municipal, regional, national and supranational 
levels are usually determined by the legislatures. The regulatory standards adopted strongly 
depend on the risk management strategies of the legislatures, and can be influenced by 
sociopolitical considerations and/or iD1temational agreements. Although regulatory standards 
may be country specific, in general the following issues are taken into consideration: 

a. Identification of the adverse public health effects that are to be avoided. 

b. Identification of the populatiion to be protected. 

c. The type of parameters describing noise and the limit applicable to the parameters. 

d. Applicable monitoring methodology and its quality assurance. 

e. Enforcement procedures to achieve compliance with noise regulatory standards 
within a defined time frame . 

f. Emission control measures and emission regulatory standards. 

g. Immission standards (limits for sound pressure levels). 

h. Identification of authorities responsible for enforcement. 

1. Resource commitment. 

Regulatory standards may be based .sollely on scientific and technical data showing the adverse 
effects of noise on public health. But other aspects are usually considered, either when setting 
standards or when designing appropriate noise abatement measures. These other aspects include 
the technological feasibility, costs of compliance, prevailing exposure levels, and the social, 
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economic and cultural conditions. Several standards may be set. For example, effect-oriented 
regulatory standards may be set as a long-term goal, while less-stringent standards are adopted 
for the short term. As a consequence, noise regulatory standards differ widely from country to 
country (WHO 1995a; Gottlob 1995). 

Noise regulatory standards can set the reference point for em1ss10n control and abatement 
policies at the national, regional or municipal levels, and can thus strongly influence the 
implementation of noise control policies. In many countries, exceeding regulatory standards is 
linked to an obligation to develop abatement action plans at the municipal, regional or national 
levels (low-noise implementation plans). Such plans have to address all relevant sources of 
noise pollution. 

5. 7.2. Examples of noise policies 

Different countries have adopted a range of policies and regulations for noise control. A number 
of these are outlined in this section as examples. 

Argentina. In Argentina, a national law recently limited the daily 8-h exposure to industrial 
noise to 80 dB, and it has had beneficial effects on hearing impairment and other hearing 
disorders among workers. In general, industry has responded by introducing constant controls 
on noise sources, combined with hearing tests and medical follow-ups for workers. Factory 
owners have recruited permanent health and safety engineers who control noise, supply advice 
on how to make further improvements, and routinely assess excessive noise levels. The 
engineers also provide education in personal protection and in the correct use of ear plugs, 
mufflers etc. 

At the municipal level two types of noise have been considered. Unnecessary noise, which is 
forbidden; arid excessive noise, which is defined for neighbourhood activities (zones), and for 
which both day and night-time maximum limits have been introduced. The results have been 
relatively successful in mitigating unwanted noise effects. At the provincial level, similar results 
have been accomplished for many cities in Argentina and Latin America. 

Australia. In Australia, the responsibility for noise control is shared primarily by state and local 
governments. There are nationally-agreed regulatory standards for airport planning and new 
vehicle noise emissions. The Australian Noise Exposure Forecast (ANEF) index is used to 
describe how much aircraft noise is received at locations around an airport (DoTRS 1999). 
Around all airports, planning controls restrict the construction of dwellings within the 25 ANEF 
exposure contour and require sound insulation for those within 20 ANEF. Road traffic noise 
limits are set by state governments, but vary considerably in both the exposure metric and in 
maximum allowable levels. New vehicles are required to comply with stringent design rules for 
noise and air emissions. For example, new regulation in New South Wales adopts LAeq as the 
metric and sets noise limits of 60 dBA for daytime, and 55 dBA for night-time, along new roads. 
Local governments set regulations restricting noise emissions for household equipment, such as 
air conditioners, and the hours of use for noisy machines such as lawn mowers. 

Europe. In Europe, noise legislation is not generally enforced. As a result, environmental noise 
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levels are often higher than the legislated noise limits. Moreover, there is a gap between long
term political goals and what represents a "good acoustical environment". One reason for this 
gap is that noise pollution is most commonly regulated only for new land use or for the 
development of transportation systems, whereas enlargements at existing localities may be 
approved even though noise limits or guideline values are already surpassed (Gottlob 1995). A 
comprehensive overview of the noise situation in Europe is given in the Green Paper (EU 
1996b ), which was established to give noise abatement a higher priority in policy making. The 
Green Paper outlines a new framework for noise policy in Europe with the following options for 
future action: 

a. Harmonizing the methods for assessing noise exposure, and encouraging the 
exchange of information among member states. 

b. Establishing plans to reduce road traffic noise by applying newer technologies and 
fiscal instruments. 

C. Paying more attention to railway n01se m view of the future extension of rail 
networks. 

d. Introducing more stringent regulation on au transport and usmg economic 
instruments to encourage compliance. 

e. Simplifying the existing seven regulations on outdoor equipment by proposing a 
Framework Directive that covers a wider range of equipment, including construction 
machines and others. 

Pakistan. In Pakistan, the Environmental Protection Agency is responsible for the control of air 
pollution nationwide. However, only recently have controls been enforced in Sindh in an 
attempt to raise public awareness and carry out administrative control on road vehicles producing 
noise (Zaidi, personal communication). 

South Africa. In South Africa, noise control is three decades old. It began with codes of 
practice issued by the South African Bureau of Standards to address noise pollution in various 
sectors of the country ( e.g. see SABS 1994 1996; and the contribution of Grond in Appendix 2). 
In 1989, the Environment Conservation Act made provision for the Minister of Environmental 
Affairs and Tourism to make regulations for noise, vibration and shock (DEAT 1989). These 
regulations were published in 1990 and local authorities could apply to the Minister to make 
them applicable in their areas. Later, the act was changed to make it obligatory for all authorities 
to apply the regulations. However, according to the new Constitution of South Africa of 1996, 
legislative responsibility for noise control rests exclusively with provincial and local authorities. 
The noise control regulations will apply to local authorities in South Africa as soon as they are 
published in the provinces. This will not only give local authorities the power to enforce the 
regulations, but also place an obligation on them to see that the regulations are enforced. 

Thailand. In 1996, noise pollution regulations in Thailand stipulated that not more than 70 dBA 
LAeq,24h should be allowed in residential areas, and the maximum level of noise in industry 
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should be no more than 85 dBA Leq 8h (Prasansuk 1997). 

United States of America. Environmental noise was not addressed as a national policy issue in 
the USA until the implementation of the Noise Control Act of 1972. This congressional act 
directed the US Environmental Protection Agency to publish scientific information about noise 
exposure and its effects, and to identify acceptable levels of noise exposure under various 
conditions. The Noise Control Act was supposed to protect the public health and well-being 
with an adequate margin of safety. This was accomplished in 197 4 with the publication of the 
US EPA "Levels Document" (US EPA 1974). It addressed issues such as the use of sound 
descriptions to describe sound exposure, the identification of the most important human effects 
resulting from noise exposure, and the specification of noise exposure criteria for various effects. 
Subsequent to the publication of the US EPA "Levels Document", guidelines for conducting 
environmental impact analysis were developed (Finegold et al. 1998). The day-night average 
sound level was thus established as the predominant sound descriptor for most environmental 
n01se exposure. 

It is evident from these examples that noise policies and regulations vary considerably across 
countries and regions. Moves towards global noise policies need to be encouraged to ensure that 
the world population gains the maximum health benefits from new developments in noise 
control. 

5. 7.3. Noise emission standards have proven to be inadequate 

Much of the progress towards solving the noise pollution problem has come from advanced 
technology, which in turn has come about mainly as a result of governmental regulations (e.g. 
OECD-ECMT 1995). So far, however, the introduction of noise emission standards for vehicles 
has had limited impact on exposure to transportation noise, especially from aircraft and road 
traffic noise (Sandberg 1995). In part, this is because changes in human behaviour ( of polluters, 
planners and citizens) have tended to offset some of the gains made. For example, mitigation 
efforts such as developing quieter vehicles, moving people to less noise-exposed areas, 
improving traffic systems and direct noise abatement and control (sound insulation, barriers etc.), 
have been counteracted by increases in the number of roads and highways built, by the number 
of traffic movements, and by higher driving speeds and the number of kilometers driven (OECD 
1991; OECD-ECMT 1995). 

Traffic planning and correction policies may diminish the number of people exposed to the very 
high community noise levels (>70 dB LAeq), but the number exposed to moderately high levels 
(55-65 dB LAeq) continues to increase in industrialized countries (Stanners & Bordeau 1995). 
In developing countries, exposure to excessive sound pressure levels (>85 dB LAeq), not only 
from occupational noise but also from urban, environmental noise, is the major avoidable cause 
of permanent hearing impairment (Smith 1998). Such sound pressure levels can also be reached 
by leisure activities at concerts, discotheques, motor sports and shooting ranges; by music played 
back in headphones; and by impulse noises from toys and fireworks. 

A substantial growth in air transport is also expected in the future. Over the next 10 years large 
international airports may have to accommodate a doubling in passenger movements. General 
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aviation noise at regional airports is also expected to increase (Large & House 1989). Although 
jet aircraft are expected to become less noisy due to regulation of noise emissions (ICAO 1993), 
the number of passengers is expected to increase. Increased air traffic movement between 1980 
and 1990 is considered to be the main reason for the average 22% increase in the number of 
people exposed to noise above 67 dB LAeq at German airports (OECD 1993). 

5. 7.4. Unsustainable trends in noise pollution future policy planning 

A number of trends are expected to increase environmental noise pollution, and are considered to 
be unsustainable in the long term. The OECD (1991) identified the following factors to be of 
increasing importance in the future: 

a. 

b. 

C. 

The expanding use of increasingly powerful sources of noise. 

The wider geographical dispersion of noise sources, together with greater individual 
mobility and spread of leisure activities. 

The increasing invasion of noise, particularly into the early morning, evenings and 
weekends. 

d. The increasing public expectations that are closely linked to increases in incomes and 
in education levels. 

Apart from these, increased noise pollution is also linked to systemic changes in business 
practices (OECD-ECMT 1995). By accepting a just-in-time concept in transportation, products 
and components are stored in heavy-duty vehicles on roads, instead of in warehouses; and 
workers are recruited as temporary consultants just in time for the work, instead of as long-term 
employees. 

In addition, the OECD (1991) report forecasts: 

a. A strengthening of present noise abatement policies and their applications . 

b. A further sharpening of emission standards. 

c. A co-ordination of noise abatement measures and transport planning, to specifically 
reduce mobility. 

d. A co-ordination of noise abatement measures with urban planning. 

Planners need to know the likely effects of introducing a new noise source, or of increasing the 
level of an existing source, on the noise pollution in a community. Policy makers, when 
considering applications for new developmental projects, must take into account maximum 
levels, continuous equivalent sound pressure levels of both the background and the new noise 
source, the frequency of noise occurrence and the operating times of major noise sources. 
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5. 7. 5. Analysis of the impact of environmental noise 

The concept of an environmental noise impact analysis (ENIA) is central to the philosophy of 
managing environmental noise. An ENIA should be required before implementing any project 
that would significantly increase the level of environmental noise in a community (typically, 
greater than a 5dB increase). The first step in performing an ENIA is to develop a baseline 
description of the existing noise environment. Next, the expected level of noise from a new 
source is added to the baseline exposure level to produce the new overall noise level. If the new 
total noise level is expected to cause an unacceptable impact on human health, trade-off analyses 
should then be performed to assess the cost, technical feasibility and community acceptance of 
noise mitigation measures. It is strongly recommended that countries develop standardized 
procedures for performing ENIAs (Finegold et al. 1998; SABS 1998). 

Assessment of adverse health effects. In setting noise standards (for example on the basis of 
these guidelines), the adverse health effects from which the population is to be protected need to 
be defined. Health effects range from hearing impairment to sleep disturbance, speech 
interference to annoyance. The distinction between adverse and non-adverse effects sometimes 
poses considerable difficulties. Even the elaborate definition of an adverse health effect given in 
Chapter 3 incorporates significant subjectivity and uncertainty. More serious noise effects, such 
as hearing impairment or permanent threshold shift, are generally accepted as adverse. 
Consideration of health effects that are both temporary and reversible, or that involve functional 
changes with uncertain clinical significance, requires a judgement on whether these less-serious 
effects should be considered when deriving guideline values. Judgements as to the adversity of 
health effects may differ between countries, because of factors such as cultural backgrounds and 
different levels of health status. 

Estimation of the population at risk. The population at risk is that part of the population in a 
given country or community that is exposed to enhanced levels of noise. Each population has 
sensitive groups or subpopulations that are at higher risk of developing health effects due to 
noise exposure. Sensitive groups include individuals impaired by concurrent diseases or other 
physiological limitations and those with specific characteristics that makes them more vulnerable 
to noise ( e.g. premature babies; see the contribution of Zaidi in Appendix 2). The sensitive 
groups in a population may vary across countries due to differences in medical care, nutritional 
status, lifestyle and demographic factors, prevailing genetic factors, and whether endemic or 
debilitating diseases are prevalent. 

Calculation of exposure-response relationships. In developing standards, regulators should 
consider the degree of uncertainty in the exposure-response relationships provided in the noise 
guidelines. Differences in the population structure (age, health status), climate (temperature, 
humidity) and geography (altitude, environment) can influence the prevalence and severity of 
noise-related health effects. In consequence, modified exposure-response relationships may need 
to be applied when setting noise standards. 

Assessment of risks and their acceptability. In the absence of distinct thresholds for the onset of 
health effects, regulators must determine what constitutes an acceptable health risk for the 
population and select an appropriate noise standard to protect public health. This is also true in 
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cases where thresholds are present, but where it would not be feasible to adopt noise guidelines 
as standards because of economical and/or technical constraints. The acceptability of the risks 
involved, and hence the standards selected, will depend on several factors. These include the 
expected incidence and severity of the potential effects, the size of the population at risk, the 
perception of related risks, and the degree of scientific uncertainty that the effects will occur at 
any given noise level. For example, if it is suspected that a health effect is severe and the size of 
the population at risk is large, a more cautious approach would be appropriate than if the effect 
were less troubling, or if the population were smaller. 

Again, the acceptability of risk may vary among countries because of differences in social 
norms, and the degree of adversity and risk perception by the general population and 
stakeholders. Risk acceptability is also influenced by how the risks associated with noise 
compare with risks from other pollution sources or human activities. 

5. 7. 6. Cost-benefit analysis 

~ In the derivation of noise standards from noise guidelines two different approaches for decision 
making can be applied. Decisions can be based purely on health, cultural and environmental 
consequences, with little weight to economic efficiency. This approach has the objective of 
reducing the risk of adverse noise effects to a socially acceptable level. The second approach is 
based on a formal cost-effectiveness, or cost-benefit analysis (CBA). The objective is to identify 
control actions that achieve the greatest net economic benefit, or are the most economically 
efficient. The development of noise standards should account for both extremes, and involve 
stakeholders and assure social equity to all the parties involved. It should also provide sufficient 
information to guarantee that stakeholders understand the scientific and economic consequences. 

To determine the costs of control action, the abatement measures used to reduce emissions must 
be known. This is usually the case for direct measures at the source and these measures can be 
monetarized. Costs of action should include all costs of investment, operation and maintenance. 
It may not be possible to monetarize indirect measures, such as alternative traffic plans or change 
in behaviour of individuals. 

The steps in a cost-benefit analysis include: 

a. The identification and cost analysis of control action (such as emission abatement 
strategies and tactics). 

b. An assessment of noise and population exposure, with and without the control action. 

c. The identification of benefit categories, such as improved health and reduced property 
loss. 

d. A comparison of the health effects, with and without control action. 

e. A comparison of the estimated costs of control action with the benefits that accrue 
from such action. 
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f. A sensitivity and uncertainty analysis. 

Action taken to reduce one pollutant may increase or decrease the concentration of other 
pollutants. These additional effects should be considered, as well as pollutant interactions that 
may lead to double counting of costs or benefits, or to disregarding some costly but necessary 
action. Due to different levels of knowledge about the costs of control action and health effects, 
there is a tendency to overestimate the cost of control action and underestimate the benefits. 

CBA is a highly interdisciplinary task. Appropriately applied, it is a legitimate and useful way of 
providing information for managers who must make decisions that impact health. CBA is also 
an appropriate tool for drawing the attention of politicians to the benefits of noise control. In any 
case, however, a CBA should be peer-reviewed and never be used as the sole and overriding 
determinant of decisions. 

5. 7. 7. Review of standard setting 

The setting of standards should involve stakeholders at all levels (industry, local authorities, non
governmental organizations and the general public), and should strive for social equity or 
fairness to all parties involved. It should also provide sufficient information to guarantee that the 
scientific and economic consequences of the proposed standards are clearly understood by the 
stakeholders. The earlier that stakeholders are involved, the more likely is their co-operation. 
Transparency in moving from noise guidelines to noise standards helps to increase public 
acceptance of necessary measures. Raising public awareness of noise-induced health effects 
( changing of risk perception) also leads to a better understanding of the issues involved (risk 
communication) and serves to obtain public support for necessary control action, such as 
reducing vehicle emissions. Noise standards should be regularly reviewed, and revised as new 
scientific evidence emerges. 

5. 7.8. Enforcement of noise standards: Low-noise implementation plans 

The main objective of enforcing noise standards is to achieve compliance with the standards. 
The instrument used to achieve this goal is a Low-Noise Implementation Plan (LNIP). The 
outline of such a plan should be defined in the regulatory policies and should use the tactical 
instruments discussed above. A typical low-noise implementation plan includes: 

a. A description of the area to be regulated. 

b. An emissions inventory. 

c. A monitored or simulated inventory of noise levels. 

d. A comparison of the plan with emissions and noise standards or guidelines. 

e. An inventory of the health effects. 
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f. A causal analysis of the health effects and their attribution to individual sources. 

g. An analysis of control measures and their costs. 

h. An analysis of transportation and land-use planning. 

1. Enforcement procedures. 

J. An analysis of the effectiveness of the noise management procedures. 

k. An analysis of resource commitment. 

I. Projections for the future. 

As the LNIP also addresses the effectiveness of noise control technologies and policies, it is very 
much in line with the Noise Control Assessment Programme (NCAP) proposed recently 
(Finegold et al. 1999). 

5.8. Conclusions on Noise Management 

Successful noise management should be based on the fundamental principles of precaution, the 
polluter pays and prevention. The noise abatement strategy typically starts with the development 
of noise standards or guidelines, and the identification, mapping and monitoring of noise sources 
and exposed communities. A powerful tool in developing and applying the control strategy is to 
make use of modeling. These models need to be validated by monitoring data. Noise parameters 
relevant to the important sources of noise must be known. Indoor noise exposures present 
specific and complex problems, but the general principles for noise management hold. The main 
means for noise control in buildings include careful site investigations, adequate building designs 
and building codes, effective means for addressing occupant complaints and symptoms, and 
building diagnostic procedures. 

Noise control should include measures to limit the noise at the source, to control the sound 
transmission path, to protect the receiver's site, to plan land use, and to raise public awareness. 
With careful planning, exposure to noise can be avoided or reduced. Control options should take 
into account the technical, financial, social, health and environmental factors of concern. Cost
benefit relationships, as well as the cost-effectiveness of the control measures, must be 
considered in the context of the social and financial situation of each country. A framework for a 
political, regulatory and administrative approach is required for the consistent and transparent 
promulgation of noise standards. Examples are given for some countries, which may guide 
others in their development of noise policies. 

Noise management should: 

a. Start monitoring human exposures to noise. 

b. Have health control require mitigation of noise emissions. The mitigation procedures 

70 



Idaho Power/1220 
Ellenbogen/91

• 

should take into consideration specific environments such as schools, playgrounds, 
homes and hospitals; environments with multiple noise sources, or which may 
amplify the effects of noise; sensitive time periods, such as evenings, nights and 
holidays; and groups at high risk, such as children and the hearing impaired. 

c. Consider noise consequences when making decisions on transport-system and land
use planning. 

d. Introduce surveillance systems for noise-related adverse health effects. 

e. Assess the effectiveness of noise policies in reducing noise exposure and related 
adverse health effects, and in improving supportive "soundscapes." 

a. Adopt these Guidelines for Community Noise as long-term targets for improving 
human health. 

g. Adopt precautionary actions for sustainable development of acoustical environments . 
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6. Conclusions And Recommendations 

6.1. Implementation of the Guidelines 

The potential health effects of community noise include hearing impairment; startle and defense 
reactions; aural pain; ear discomfort speech interference; sleep disturbance; cardiovascular 
effects; performance reduction; and annoyance responses. These health effects, in tum, can lead 
to social handicap; reduced productivity; decreased performance in learning; absenteeism in the 
workplace and school; increased drug use; and accidents. In addition to health effects of 
community noise, other impacts are important such as loss of property value. In these guidelines 
the international literature on the health effects of community noise was reviewed and used to 
derive guideline values for community noise. Besides the health effects of noise, the issues of 
noise assessment and noise management were also addressed. Other issues considered were 
priority setting in noise management; quality assurance plans; and the cost-efficiency of control 
actions. The aim of the guidelines is to protect populations from the adverse health impacts of 
n01se. 

The following recommendations were considered appropriate: 

a. Governments should consider the protection of populations froni community noise as 
an integral part of their policy for environmental protection. 

b. Governments should consider implementing action plans with short-term, medium
term and long-term objectives for reducing noise levels. 

c. Governments should adopt the health guidelines for community noise as targets to be 
achieved in the long-term. 

h. Governments should include noise as an important issue when assessing public health 
matters and support more research related to the health effects of noise exposure . 

f. Legislation should be enacted to reduce sound pressure levels, and existing legislation 
should be enforced. 

g. Municipalities should develop low-noise implementation plans. 

h. Cost-effectiveness and cost-benefit analyses should be considered as potential 
instruments when making management decisions. 

1. Governments should support more policy-relevant research into noise pollution (see 
section 6.3). 
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6.2. Further WHO Work on Noise 

The WHO Expert Task Force proposed several issues for future work in the field of community 
noise. These are: 

a. The WHO should consider updating the guidelines on a regular basis. 

b. The WHO should provide leadership and technical direction in defining future 
research priorities into noise. 

c. The WHO should organize workshops on the application of the guidelines. 

d. The WHO should provide leadership and co-ordinate international efforts to develop 
techniques for the design of supportive sound environments ( e.g. 'soundscapes"). 

e. The WHO should provide leadership for programmes to assess the effectiveness of 
health-related noise policies and regulations. 

f. The WHO should provide leadership and technical direction for the development of 
sound methodologies for EIAP and EHIAP. 

g. The WHO should encourage further investigation into using noise exposure as an 
indicator of environmental deterioration, such as found in black spots in cities. 

a. The WHO should provide leadership, technical support and advice to developing 
countries, to facilitate the development of noise policies and noise management. 

6.3. Research Needs 

In the publication entitled "Community Noise", examples of essential research and development 
needs were given (Berglund & Lindvall 1995). In part, the scientific community has already 
addressed these issues . 

A major step forward in ra1smg public awareness and that of decision makers is the 
recommendation of the present Expert Task Force to concentrate more on variables which have 
monetary consequences. This means that research should consider the dose-response 
relationships between sound pressure levels and politically relevant variables, such as 
noise-induced social handicap, reduced productivity, decreased performance in learning, 
workplace and school absenteeism, increased drug use and accidents. 

There is also a need for continued efforts to understand community noise and its effects on the 
health of the world population. Below is a list of essential research needs in non-prioritized 
order. Research priorities may vary over time and by place and capabilities. The main goal in 
suggesting these research activities is to improve the scientific basis for policy-making and noise 
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management. This will protect and improve the public health with regard to the effects of 
community noise pollution. 

Research related to measurement and monitoring systems for health effects 

• Development of a global noise impact monitoring study. The study should be designed to 
obtain longitudinal data across countries on the health effects on communities of various 
types of environmental noise. A baseline survey could be undertaken in both developed and 
developing countries and monitoring surveys conducted every 3-5 years. Since a national 
map of noise exposure from all sources would be prohibitively expensive, periodic surveys of 
a representative sample of about 1000 people (using standard probability techniques) could 
be reliably generalized to the whole population of a country with an accuracy of plus-or
minus 3%. A small number of standard questions could be used across countries to obtain 
comparative data on the impact of all the main types of noise pollution. 

~ • Development of continuous monitoring systems for direct health effects in critical locations. 

• 

• Development of standardized methods for low-cost assessment of local sound levels by 
measurement or model calculations. 

• Development of instruments appropriate for local/regional surveys of people's perceptions of 
their noise/sound environments. 

• Protocols for reliable measurements of high-frequency hearing (8000 Hz and above) and for 
evaluation of such measures as early biomarkers for hearing impairment/deficits. 

Research related to combined noise sources and combined health effects 

• Research into the combined health effects of traffic noise, with emphasis on the distribution 
of sound levels over time and over population sub-environments (time-activity pattern). 

• Comprehensive studies on combined noise sources and their combinations of health effects in 
the 3 large areas of transport (road, rail and aircraft) . 

• Procedures for evaluating the various health effects of complex combined noise exposures 
over 24 hours on vulnerable groups and on the general population. 

• Methods for assessing the total health effect from noise immission (and also other pollution) 
in sensitive areas (for example, airports, city centers and heavily-trafficked highways) 
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Research related to direct and/or long-term health effects (sensitive risk groups, 
sensitive areas and combined exposures) 

• Identification of potential risk groups, including identification of sensitive individuals (such 
as people with particular health problems; people dealing with complex cognitive tasks; the 
blind; the hearing impaired; young children and the elderly), differences between sexes, 
discrimination of risk among age groups, and influence of transportation noise on pregnancy 
course and on fetal development. 

• Studies of dose-response relationships for various effects, and for continuous transportation 
noise at relatively low levels of exposure and low number of noise events per unit time 
(including traffic flow composition). 

• Studies on the perception of control of noise exposure, genetic traits, coping strategies and 
noise annoyance as modifiers of the effects of noise on the cardiovascular system, and as 
causes of variability in individual responses to noise. 

• Prospective longitudinal studies of transportation noise that examine physiological measures 
of health, including standardized health status inventory, blood pressure, neuro-endocrine 
and immune function. 

• Knowledge on the health effects of low-frequency components in noise and vibration . 

• 
Research related to indirect or after-effects of noise exposure 

• Field studies on the effects of exposure to specific sounds such as aircraft noise and loud 
music, including effects such as noise-induced temporary and permanent threshold shifts, 
speech perception and misperception, tinnitus and information retrieval. 

• Studies on the influence of noise-induced sleep disturbance on health, work performance, 
accident risk and social life. 

• Assessment of dose-response relationships between sound levels and politically relevant 
variables such as noise-induced social handicap, reduced productivity, decreased 
performance in learning, workplace and school absenteeism, increased drug use and 
accidents. 

• Determination of the causal connection between noise and mental health effects, annoyance 
and (spontaneous) complaints in areas such as around large airports, heavy-trafficked 
highways, high-speed rail tracks and heavy vehicles transit routes. The connections could be 
examined by longitudinal studies, for example. 

• Studies on the impact of traffic noise on recovery from noise-related stress, or from nervous 
system hyperactivity due to work and other noise exposures. 
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Research on the efficiency of noise abatement policies which are health based 

• Determination of the accuracy and effectiveness of modem sound insulation (active noise 
absorption), especially in residential buildings, in reducing the long-term effects of noise on 
annoyance/sleep disturbance/speech intelligibility. This can be accomplished by studying 
sites that provide data on remedial activities and changes in behavioral patterns among 
occupants. 

• Evaluation of environmental (area layout, architecture) and traffic planning (e.g. rerouting) 
interventions on annoyance, speech interference and sleep disturbance. 

• Comparative studies to determine whether children and the hearing impaired have equitable 
access to healthier lives when compared with normal adults in noise-exposed areas. 

• Development of a methodology for the environmental health impact assessment of noise that 
is applicable in developing as well as developed countries. 

~ Research into positive acoustical needs of the general population and vulnerable 
groups 

• Development of techniques/protocols for the design of supportive acoustical environments 
for the general population and for vulnerable groups. The protocols should take into account 
time periods that are sensitive from physiological, psychological and socio-cultural 
perspectives. 

• Studies to characterize good "restoration areas" which provide the possibility for rest without 
adverse noise load. 

• Studies to assess the effectiveness of n01se policies m maintaining and improving 
soundscapes and reducing human exposures. 
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Appendix 2 : Examples Of Regional Noise Situations 

REGION OF THE AMERICAS 

Latin America (Guillermo Fuchs, Argentina). 

As more and more cities in Latin America surpass the 20 million inhabitants mark, the noise 
pollution situation will continue to deteriorate. Most noise pollution in Latin American cities 
comes from traffic, industry, domestic situations and from the community. Traffic is the main 
source of outdoor noise in most big cities. The increase in automobile engine power and lack of 
adequate silencing results in LAeq street levels >70 dB, above acceptable limits. Vehicle noise 
has strong low-frequency peaks at -13 Hz, and at driving speeds of 100 Km/h noise levels can 
exceed 100 dB. The low-frequency (LF) noise is aerodynamic in origin produced, for example, 
by driving with the car windows open. Little can be done to mitigate these low-frequency 
noises, except to drive with all the windows closed. Noise exposure due to leisure activities such 
as carting, motor racing and Walkman use is also growing at a fast rate. Walkman use in the 
street not only contributes to temporary threshold shifts (TTS) in hearing, but also endangers the 
user because they may not hear warning signals Construction sites, pavement repairs and 
advertisements also contribute to street noise, and noise levels of 85-100 dB are common. 

The Centro de Investigaciones Acusticas y Luminotecnicas (CIAL) in Cordoba, Argentina has 
investigated noise pollution in both the field and in the laboratory. The most noticeable effect of 
excessive urban noise is hearing impairment, but other psychophysiological effects also result. 
For example, tinnitus resulting from sudden or continuous noise bursts, can produce a TTS of 
20-30 dB, and prolonged exposures can result in permanent threshold shifts (PTS). By 
analyzing sound spectra down to a few Hertz, and at levels of up to 120 dB, discrete frequencies 
and bands of infrasound were found which damage hearing. \Vith LF sounds at levels of 120 dB, 
TTS resulted after brief exposure, and PTS after only 30 min of exposure. The effects of noise 
on hearing can be especially detrimental to children in schools located downtown. Field studies 
in Cordoba city schools located near streets with high traffic density showed that speech 
intelligibility was dramatically degraded in classrooms that did not meet international acoustical 
standards. This is a particularly worrying problem for the younger students, who are in the 
process of language acquisition, and interferes with their learning process. 

In general, community noise in Latin America remains above accepted limits. Particularly at 
night, sleep and rest are affected by transient noise signals from electronically amplified sounds, 
music and propaganda. Field research was carried out in four zones of Buenos Aires, to 
determine the effects of urban noise on the well-being, health and activities of the inhabitants. 
The effects of confounding variables were taken into consideration. It was concluded that night
time noise levels in downtown Buenos Aires were barely 10\ver than daytime levels. The results 
showed that sleep, concentration, communication and ,vell-being were affected in most people 
when noise levels exceeded those permitted by international laws. The reactions of the 
inhabitants to protect themselves from the effects of noise varied, and included changing rooms, 
closing windows and complaining to authorities. 
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Individual responses to noise also vary, and depend on factors such as social, educational and 
economic levels, individual sensibility, attitudes towards noise, satisfaction with home or 
neighborhood, and cognitive and affective parameters. For example, at CIAL, two pilot studies 
were carried out with a group of adolescents to determine the influence of environmental 
conditions on the perception of noise. \Vhen music was played at very high sound levels (with 
sound peaks of 119 dBA) in a discotheque, judged to be a pleasant environment, the subjects 
showed less TTS than when exposed to the same music in the laboratory, which was considered 
to be an unpleasant environment. 

At the municipal level Argentinean Ordinances consider two types of noises: unnecessary and 
excessive. Unnecessary noises are forbidden. Excessive noises are classified according to 
neighboring activities and are limited by maximum levels allowed for daytime (7 am to 10 pm) 
and night-time (10 pm to 7 am). This regulation has been relatively successful, but control has to 
be continuous. Similar actions have been prescribed at the provincial level in many cities of 
Argentina and Latin America. Control efforts aimed at reducing noise levels from individual 
vehicles are showing reasonably good improvements. However, many efforts of municipal 
authorities to mitigate noise pollution have failed because of economic, political and other 
pressures. For example, although noise control for automobiles has shown some improvement, 
efforts have been counteracted by the growth in the number and power of automobiles. 

CIAL has designed both static and dynamic tests that can be used to set annual • noise control 
limits. For roads and freeways where permitted speeds are above 80 Km/h, CIAL has also 
designed barriers which protect buildings lining the freeways. Considerable improvements have 
been obtained using these barriers with noise reductions of over 20 dB at buildings fronts. The 
most common types of barrier are concrete slabs or wooden structures, made translucent or 
covered with vegetation. Planted vegetation does not act as an efficient noise shield for freeway 
noise, except in cases of thick forest strips. In several cities, CIAL also designed ring roads to 
avoid heavy traffic along sensitive areas such as hospitals, schools and laboratories. 

Efforts have not been successful in reducing the noise pollution from popular sports such as 
carting, motorboating and motocross, where noise levels can exceed 100 dB. In part, this is 
because individuals do not believe these activities can result in hearing impairment or have other 
detrimental effects, in spite of the scientific evidence. Argentinean and other Latin American 
authorities also have not been successful in reducing the sound levels from music centres, such 
as discotheques, where sound levels can exceed 100 dB between 11 pm and 6 am. However, 
public protest is increasing and municipal authorities have been applying some control. For 
instance, in big cities, discotheque owners and others are beginning to seek advice on how to 
isolate their businesses from apartment buildings and residential areas. Some improvements 
have been observed, but accepted limits have not yet been generally attained. 
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United States of America (Larry Finegold) 

Noise Exposure. 

In the United States, there have only been a fe,v major attempts to describe broad environmental 
noise exposures. Early estimates for the average daily exposure of various population groups 
were reported in the U.S. Environmental Protection Agency's Levels Document (US EPA 1974), 
but these were only partially verified by subsequent large-scale measurements. Another EPA 
publication the same year provided estimates of the national population distribution as a function 
of outdoor noise level, and established population density as the primary predictor of a 
community's noise exposure (Galloway et al. 1974). Methodological issues that need be 
considered when measuring community noise, including both temporal and geographic sampling 
techniques, have been addressed by Eldred (1975). This paper also provided early quantitative 
estimates of noise exposure at a variety of sites, from an isolated spot on the North rim of the 
Grand Canyon to a spot in downtown Harlem in New York City. Another nationwide survey 
focused on exposure to everyday urban noises, rather than the more traditional approach of 
measuring exposure to high-level transportation noise from aircraft, traffic and rail (Fidell 1978). 
This study included noise exposure and human response data from over 2 000 participants at 24 
sites. 

A comprehensive report, Noise In America: The Extent of the Problem, included estimates of 
occupational noise exposure in the US in standard industrial classification categories (Bolt, 
Beranek & Newman, Inc. 1981). A more recent paper reviewed the long-term trends of noise 
exposure in the US and its impact over a 30-year time span, starting in the early 1970's. The 
focus was primarily on motor vehicle and aircraft noise, and the prediction was for steadily 
decreasing population-weighted day-night sound exposure (Eldred 1988). However, it remains 
to be seen whether the technological improvements in noise emission, such as changing from 
Chapter 2 to Chapter 3 aircraft, will be offset in the long run by the larger carriers and increased 
operations levels that are forecast for all transportation modes. Although never implemented in 
its entirety, a comprehensive plan for measuring community environmental noise and associated 
human responses was proposed over 25 years ago in the US (Sutherland et al. 1973). 

Environmental Noise Policy in the United States 

One of the first major breakthroughs in developing an environmental noise policy in the United 
States occurred in 1969 with the adoption of the National Environmental Policy Act (NEPA). 
This Congressional Act mandated that the environmental effects of any major development 
project be assessed if federal funds ,vere invol-ved in the project. Through the Noise Control Act 
(NCA) of 1972, the U.S. Congress directed the CS Environmental Protection Agency (EPA) to 
publish scientific information about the kind and extent of all identifiable effects of different 
qualities and quantities of noise. The US EPA was also requested to define acceptable noise 
levels under various conditions that would protect the public health and welfare with an adequate 
margin of safety. To accomplish this objective, the 1974 US EPA Levels Document formally 
introduced prescribed noise descriptors and prescribed levels of environmental noise exposure. 
Along with its companion document, Guidelines for Preparing Environmental Impact 
Statements on Noise, which was published by the U.S. National Research Council in 1977, the 
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Levels Document has been the mainstay of U.S. environmental noise policy for nearly a quarter 
of a century. These documents were supplemented by additional Public Laws, Presidential 
Executive Orders, and many-tiered noise exposure guidelines, regulations, and Standards. 
Important examples include Guidelines for Considering Noise in Land Use Planning and 
Control, published in 1980 by the US Federal Interagency Committee on Urban Noise; and 
Guidelines for Noise Impact Analysis, published in 1982 by the US EPA. 

One of the distinctive features of the US EPA Levels Document is that it does not establish 
regulatory goals. This is because the noise exposure levels identified in this document were 
determined by a negotiated scientific consensus and were chosen without concern for their 
economic and technological feasibility; they also included an additional margin of safety. For 
these reasons, an A-weighted Day-Night Average Sound Level (DNL) of 55 dB was selected in 
the Levels Document as that required to totally protect against outdoor activity interference and 
annoyance. Land use planning guidelines developed since its publication allow for an outdoor 
DNL exposure in non-sensitive areas of up to 65 dB before sound insulation or other noise 
mitigation measures must be implemented. Thus, separation of short-, medium- and long-term 
goals allow noise-exposure goals to be established that are based on human effects research data, 
yet still allow for the financial and technological constraints within which all countries must 
work. 

The US EPA's Office of Noise Abatement and Control (ONAC) provided a considerable amount 
of impetus to the development of environmental noise policies for about a decade in the US. 
During this time, several major US federal agencies, including the US EPA, the Department of 
Transportation, the Federal Aviation Administration, the Department of Housing and Urban 
Development, the National Aeronautics and Space Administration, the Department of Defense, 
and the Federal Interagency Committee on Noise have all published important documents 
addressing environmental noise and its effects on people. Lack of funding, however, has made 
the EPA ONAC largely ineffective in the past decade. A new bill, the Quiet Communities Act 
has recently been introduced in the U.S. Congress to re-enact and fund this office (House of 
Representatives Bill, H.R. 536). However, the passage of this bill is uncertain, because noise in 
the US, as in Europe, has not received the attention that other environmental issues have, such as 
air and water quality. 

In the USA there is growing debate over whether to continue to rely on the use of DNL (and the 
A-Weighted Equivalent Continuous Sound Pressure Level upon which DNL is based) as the 
primary environmental noise exposure metric, or whether to supplement it with other noise 
descriptors. Because a growing number of researchers believe that "Sound Exposure" is more 
understandable to the public, the American National Standards Institute has prepared a new 
Standard, which allows the equivalent use of either DNL or Sound Exposure (ANSI 1996). The 
primary purpose of this new standard, ho\vever, is to provide a methodology for modeling the 
Combined or Total Noise Environment, by making numerical adjustments to the exposure levels 
from various noise sources before assessing their predicted impacts on people. A companion 
standard (ANSI 1998) links DNL and Sound Exposure with the current USA land use planning 
table. The latter is currently being updated by a team of people from various federal government 
agencies and when completed should improve the capabilities of environmental and community 
land-use planners. These documents will complement the newly revised ANSI standard on 
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To summarize progress in noise control made in the USA in the nearly 25 years since the initial 
national environmental noise policy documents were written, the Acoustical Society of America 
held a special session in Washington, D.C. in 1995. The papers presented in this special session 
were then published as a collaborative effort between the Acoustical Society of America and the 
Institute of Noise Control Engineering (von Gierke & Johnson 1996). This document is 
available from the Acoustical Society of America, as are a wide range of standards related to 
various environmental noise and bioacoustics topics from the ANSI. 

A document from the European Unioin is now also available, which includes guidelines for 
addressing noise in environmental assessments (EU 1996). Policy documents from organizations 
such as ISO, CEN, and ICAO have sho,wn that international cooperation is quite possible in the 
environmental noise arena. The ISO document, entitled Acoustics - Description and 
Measurement of Environmental Noise ()[SO 1996), and other international standards have already 
proven themselves to be invaluable in moving towards the development of a harmonized 
environmental noise policy. The best way to move forward in developing a harmonized 
environmental noise policy is to take a look at the various national policies that have already 
been adopted in many countries, including those both from the European member states and 
from the USA, and to decide what improvements need to be made to the existing policy 
documents. A solid understanding of the progress that has already been achieved around the 
world would obviously provide the foundation for the development of future noise policies. 

Implementation Concepts and Tools 

Development of appropriate policies, regulations, and standards, particularly in the noise 
measurement and impact assessment ar,eas, is a necessary foundation for implementing effective 
noise abatement policies and noise control programs. A well-trained cadre of environmental 
planners will be needed in the future 1to perform land-use planning and environmental impact 
analysis. These professionals will require both a new generation of standardized noise 
propagation models to deal with the Total Noise Environment, as well as sophisticated computer
based impact analysis and land-use planning tools. 

A more thorough description of the current noise environment in major cities, suburbs, and rural 
areas is needed to support the noise policy development process. A new generation of noise 
measurement and monitoring systems,, along with standards related to their use, are already 
providing considerable improvement in our ability to accurately describe complex noise 
environments. Finally, both active rund passive noise control technologies, and other noise 
mitigation techniques, are rapidly becoming available for addressing local noise problems. 
Combined with a strong public awareness and education program, land-use planning and noise 
abatement efforts certainly have the potential to provide us with an environment with acceptable 
levels of noise exposure. 
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Cultural and developmental levels diverge greatly in South Africa, and the country can be 
divided into a first world sector, a developing sector and a third world sector. This contributes to 
huge variations in both the awareness of noise pollution and in population exposure to noise 
pollution. Noise-related health problems will in all probability sho•w the same large variations. 

Legal requirements 

Noise control in South Africa has a history dating back about three: decades. Noise control began 
with codes of practice issued by the South African Bureau of Standards (SABS) to address noise 
pollution in different sectors. Since then, Section 25 of the Environment Conservation Act (Act 
73 of 1989) made provision for the Minister of Environmental Affairs and Tourism to regulate 
noise, vibration and shock at the national level. These regulations were published in 1990 and 
local authorities could apply to the Minister to make them applicable in their areas of 
jurisdiction. However, a number of the bigger local authorities did not apply for the regulations 
since they already had by-laws in place, which they felt were sufficient. By the middle of 1992 
only 29 local authorities had applied the regulations and so the act was changed to make it 
obligatory for all authorities to apply the regulations. However, by the time the regulations were 
ready to be published, the new Constitution of South Africa came into effect and this listed noise 
control as an exclusive legislative competence of provincial and local authorities. This meant 
that the national government could not publish the regulations. However, provincial 
governments have agreed to publish the regulations in their respective areas. The regulations 
will apply to all local authorities as soon as they are published in the provinces, and will give 
local authorities both the power and the obligation to enforce the regulations. 

The Department of Environmental Affairs and Tourism also published regulations during 1997 
to make Environmental Impact Assessments mandatory for most new developments, as well as 
for changes in existing developments. This means that any impact that a development might 
have on its surrounding environment must be evaluated and, where necessary, the impact must 
be mitigated to acceptable levels. The noise control regulations also state that a local authority 
may declare a "controlled area," which is an area where the average noise level exceeds 65 d.BA 
over a period of 24 h period. This means that educational and residential buildings, hospitals and 
churches may not be situated within such areas. 

Occupational noise exposure is regulated by the Departmeint of Manpower, under the 
Occupational Health and Safety Act (Act 85 of 1993). These regulations states that workers may 
not be exposed to noise levels of higher than 85 dBA and that those exposed to such levels must 
make use of equipment to protect their hearing. The problem, however, is that most workers 
tend not to make use of the provided equipment, either bt~cause the equipment is not 
comfortable, or because they are not aware of the risks high noise levels pose to their hearing. A 
further problem is that small industries often do not supply the workers with the necessary 
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equipment, or supply inferior equipment that is less costly. 

Codes of practice 

The codes of practice issued by the SAB S were for the most part replaced by IEC (International 
Electrotechnical Commission) standards and adopted as SABS ISO codes of practice. They are 
still being used in South Africa and are regularly updated. A relevant list can be found in the 
references. The SABS has also published a number of recommended practices (ARP). These 
include the ARP 020: "Sound impact investigations for integrated environmental management" 
that is currently being upgraded to a code of practice. Such codes of practice can be referred to 
as requirements in legislation and will be known as SABS 0328: "Methods for environmental 
noise impact assessments." The codes of practice published in South Africa cover hearing 
protection; measurement of noise; occupational noise; environmental noise; airplane noise; and 
building acoustics, etc. 

Courses 

Local authorities responsible for applying regulations published by the Department of 
Environmental Affairs and Tourism must employ a noise control officer who has at least three 
years tertiary education in engineering, physical sciences or health sciences, and who is 
registered with a professional council. Alternatively, a consultant with similar training may be 
employed. Most of the universities in South Africa provide the relevant training, with at least 
part of the training in acoustics. Universities and technical colleges also provide a number of 
special acoustics courses. Over the last couple of years awareness of environmental conservation 
has expanded dramatically within the academic community, and most universities and colleges 
now have degree courses in environmental management. At the very least, these courses include 
a six-month module in acoustics, and usually also include training in basic mathematics; the 
physics of sound; sound measuring methodologies; and noise pollution. 

Community awareness and exposure to noise pollution 

This topic should be discussed with respect to three separate population sectors: the first-world 
sector ( developed), the developing sector and the third-world sector (rural). 

Developed sector 

This sector of the population is more-or-less as developed as their European and American 
counterparts. They have been exposed to noise pollution for a considerable time and, for the 
most part, are aware of the health consequences of high noise levels. People in this group are 
also aware of the existence of legal measures by which noise pollution can be addressed. Not 
surprisingly, most of the complaints and legal action regarding noise pollution are received from 
this group. Information about noise-related health problems is very limited, but because this 
group is highly aware of the risks posed by high noise levels, future studies will probably show 
that people in this category have the fewest health problems. The majority of people in this 
group are less exposed to high noise levels at work, and they live in more affluent neighborhoods 
with large plots and separating ,valls. Their houses tend to be built with materials that are noise 
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reducing. They also live further away from major noise-producing activities, such as highways, 
airports and large industries. 

Developing sector 

This sector of the population has the greatest exposure to high noise levels, both at home and in 
the workplace. Overall, they are relatively poor and cannot afford to live in quiet areas, or afford 
large plots or solid building materials. A large component of this sector resides in squatter 
communities where building are made of any material available, from plastic to corrugated 
sheets and wood. The buildings are right next to each other and there is almost no noise 
attenuation between residencies. 

People in this category usually live close to major access routes into the cities, because they 
make use of public transportation and taxis to get to their places of work. Often, too, they live 
close to their places of work, which are usually big industries with relatively high levels of noise 
pollution. These people usually work in high noise areas, and because of their lack of awareness 
of the effects of high noise levels, often do not make use of available hearing protection 
equipment. Because of a lack of funds, these people also cannot get out of high noise areas and 
go to recreational areas for relaxation and lower noise levels. Not much information is available 
on the adverse health problems in this sector. However, workers in this sector should undergo 
regular medical examinations and the results can be obtained from the industries involved. 

Rural sector 

As the name suggests, people in this sector live in rural surroundings and for the most part are 
not subjected to noise levels that could be detrimental to their health. However, they are almost 
totally unaware of the risks posed by high noise levels. Some of these people work on farms and 
work with machinery that emits relatively high noise levels, but because of their lack of 
awareness they do not make use of hearing protection equipment. One advantage they do have is 
that they return to homes in quiet surroundings and their hearing has a chance to recover. To 
date, no studies have been carried out to determine the state of their hearing and it would be 
impossible to state that they have no health problems related to high noise levels. 
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EASTERN MEDITERRANEAN REGION (Shabih H. Zaidi) 

Scope 

In the Eastern Mediterranean region some countries have highly developed industries, while 
others have none. In other cases, the agricultural economy is inseparably mixed with high
technology industries, such as the oil industry, which can be seen in nearly the whole of the 
Arabian Peninsula. Other examples of where agriculture and industry are intertwined can be 
seen in Pakistan, Jordan and Egypt. The main focus of this paper is community noise, but 
because industry is so widely distributed, some discussion of industrial noise is inevitable. The 
scope of this paper is to document the available scientific data on community noise in the WHO 
Regional Office of the Eastern Mediterranean (EMRO) region, including preventive strategies, 
legislation, compensation and future trends. 

Sources of Noise Pollution 

Sources of noise pollution in the Eastern Mediterranean region include noise from 
transportation, social and religious activities, building and civil works, roadside workshops, 
mechanical floor shops and others. During civil works and building booms, noise levels in all 
countries of the Eastern Mediterranean region could easily reach 85dBA during the daytime over 
an 8 h work period. In Pakistan, unprotected construction ,vork goes on at all times of the day 
and night and uses outdated machinery; and the noise is compounded by workers shouting. On a 
typical building site noise levels reach 90-100 dBA. 

In Karachi, the main artery for daily commuters is a long road that terminates at the harbor. In 
the densest area of this road there are a hundred small and large mechanical workshops, garages, 
metal sheet workers, dent removers, painters, welders and repair shops, all of which create a 
variety of noises. In the middle of this area at the Tibet Centre the LAeq,8h is 90dBA (Zaidi 
1989). A similar picture is seen elsewhere in cities like Lahore, Peshawar, etc. Fortunately, the 
same is not true for other newly built cities in the EMRO region, such as Dubai, or Tripoli, 
where strict rules separate industrial zones from residential areas. 

A special noise problem is Karachi harbour. This port serves the whole of Pakistan as well as 
Afghanistan and several Asian states, such as Kyrgyzstan, Kazakhstan and Uzbekistan. The 
noise level at the main wharf of Karachi Port ranges between 90-110 dBA on any given day. 
Other special sources of noise are the Eastern Mediterranean airports, and indeed most of the 
airports in the Middle East. Most northbound air traffic originates in Pakistan, Dubai, Sharjah 
etc. and flights usually depart after midnight so as to arrive in Europe during the daytime. A 
study is currently underway in Karachi to identify the damage caused by these nocturnal flights 
to those living under the flight path (SH Zaidi, GH Shaikh & AN Zaidi, personal 
communication). 

Sadly, violence has become part of Eastern culture and is a significant source of noise pollution. 
Wars generate a lot of noise, and although noise-induced hearing loss is a secondary issue 
compared with the killing, after the wars many people are hearing impaired. This has been seen 
following conflicts in Balochistan, Peshawar and Afghanistan, where perforated ear drums, 
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profound hearing loss and stress-related psychosomatic illnesses are common in the refugee 
camps. The noise levels during a recent mass demonstration in Karachi, which included the 
firing of automatic weapons, reached 120 dBA at a distance of 50 m from the scene. 

The Effects of Noise on Health 

There is good evidence that environmental noise causes a range of health effects, including 
hearing loss, annoyance, cardiovascular changes, sleep disturbance and psychological effects. 
Although the health effects of noise pollution have not been documented for the entire EMRO 
region, data are available for Pakistan and can be used to illustrate the general problem. In this 
report, noise exposure is mainly expressed as LAeq,24h values. 

Noise-induced hearing loss (NIHL). 

It is believed that exposure to environmental noise in the EMRO countries is directly related to 
the living habits, economic prosperity and outdoor habits of people. It has been estimated that no 
more than 5% of the people are exposed to environmental sound levels in excess of 65dBA over 
a 24-h period. Similarly, for indoor noise, it is believed that the average family is not exposed to 
sound levels in excess of 70 dB A over a 24-h period. However, it is difficult to generalize for all 
countries in the EMRO region, because of ancient living styles and different cultural practices, 
such as taking siestas between 13:00-16:00 and stopping work at 20:00. 

Exposure to noise while travelling to schools, offices or workplaces may vary tremendously 
between cities in the region. In Karachi, for example, traffic flow is undisciplined, erratic and 
irrational, with LAeq,8h values of 80-85 dBA. In Riyadh, by contrast, traffic flow is orderly 
with LAeq levels of 70 dBA during a normal working day. In Karachi, noise levels show 
significant diurnal variation, reaching levels in excess of 140 dB during the peak rush hour at 
around 5.00 p.m. (Zaidi 1989). At the Tibet Centre, located at a busy downtown junction, noise 
levels were 60-70 dB at 9 am, but reached levels in excess of 140 dB between 5-7 p.m. A study 
conducted on a day that transportation workers went on strike established that road traffic is the 
most significant source of noise pollution in this city: in the absence of buses, rickshaws, trucks 
and other public vehicles the LAeq level declined from 90dB to 75dB (Zaidi 1990). Motor 
engines, horns, loud music on public buses and rickshaws generate at least 65% of the noise in 
Karachi (Zaidi 1997; Shams 1997). Rickshaws can produce noise levels of 100-110 dB A and do 
not have silencers. On festive occasions, such as national holidays or political rallies, 
motorbikes running at high speeds along the Clifton beach in Karachi easily make noise 
exceeding 120 dBA. (Zaidi 1996). 

Another study conducted at 14 different sites in Karachi showed that, in 11 of the sites, the 
average noise level ranged bem·een 79-80 dB (Bosan & Zaidi 1995). The maximum noise levels 
at all these sites exceeded 100 dB. Speech interference, measured by the Preferred Speech 
Interference Level and the Articulation Index, was significant (Shaikh & Rizvi 1990). The study 
results indicated that two people facing each other at a distance of 1.2 m would have to shout to 
be intelligible; and the Articulation Indexes demonstrated that communication was 
unsatisfactory. Of perhaps greater concern are the results of a survey of 587 males between the 
ages of 17 and 45 years old, who worked as shopkeepers, vehicle drivers, builders and office 
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assistants. Audiograms showed that 14.6% of the subjects had significant hearing impairment at 
3 000-4 000 Hertz (Hasan et al., 2000). 

Noise pollution from leisure activities can vary from country to country in the EMRO region. 
The Panthans in northern Pakistan, for example, like to shoot in the air on festive occasions, such 
as weddings, without using any noise protection devices. A minimum of 1 000 shots are fired on 
such occasions; and at a traditional tribal dance called the 'Khattak" the noise level recorded 
during a particularly enthralling performance in a sports arena was 120dBA. The hunting of wild 
boar is a common sport in the hinterlands of Sindh. With the rifle shots and the noise made by 
the beaters, noise levels can easily reach 110 -120 dBA. In some EMRO countries, the younger 
crowd has taken up the W estem habit of listening to Pop music for many hours. Discos and 
floorshows are confined to a few countries, such as Egypt. Open-air concerts are usually held in 
stadiums. The noise level recorded at a particularly popular concert was 130 dBA at a distance 
of20 m from the stage and 35 m from the amplifiers. 

In a study of road traffic at 25 different sites in Peshawar, the third most populous city in 
Paldstan, 90 traffic constables were taken as cohorts to investigate the extent ofNIHL. Of these, 
50 did not have any previous history of noise exposure and were taken as controls. Detailed 
evaluation and audiological investigations established that constables exposed to a noise level of 
90 dBA for 8 hours every day suffered from NIHL. Compared to the control subjects, the 
constables had significant hearing impairment at 3 000 Hz, measured by Pure Tone Audiometry 
(Akhter 1996). 

A similar study of traffic constables in Karachi showed that 82.8% of the constables suffered 
from NIHL (Itrat & Zaidi 1999). The study also showed that 33.3% of rickshaw drivers, and 
56.9% of shopkeepers who worked in noisy bazaars, had hearing impairment. If these findings 
can be extrapolated to the total populations, there are 1 566 traffic constables ( out of a total of 1 
890 constables), and 4 067 rickshaw drivers (out of a total of 12 202 drivers) who suffer from 
NIHL. As has been reported by other researchers, the study also found evidence of 
acclimatization in the subjects: following an initial, rapid decline, hearing loss stabilized after 
prolonged noise exposure. 

Annoyance. 

The citizens of Karachi commonly complain that noise causes irritability and stress. The main 
sources have been identified as traffic noise, industrial noise and noise generated by human 
activity. Unfortunately no data are available for the level of annoyance caused by noise exposure 
in the EMRO region. From limited research around the world, it can be estimated that 35-40% 
of employees in office buildings are seriously annoyed by noise at sound levels in excess of 55-
60 dBA. In countries such as Pakistan, Iran, Jordan and Egypt that level is often seen in most 
offices. Annoyance is a non-tangible entity and cannot be quantified scientifically. It is a human 
reaction and perhaps its parameters could include irritability, apprehension, fear, anger, 
frustration, uneasiness, apathy, chaos and confusion. If such are the parameters, then on a scale 
of 0-10, with 10 being the greatest annoyance, many EMRO countries could easily score 6 or 
higher. 
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Effects of noise on sleep and the cardiovascular system. 

In the Eastern Mediterranean region no specific data are available on the effects of noise on sleep 
or the cardiovascular system. However, factory workers, traffic constables, rickshaw drivers and 
shopkeepers frequently complain about fatigue, irritability and headaches; and one of the most 
common causes of poor performance in offices is sleep disturbance. The rising incidence of 
tinnitus in cities like Karachi is also related to noise exposure, and tinnitus itself can lead to sleep 
deprivation. Although the effects of noise on the cardiovascular system have been well 
documented for other countries (Berglund & Lindvall 1995), data are lacking for the EMRO 
region. However, the prevalence of cardiovascular diseases are on the rise in the EMRO 
countries, particularly hypertension. \Vhile most of the increase in these diseases is due to a rich 
diet and lack of exercise, the relationship between noise and cardiovascular changes is worth 
investigating. 

The risk to unborn babies and newborns. 

Although evidence from other countries indicates that noise may damage the hearing of a fetus, 
there are no data from the EMRO countries to confirm this. With newborn babies, however, 
noise from incubators is a major cause of hearing loss in the EMRO region, particularly as 20-
27% of them are born underweight (Razi et al. 1995). Once exposed to noise in an incubator, the 
chances of hearing impairment rapidly rises compared with cohorts in developed countries. 
Several other factors have also been identified as causing deafness and hearing impairment in 
newborns in the Eastern Mediterranean region (Zaidi 1998; Zakzouk et al. 1994). They are: 

a. Discharge from the ears. 

b. Communicable infections. 

C. Ototoxicity. 

d. Noise . 

e. Consanguinity. 

f. Iodine deficiency. 

Noise Control 

Although noise control legislation exists in several E~1RO countries, it is seldom enforced, 
particularly in Pakistan and some neighboring countries. Noise control begins with education, 
public awareness and the appropriate use of media in highlighting the effects of noise. In 
Calcutta, for instance, public orientation and mass media mobilization have produced tangible 
results, and this can easily be done in other countries. Three strategies have been devised for 
noise control, all of which are practicable in EMRO region countries. They are control at the 
source, control along the path and control at the receiving end. 
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There are many ways noise can be controlled at the source. For example, most of the equipment 
and machinery used in EMRO countries is imported from the West. Noise control could begin 
by importing quieter machinery, built with newer materials like ceramics or frictionless parts. 
And at the local level, the timely replacement of parts and proper maintenance of the machines 
should be carried out. Vehicles like the rickshaw should be banned, or at least be compelled to 
maintain their silencers, and all vehicles must be put to a road worthiness test periodically. This 
already occurs in some EMRO countries, but not all. Horns, hooters, music players and other 
noise making factors must also be controlled. The use of amplifiers and public address systems 
should also be banned, and social, leisure and religious activities should be restricted to specific 
places and times. 

Along the sound path, barriers can be used to control noise. There are three kinds of barriers 
available, namely, space absorbers made out of porous material, resonant absorbers and panel 
absorbers. Architects, for example, use hollow blocks of porous material. The air gaps between 
building walls not only keep the buildings cool in hot weather, but also reduce the effects of 
noise. Ceilings and roofs are often treated with absorbent material. In large factories, architects 
use corrugated sheets and prefabricated material, which are helpful in reducing noise levels. In 
Pakistan, some people use clay pots in closely ranked positions on rooftops to reduce the effect 
of heat as well as noise. For civic \vorks and buildings, special enclosures, barriers and vibration 
controlling devices should be used. Public halls, such as cinemas, mosques and meeting places 
should have their walls and floors carpeted, and covered with hangings, mats etc. An effective 
material is jute, which is grown in many countries, mainly Bangladesh, and it is quite 
economical. Some of the old highways and most of the busy expressways need natural noise 
barriers, such as earth banks, trees and plants. 
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SOUTH-EAST ASIAN REGION. (Sudhakar B. Ogale) 

Introduction 

The ability to hear sound is a sensory function vital for human survival and communication. 
However, not all sounds are wanted. Unwanted sounds, for which the term "noise" is normally 
used, often originate from human activities such as road traffic, rail traffic, aircraft, discos, 
electric power generators, festivals, firecrackers and toys. In general, however, data on noise 
pollution in South east Asian countries are not available. For example, there are no 
comprehensive statistical data regarding the incidence and etiology of hearing impairment. 
Consequently, it is difficult to estimate the exact percentage of the population affected by 
community noise. 

Excessive noise is the major contributor to many stress conditions. It reduces resistance to 
illness by decreasing the efficiency of the immune system, and is the direct cause of some 
gastrointestinal problems. Noise also increases the use of drugs, disturbs sleep and increases 
proneness to accidents. An increased incidence of mental illness and hospital admissions, 
increases in absenteeism from work and lethargy from sleep disturbance all result from noise 
pollution and cause considerable loss of industrial production. 

Noise Exposure in India 

India is rapidly becoming industrialized and more mechanized, which directly affects noise 
levels. However, no general population study regarding the magnitude of the noise problem in 
India has been performed. 

Road Traffic Noise 

Exposure. A study by the Indian Institute of Road Traffic (IRT) reported that Delhi was the 
noisiest city in India, followed by Calcutta and Bombay (IRT 1996; Santra & Chakrabarty 1996). 
The survey examined whether road-traffic noise affected people with respect to annoyance, sleep 
disturbance, interference with communication and hearing impairment. It showed that 35% of 
the population in four major cities have bilateral sensory neural hearing loss at noise emission 
levels above 82 dBA. This is of particular concern in light of a second study, showing that 
LAeq,24h levels at 24 kerbside locations in Calcutta \Vere 80-92 dBA (Chakrabarty et al. 1997) 
The mean noise emission levels of four different vehicle categories are presented in Table A2.1. 
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Table A2.1: Mean noise emission levels of vehicles 

Type of vehicle Mean sound pressure level 
2 wheelers (motor cycle) 82dBA 
3 wheelers ( auto rickshaw) 87dBA 
Motor car (taxi, private cars) 85 dBA 
Heavy vehicles (trucks) 92dBA 

Control Measures. Only recently has noise pollution been considered an offence in India, under 
the Environmental (Protection) Act 1986. Several measures are being taken to reduce traffic
noise exposure. These include: 

a. Planting trees, shrubs and hedges along roadsides. 

b. Mandatory, periodic vehicle inspections by road traffic control. 

c. Reintroduction of silent zones, such as around schools, nursing homes and hospitals 
that face main roads. 

d. Regulation of traffic discipline, and a ban on the use of pressure horns. 

e. Enforcement of exhaust noise standards. 

f. Mandating that silencers be effective in three-wheeled vehicles. 

g. The use and construction of bypass roads for heavy vehicles. 

h. Limiting night-time access of heavy vehicles to roads in residential neighbourhoods 

1. Installation of sound-proof windows. 

J. Proper planning of new to\\US and buildings. 

Air Traffic Noise 

Many airports were originally built at some distance from the towns they served. But due to 
growing populations and the lack of space, buildings are now commonly constructed alongside 
airports in India. 

Exposure. A survey revealed that aircraft produced a high level of noise during take-off, with 
sound pressure levels of 97-109 dBA for the Airbus, and 109 dBA for Boeing aircraft (SB 
Ogale, unpublished observations). During landing, the aircraft produced a sound pressure level 
of 108 dBA. Although exposure to aircraft noise is considered to be less of a problem than 
exposure to traffic noise, the effects of air-traffic noise are similar to those of road traffic, and 
include palpitations and frequent awakenings at night. 
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Control measures. The use of ear muffs must be made obligatory at the airport. This can reduce 
noise exposure to a safe level. An air-traffic control act should also enforce the use and 
introduction of low-noise aircraft, and mandate fewer night-time flights. 

Rail Traffic Noise 

Very little attention has been paid to the problems of railway noise. 

Exposure. In Bombay, where the majority of residential buildings are situated on either side of 
railway tracks, residents are more prone to suffer from acoustic trauma. More than 14% of the 
population in Bombay suffer from sleep disturbances during night, due to high-speed trains and 
their whistling. A study on surface railways (SB Ogale, unpublished observations) revealed that 
platform noise was 71-73 dBA in the morning and 78-83 dBA in the evening. The noise from 
loudspeakers mounted in the platform was 87- 90 dBA. At a distance of 1 m from the engine, the 
whistle noise was 105-108 dBA for a train with an electric engine, up to 110 dBA for a train 
with diesel engine and 118 dBA for steam engine trains. Vacuum brakes produced noise levels 
as high as 95 dBA. This suggests that unprotected railway staff on platforms are at risk of 
permanent noise induced hearing Loss. 

Festival noise 

Festival noise in India was first surveyed in Bombay in late 1970, during the Ganpati festival 
period. A similar study (Santra et al. 1996) ,vas conducted soon after in Calcutta at the Durga 
Pooja festival during evening hours (18:00-22:00). The music from loudspeakers produces 
sound pressure levels of more than 112 dBA. During the festival period the residents 
experienced a noisy environment for 8-10 hat a stretch, with noise level of 85- 95 dBA. This 
level is above the 80 dBA limit set by \VHO for industrial workers exposed to noise for a 
maximum period of 8 hours. 

Control measures. In a religious country, it is politically difficult to restrict religious music, 
even in the interests of public health. A ban on all music from loudspeakers after 22:00 would 
decrease the sound pressure levels to below the permissible legal limit. A preventive programme 
is advocated to measure noise levels with sound level metres. 

Fire crackers and toy weapons noise 

Exposure. A study conducted by Gupta & Vishvakarma (1989) at the time of Deepawali, an 
Indian festival of fireworks, determined the auditory status of 600 volunteers from various age 
groups, before and after exposure to firecrackers. The study also measured the acoustical output 
of representative samples of toy ·weapons and firecrackers, and the noise intensity level at critical 
spectator points. The average sound level at a distance of 3 m from the noise source was 150 
dBA, exceeding the 130 dBA level at which adults are at risk for hearing damage. On average, 
2.5% of the people surveyed during Deepawali had persistent sensory neural hearing loss of 30 
dBA, with those in the 9- 15 year old age group being most affected. 
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Control Measures. A judicious approach in the manufacture and use of toy weapons and 
firecrackers is encouraged, in addition to legal restraints. Fireworks should be more a display of 
light, rather than sound. 

Generator Noise 

Diesel generators are often used in India to produce electric power. Big generators produce 
sound pressure levels exceeding 96 dBA (SB Ogale, unpublished observations). 

Conclusions 

No comprehensive statistical data are available for community noise in India, however, the main 
sources of environmental noise are road traffic, air traffic, rail traffic, festivals, firecrackers and 
diesel generators. The adverse effects of noise are difficult to quantify, since tolerance to noise 
levels and to different type.s of noise varies considerably between people. Noise intensity also 
varies significantly from place to place. It should also be noted that noise data from different 
countries are often not obtained by the same method, and in g,eneral models have been used 
which are based on data from a limited number of locations. Noise control measures could be 
taken at several levels, including building design, legal measures, and educating the people on 
the health dangers of community noise. In India, what is needed now is noise control legislation 
and its strict enforcement, if a friendly, low-noise environment is to be maintained. 

Noise Exposure in Indonesia 

According to a report by the WHO, the noise exposure and control situation in Indonesia is as 
follows (Dickinson 1993). 

Exposure. No nationwide data are available for Indonesia. However, during the last three 
decades there has been rapid growth in transportation, industry and tourism in Indonesia. 

Control Measures. With the large majority of people having little income, protection of the 
physical environment has not been a first-order priority. The following recommendations have 
been made with respect to community noise (Dickinson 1993 ): 

a. The cities of Indonesia have relatively large populations and each provincial 
government will need the staff and equipment to monitor and manage the 
environment. 

b. Sow1d level meters with noise analysis computer programmes should be 
purchased. 

c. Training courses and adequate equipment should bee provided. 
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d. Noise management planning for airports should be promoted. 

e. Reduction measures should be taken for road-traffk noise. 

Noise Exposure in Bangladesh 
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Exposure. In Bangladesh no authentic statistical data on the e:ffects of community noise on 
deafness or hearing impairment are available (Amin 1995). 

Control Measures. Governments have meager resources, a vast population to contend with and 
high illiteracy rates; consequently, priorities are with fighting hunger, malnutrition, diseases and 
various man-made and natural calamities. The governments are unable to give the necessary 
attention towards the prevention, early detection and management of noise disabilities in the 
country. Close cooperation is needed between the national and international organizations, to 
exchange ideas, skills and knowledge (Amin 1995). 

Noise Exposure in Thailand 

Exposure. Noise from traffic, construction, and from factories and industry has become a big 
problem in the Bangkok area. The National Environmental Board of Thailand was set up two 
decades ago and has been active in studying the pollution prolblems in Thailand. Indeed, a 
committee on noise pollution control was set up to study the noise: pollution in Bangkok area and 
its surroundings. Although regulations and recommendations weire made for controlling various 
sources of noise, the problem was not solved due to a lack of public awareness, the difficulty of 
proving that noise had adverse effects on health and hearing, and the difficulty of getting access 
to control noise. A general survey revealed that 21.4% of the Bangkok population is suffering 
from sensory neural hearing loss (Prasanchuk 1997). Noise sourc:es included street noise, traffic 
noise, industrial noise and leisure noise. 

Control Measures. In 1996, regulations for noise pollution control set LAeq,24h levels at 70 
d.BA for residential areas, and less than 50 dBA to avoid annoyance. The National Committee 
on Noise Pollution Control has been asked to study the health effects of noise in the Bangkok 
area and its surroundings, and determine whether these regulations are realistic and feasible. 
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WESTERN PACIFIC REGION. 

In this section, information on noise pollution and control will be given for three countries in the 
Western Pacific Region, namely Australia, the People's Republic of China and Japan. From a 
noise pollution point of view China may be viewed as a developing country, whereas Japan and 
Australia, with their high level of industrialization, represent developed countries. 

Australia (Andrew Hede & Michinori Kabuto) 

Exposure. Australia has a population of 18 million with the majority living in cities that have 
experienced increasing noise pollution from a number of sources. The single most serious 
source of noise is road traffic, although in major cities such as Sydney, Melbourne and Perth, 
large communities are exposed to aircraft noise as well. Other important sources of noise 
pollution are railway noise and neighbourhood noise (including barking dogs, lawn mowers and 
garbage collection). A particular problem in Australia is that the climate encourages most 
residents to live with open windows, and few houses have effective noise insulation. 

A study of road-traffic noise was conducted at 264 sites in 11 urban centres with populations in 
excess of 100 000 people (Brown et al. 1994). Noise was measured one metre from the fac;ade of 
the most exposed windows and at window height. From the results, it was estimated that over 
9% of the Australian population is exposed to LA10,18h levels of 68 dB or greater, and 19% of 
the population is exposed to noise levels of 63 dB or greater. In terms of LAeq values for 
daytimes, noise exposure in Australia is worse than in the Netherlands, but better than in 
Germany, France, Switzerland or Japan. 

Control. In the mid-1990's, when a third rumvay was built at Sydney Airport, the government 
funded noise insulation of high-exposed d\vellings. Increasingly, too, major cities are using 
noise barriers along freeways adjacent to residential communities. In most states barriers are 
mandatory for new freeways and for new residential developments along existing freeways and 
major motorways. There has been considerable testing of noise barriers by state agencies, to 
develop designs and materials that are cost effective. 

Brown AL et al. (1994) Exposure of the Australian Population in Road Traffic Noise. Applied 
Acoustics 43: 169-176. 
OECD (1991) Fighting Noise in the 1990's. Organization for Economic Cooperation and 
Development, Paris, France. 

China (Chen Ming) 

Introduction 

Urban noise pollution has become a contemporary world problem. Urban noise influences 
people's living, learning and working. People exposed to noise feel disagreeable and cannot 
concentrate on work. Rest and sleep are also disturbed. People exposed to high-intensity noise 
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do not hear alarm signals and cannot communicate with each other. This can result in injury and, 
indeed, with the modernization of China, construction accidents related to noise are increasing. 
According to statistics for several cities in China, including Beijing, Shanghai, Tientsin and 
Fuzhou, the proportion of total accidents that ,vere noise related was 29.7% in 1979, 34.6% in 
1980, 44.8% in 1981 and 50% in 1990. It is therefore very important to control noise pollution 
in China. 

Long-term exposure to urban environmental noise can lead to temporary hearing loss (assessed 
by temporary threshold shift), permanent hearing loss (assessed by permanent threshold shift) or 
deafness. Microscopy studies have shown that in people exposed to noise for long periods, hair 
cells, nerve fibers and ganglion cells were absent in the cochleae, especially in the basal turns. 
The primary lesion is in the 8-10 mm region of the cochlea, which is responsible for detecting 
sound at a frequency of 4 000 Hz. People chronically exposed to noise may first complain about 
tinnitus and, later on, about hearing loss. This is especially true for patients who have bilateral 
hearing loss at 4 000 Hz, but who have relatively good hearing other frequencies. Non-auditory 
symptoms of noise include effects on the nervous system, cardiovascular system and blood 
system. These symptoms were rarely observed in China in the past, but today more and more 
people complain about hearing damage and non-auditory physiological effects. 

Urban environmental noise has thus become a common concern of all members of society. A 
key to resolving the complex noise issue lies in the effective control of urban noise sources. 
Control measures include reducing noise at its source, changing noise transmission pathways, 
building design, community planning and the use of personal hearing protection. 

Urban environmental noise sources can be divided into industrial noise, traffic noise, building 
architecture noise and community district noise sources. Only the last three types are of concern 
here. 

Traffic Noise 

There are four sources of traffic noise: road traffic, railway transport, civil aviation and water 
transport; of these, road traffic is the main source of urban noise. The sound emission levels of 
heavy-duty trucks are 82-92 dBA and 90-100 dBA for electric horns; air horns are even worse, 
with sound emission levels of 105-110 dBA. Most urban noise from automobiles is in the 70-75 
dB range, and it has been estimated that 27% of all complaints are about traffic noise. When a 
commercial jet takes off, speech communication is interrupted for up to 1 km on both sides of the 
runway, but people as far away as 4 km are disturbed in their sleep and rest. If a supersonic 
passenger plane flies at an altitude of 1 500 m, its sound pressure waves can be heard on the 
ground in a 30-50 km radius. 

Building Noise 

As a result of urban development in China, construction noise has become an increasingly 
serious problem. It is estimated that 80% of the houses in Fuzhou were built in the past 20 years. 
According to statistics, the noise from ramming in posts and supports is about 88 dB and the 
noise from bulldozers and excavators is about 91 dB, 10 m from the equipment. About 98% of 
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industrial noise is in the 80-105 dB range, and it is estimated that 20% of all noise complaints is 
about industrial noise. 

Community Noise 

The main sources of community noise include street noise, noise from electronic equipment (air 
conditioners, refrigerators, washing machines, televisions), music, clocks, gongs and drums. 
Trumpets, gongs, drums and firecrackers, in particular, seriously disturb normal life and lead to 
annoyance complaints. 

In conclusion, urban noise pollution in China is serious and is getting worse. To control noise 
pollution, China has promulgated standard sound values for environmental noise. These are 
summarized in table A2.2. 

Table A2.2: LAeq standard values in dB for environmental noise in urban areas. 

Applied area day night 

Special residential quarters1 45 35 
Residential and cultural education area2 50 40 
Type 1 mixed area3 55 45 
Type 2 mixed area 4 or commercial area 60 50 
Industrial area 65 55 
Arterial roads5 70 55 

1 Special residential quarters: quiet residential area 
2 Residential and cultural education area: residential quarters, cultural, educational offices 
3 Type 1 mixed area: mixture of commercial area and residential quarters 
4 Type 2 mixed area: mixture of industrial area, commercial area, residential quarters and others 
5 Roads with traffic volume of more than 100 cars per hour 

The peak sound levels for frequent noises emitted during the night-time are not allowed to 
exceed standard values by more than 10 dBA. Single, sudden noises during the night-time are 
not allowed to exceed standard values by more than 15dBA. 
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Japan (Michinori Kabuto) 

Environmental Quality Standards 

Noise standards for both general and roadside areas were set in Japan in 1967, through the 
"Basic Law for Environmental Pollution." This law \Vas updated in September 1999. Each 
standard is classified according to the type of land use and the time of day. In ordinary 
residential areas, the night-time standard is 45 dB LAeq, but in areas that require even lower 
noise exposure, such as hospitals, this is lowered to 40 dB LAeq. In contrast, the daytime levels 
for commercial and industrial areas is as high as 60 dBA. Standards for roadside areas are 70 dB 
LAeq for daytime and 65 dB LAeq for nighttime. Bet\veen 1973-1997 noise standards for 
aircraft noise, super-express train noise and conventional railway train noise were also 
implemented. Standards for aircraft noise \Vere set in terms of the weighted equivalent 
continuous perceived noise level (WECPNL). For residential areas, the WECPNL standard is 70 
dBA, and is 75 dBA for areas where it is necessary to maintain a normal daily life. 

For super-express trains, the Environmental Agency required noise levels to be below 75 dBA in 
densely populated residential areas, such as along the Tokaido and Sanyo Shinkansen lines, as 
well as in increasingly populated areas, such as along the Tohoku and Joetsu Shinkansen lines. 
The standards were to be met by 1990, but by 1991 this level had been achieved at only 76% of 
the measuring sites on average. Noise countermeasures included the installation of new types of 
sound-proof walls, and laying ballast mats along densely populated stretches of the four 
Shinkansen lines. Noise and vibration problems can also result from conventional trains, such as 
occurred with the opening of the Tsugaru Strait and Seto Ohashi railway lines in 1988. Various 
measures have since been taken to address the problems. 

Complaints About Community Noise. 

In Japan, complaints to local governments about environmental problems have been summarized 
annually and reported by Japan Environmental Agency. Thirty-seven percent of all complaints 
was due to factory (machinery) noise; 22% to construction noise; 3% to road traffic noise; 4% to 
air traffic noise; 0.8% to rail traffic noise; 9% to night-time business; 6% to other commercial 
activities; 2.5% to loudspeaker announcements; 9% to domestic noise; and 8% was due to 
miscellaneous complaints. 
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Sources of Noise Exposure and their Effects 

Road-traffic noise. The number of automobiles in Japan has increased from 20 million in 1971 
to 70 million in 1994, a 3.5-fold increase. One-third of this increase was due to heavy-duty 
vehicles. Since 1994, out of a total of 1 150 000 km of roads in Japan, only 29 930 km have 
been designed according to noise regulations. According to 1998 estimates by the 
Environmental Agency, 58% of all roads passed through residential areas. Daytime noise limits 
were exceeded in 92% of all cases, and night-time limits were exceeded in 87% of all cases. The 
study also estimated that 0.5 million houses within 10 m of the roads were exposed to excessive 
traffic noise. In a recent lawsuit, the Japanese Supreme Court ruled that people should be 
compensated when exposed to night-time noise levels exceeding 65 dB Laeq. This would apply 
to people living alongside 2 000 km of roads in Japan. 

A recent epidemiological study examined insomnia in 3 600 women living in eight different 
roadside areas exposed to night-time traffic. Insomnia was defined as one or more of the 
following symptoms: difficulty in falling asleep; waking up during sleep; waking up too early; 
and feelings of sleeplessness one or more days a week over a period of at least a month. The 
data were adjusted for confounding variables, such as age, medical care, whether the subjects 
had young children to care for, and sleep apnea symptoms. The results showed that the odds 
ratio for insomnia was significantly correlated with the average night-time traffic volume for 
each of the eight areas and suggested that insomnia could be attributed solely to night-time road 
traffic. 

From the most noisy areas in the above study 19 insomnia cases were selected for a further in
depth examination. The insomnia cases were matched in age and work with 19 control subjects. 
Indoor and outdoor sound levels during sleep were measured simultaneously at 0.6 s intervals. 
For residences facing roads with average night-time traffic volume of 6 000 vehicles per hour, 
the highest sound levels observed were 78-93 dBA. The odds ratios for insomnia in each of the 
quartiles for LAmax,lmin; L50,lmin; LlO,lmin and LAeq,lmin generally showed a linear trend 
and ranged between 1 (lowest quartile) and 6-7 (highest quartile). It was concluded that 
insomnia was likely to result when night-time indoor LAeq, lmin sound levels exceeded 30 
dBA. 

Air-traffic noise At the larger Japanese airports (Osaka, Tokyo, Fukuoka), jet airplanes have 
rapidly increased in number and have caused serious complaints and lawsuits from those living 
nearby. Complaints about jet-fighter noise are also common from residents living in the vicinity 
of several U.S. airbases located in Japan. In the case of Kadena and Futemma airbases on 
Okinawa, a recent study by the Okinawa Prefecture Government suggested that hearing loss, 
child misbehaviour and low birth-weight babies were possible health effects of the noise 
associated with these bases (RSCANIH 1997). Using measurements taken in 1968 during the 
Vietnam War, it was estimated that the WECPNL was 99-108 dBA at the Kadena village fire 
station. Similar WECPNL estimates of 105 dBA were also obtained for Yara (Kadena-cho) and 
Sunabe (Chatan-cho) bases. These levels correspond to a LAeq,24h value of 83 dB, and are of 
serious concern in light of recommendations by the Japan Association of Industrial Health that 
occupational noise exposure levels should not exceed 85 dB for an 8-h work day if hearing loss 
is to be avoided. 
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Audiogrammes of subjects living in areas surrounding Kadena airport indicated that they had 
progressive hearing loss at higher frequencies. Eight subjects had hearing impairment in the 3-6 
kHz range, which strongly suggested that the hearing loss was due to excessive noise exposure. 
Since the examiners confirmed the subjects had not been exposed to repeated intense noise at 
their residences or workplaces, the most likely cause of their hearing loss was the intense aircraft 
noise during take-offs, landings and tune-ups at Kadena airport. 

The effects of noise were examined in children from nursery schools and kindergartens in towns 
surrounding Kadena airport. The children were scored with respect to seven variables: cold 
symptoms, emotional instability, discontentment-anxiety, headache-stomachache, passivity, 
eating problems and urination problems. Confounding factors, such as sex, age, birth order, the 
number of parents living together, the mother's age when the child was born, reaction to noise 
and the extent of noise exposure, were taken into account. The results showed that children 
exposed to noise had significantly more problems with respect to their behaviour, physical 
condition, character and reaction to noise, when compared to a control group of children that had 
not been exposed to airport noise. This was especially true of for children exposed to a 
WECPNL of 75 or more. Thus, small children acquire both physical and mental disorders from 
chronic exposure to aircraft noise. 

Chronic exposure to aircraft noise also affects the birth-weight of children. The birth-weights of 
infants were analyzed using records from 1974 to 1993 in the Okinawa Prefecture. Confounding 
factors such as the mother's age, whether there were single or multiple embryos, the child's sex, 
and the legitimacy of the child were considered. The results showed that 9 .1 % of all infants 
born in Kadena-cho, located closest to Kadena airport, had low birth-weights. This was 
significantly higher than the 7.6 % rate seen in other municipalities around Kadena and Futemma 
airfields, and much higher than the 7 % rate in cities, towns and villages on other parts of 
Okinawa Island. 

Rail-traffic noise. Commuter trains and subway cars expose Tokyo office workers to much 
higher noise levels than do other daily activities (Kabuto & Suzuki 1976). Exposure to indoor 
noise may vary according to raihvay line or season ( there are more open windows in good 
weather), but the levels range from 65-85 dBA. In general, these values exceeded the LAeq,24h 
level of 70 dBA for auditory protection (US EPA 1974). 

Neighbourhood noise. Neighbourhood noise, including noise from late-night business 
operations, noise caused by loudspeaker announcements, and noise from everyday activities, 
have accounted for approximately 39% of all complaints about noise in recent years. At present, 
noise controls for late-night business operations have been enforced by ordinances in 39 cities 
and prefectures, and in 42 cities for loudspeaker announcements. 
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Appendix 3: Glossary 

Acoustic 

Acoustic dispersion 

Acoustic trauma 

Adverse effect 

Annoyance 

Anxiety 

Audiometry 

Auditory 

Auditory threshold 

A-weighting 

Pertaning to sound or to the sense of hearing (CMD 1997) 

Change of speed of sound with frequency (ANSI 1994) 

Injury to hearing by noise, especially loud noise (CMD 
1997) 

( of noise:) A change in morphology and physiology of an 
organism which results in impairment of functional 
capacity or impairment of capacity to compensate for 
additional stress or increase in susceptibility to the harmful 
effects of other environmental influences. This definition 
includes any temporary or long term lowering of physical, 
psychological or social functioning of humans or human 
organs (WHO 1994) 

A feeling of displeasure associated with any agent or 
condition known or believed by an individual or a group to 
be adversely affecting them" (Lindvall and Radford 1973; 
Koelega 1987). Any sound that is perceived as irritating or 
a nuisance ( AKSI 1995) 

A feeling of apprehension, uncertainty, and fear without 
apparent stimulus, and associated with physiological 
changes (tachycardia, sweating, tremor, etc.) (DIMD 1985). 
A vaguer feeling of apprehension, worry, uneasiness, or 
dread, the source of which is often nonspecific or unknown 
to the individual (CMD 1997). 

Testing of the hearing sense (CMD 1997). Measurement of 
hearing, including aspects other than hearing sensitivity 
(ANSI 1995) 

Pertaining to the sense of hearing (CMD 1997) 

Minimum audible sound perceived (CMD 1997) 

A frequency dependent correction that is applied to a 
measured or calculated sound of moderate intensity to 
mimick the varying sensitivity of the ear to sound for 
different frequencies 
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Ambient noise 

Articulation index 

Bel 

Cardiovascular 

Cochlea 

Cognitive 

Community noise 

Cortisol 

Critical health effect 

C-weighting 

dB 

dBA 

dBC 

dBlin 

Decibel 

All-encompassing sound at a given place, usually a 
composite of sounds from many sources near and far 
(ANSI 1994) 

Numerical value indicating the proportion of an average 
speech signal that is understandable to an individual (ANSI 
1995) 

Unit of level when the base of the logarithm is ten, and the 
quantities concerned are proportional to power; unit symbol 
B (ANSI 1994) 

Pertaining to the heart and blood vessels (DIMD 1985) 

A winding cone-shaped tube forming a portion of the inner 
ear. It contains the receptor for hearing (CMD 1997) 

Being aware with perception, reasoning, judgement, 
intuition, and memory (CMD 1997) 

Noise emitted from all noise sources except noise at the 
industrial workplace (WHO 1995a) 

A glucocortical hormone of the outer layer of the adrenal 
gland (CMD 1997) 

Health effect with lowest effect level 

A frequency dependent correction that is applied to a 
measured or calculated sound of high intensity to mimick 
the varying sensitivity of the ear to sound for different 
frequencies 

Decibel, one-tenth of a bel 

A-weighted frequency spectrum in dB, see A-weighting 

C-weighted frequency spectrum in dB, see C-weighting 

Umveighted frequency spectrum in dB 

Unit of level vvhen the base of the logarithm is the tenth 
root of ten, and the quantities concerned are proportional to 
power; unit symbol dB (ANSI 1994) 
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Ear plug Hearing protector that is inserted into the ear canal (ANSI 
1994) 

Ear muff Hearing protector worn over the pinna ( external part) of an 
ear (ANSI 1994) 

Effective perceived noise level Level of the time integral of the antilogarithm of one tenth 
of tone-corrected perceived noise level over the duration of 
an aircraft fly-over, the reference duration being 10 s 
(ANSI 1994) 

Emission (of sounds). Sounds generated from all types of sources 

Epinephrine A hormone secreted by the adrenal medulla (inner or 
central portion of an organ) in response to stimulation of 
the sympathetic nervous system (CMD 1997) 

Equal energy principle Hypothesis that states that the total effect of sound is 
proportional to the total amount of sound energy received 
by the ear, irrespective of the distribution of that energy in 
time 

Equivalent sound pressure level Ten times the logarithm to the base ten of the ratio of the 
time-mean-square instantaneous sound pressure, during a 
stated time interval T, to the square of the standard 
reference sound pressure (ANSI 1994) 

Exposure-response curve Graphical representation of exposure-response relationship 

Exposure-response relationship (With respect to noise:) Relationship between specified 
sound levels and health impacts 

Frequency For a function periodic in time, the reciprocal of the period 
(ANSI 1994) 

Frequency-weighting A frequency dependent correction that is applied to a 
measured or calculated sound (ANSI 1994) 

Gastro-intestinal Pertaining to the stomach and intestines (CMD 1997) 

Hearing impairment, hearing loss A decreased ability to perceive sounds as compared which 
what the individual or examiner would regard as normal 
(CMD 1997) 

Hearing threshold For a given listener and specified signal, the minimum (a) 
sound pressure level or (b) force level that is capable of 
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Hertz 

Hysteria 

Immission 

Impulsive sound 

Incubator 

Isolation, insulation 

Ischaemic Heart Disease 

Loudness level 

Level 

Maximum sound level 

evoking an auditory sensation in a specified function of 
trials (ANSI 1994) 

Unit of frequency, the number of times a phenomenon 
repeats itself in a unit of time; abbreviated to Hz 

A mental disorder, usually temporary, presenting somatic 
(pertaining to the body) symptoms, stimulating almost any 
type of physical disease. Symptoms include emotional 
instability, various sensory disturbations, and a marked 
craving for sympathy (CMD 1997) 

Sounds impacting on the human ear. 

Sound consisting of one or more very brief and rapid 
increases in sound pressure 

An enclosed crib, in which the temperature and humidity 
may be regulated, for care of premature babies (CMD 
1997) 

(With respect to sound:) Between two rooms in a specified 
frequency band, difference between the space-time average 
sound presssure levels in the two enclosed spaces when one 
or more sound sources operates in one of the rooms (ANSI 
1994). 
(With respect to vibrations:) Reduction in the capacity of a 
system to respond to excitation, attained by use of resilient 
support (ANSI 1994). 

Heart disease due to a local and temporary deficiency of 
blood supply due to obstruction of the circulation to a part 
(CMD 1997) 

Of a sound, the median sound pressure level in a specified 
number of trials of a free progressive wave having a 
frequency of 1000 Hz that is judged equally loud as the 
unknown sound when presented to listeners with normal 
hearing who are facing the source; unit phon (ANSI 1994) 

Logarithm of the ratio of a quantity to a reference quantity 
of the same kind; unit Bel (ANSI 1994) 

Greatest fast (125 milliseconds) A-weighted sound level, 
within a stated time interval (ANSI 1994) 

127 



Idaho Power/1220 
Ellenbogen/148

Mental Health 

Morphological 

Nausea 

Neurosis 

Noise 

Noise induced 
temporary threshold shift 

Noise induced 
permanent threshold shift 

Noise level 

N orepinephrine 

Oscillation 

The absence of identifiable psychiatric disorder according 
to current norms (Freeman 1984). In noise research, mental 
health covers a variety of symptoms, ranging from anxiety, 
emotional stress, nervous complaints, nausea, headaches, 
instability, argumentativeness, sexual impotency, changes 
in general mood and anxiety, and social conflicts, to more 
general psychiatric categories like neurosis, phychosis and 
hysteria (Berglund and Lindvall 1995). 

Pertaining to the science of structure and form of organisms 
,vithout regard to function (CMD 1997) 

An unpleasant sensation usually preceding vomiting (CMD 
1997) 

An emotional disorder due to unresolved conflicts, anxiety 
being its chief characteristic (DIMD 1985) 

Undesired sound. By extension, noise is any unwarranted 
disturbance within a useful frequency band, such as 
undesired electric waves in a transmission channel or 
device (ANSI 1994). 

Temporary hearing impairment occurring as a result of 
noise exposure, often phrased temporary threshold shift 
(adapted from ANSI 1994) 

Permanent hearing impairment occurring as a result of 
noise exposure, often phrased permanent threshold shift 
(adapted from ANSI 1994) 

Level of undesired sound 

A hormone produced by the adrenal medulla (inner or 
central portion of an organ), similar in chemical and 
pharmacological properties to epinephrine, but chiefly a 
vasoconstrictor ,vith little effect on cardiac output (CMD 
1997) 

Variation, usually with time, of the magnitude of a quantity 
,vith respect to a specified reference when the magnitude is 
alternately greater and smaller than the reference (ANSI 
1994) 
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Ototoxic 

Paracusis 

Pascal 

Peak sound pressure 

Peak sound pressure level 

Perceived noise level 

Permanent threshold shift, 
permanent hearing loss 

Presbyacusia, presbycusis 

Psychiatric disorders 

Psychosis 

Psychotropic drug 

Reverberation time 

Sensorineural 

Having a detrimental effect on the organs of hearing (CMD 
1997) 

Any abnormality or disorder of the sense of hearing (CMD 
1997) 

Unit of pressure, equal to one newton per square meter, 
abbreviated to Pa 

Greatest absolute instantaneous sound pressure within a 
specified time interval (ANSI 1994) 

Level of peak sound pressure with stated frequency 
,veighting, within a specified time interval (ANSI 1994) 

Frequency-weighted sound pressure level obtained by a 
stated procedure that combines the sound pressure levels in 
the 24 one-third octave bands with midband frequencies 
from 50 Hz to 10 kHz (ANSI 1994) 

Permanent increase in the auditory threshold for an ear 
(adapted from Al'lSI 1995) (see also: noise induced 
permanent threshold shift) 

The progressive loss of hearing ability due to the normal 
aging process (CMD 1997) 

Mental disorders 

Mental disturbance of a magnitude that there is a 
personality disintegration and loss of contact with reality 
(CMD 1997) 

A drug that affects psychic function, behaviour or 
experience (C~ID 1997) 

Of an enclosure, for a stated frequency or frequency band, 
time that would be required for the level of time-mean
square sound pressure in the enclosure to decrease by 60 
dB, after the source has been stopped (ANSI 1994) 

Of or pertaining to a sensory nerve; pertaining to or 
affecting a sensory mechanism and/or a sensory nerve 
(DIMD 1985) 
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Signal 

Signal-to-noise ratio 

Silencer 

Sound absorption 

Sound energy 

Sound exposure 

Sound exposure level 

Sound intensity 

Sound level meter 

Sound pressure 

Information to be conveyed over a communication system 
(ANSI 1994) 

Ratio of a measure of a signal to the same measure of the 
noise (ANSI 1995) (see also: noise -in its extended 
meaning) 

Duct designed to reduce the level of sound; the sound
reducing mechanisms may be either absorptive or reactive, 
or a combination (ANSI 1994) 

Change in sound energy into some other form, usually heat, 
in passing through a medium or on striking a surface (ANSI 
1994) 

Total energy in a given part of a medium minus the energy 
that would exist at that same part with no sound waves 
present (ANSI 1994) 

Time integral of squared, instantaneous frequency
weighted sound pressure over a stated time interval or 
event (ANSI 1994) 

Ten times the logarithm to the base ten of the ratio of a 
given time integral of squared, instantaneous A-weighted 
sound pressure, over a stated time interval or event, to the 
product of the squared reference sound pressure of 20 
micropascals and reference duration of one second (ANSI 
1994) 

Average rate of sound energy transmitted in a specified 
direction at a point through a unit area normal to this 
direction at the point considered (ANSI 1994) 

Device to be used to measure sound pressure level with a 
standardized frequency weighting and indicated 
exponential time weighting for measurements of sound 
level, or without time ,veighting for measurement of time
average sound pressure level or sound exposure level 
(ANSI 1994) 

Root-mean-square instantaneous sound pressure at a point, 
during a given time interval (ANSI 1994 ), where the 
instantaneous sound pressure is the total instantaneous 
pressure in that point minus the static pressure (ANSI 
1994) 
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Sound pressure level 

Sound reduction index 

Sound transmission class 

Speech interference level 

Speech intelligibility 

Speech perception 

Speech comprehension 

Speech transmission index 

Stereocilia 

Stress 

Temporary threshold shift, 
temporary hearing loss 

Tinnitus 

Ten times the logarithm to the base ten of the ratio of the 
time-mean-square pressure of a sound, in a stated 
frequency band, to the square of the reference sound 
pressure in gases of 20 µPa (ANSI 1994) 

Single-number rating of airborne sound insulation of a 
partition (ANSI 1994) 

Single-number rating of airborne sound insulation of a 
building partition (ANSI 1994) 

One-fourth of the the sum of the band sound pressure levels 
for octave-bands ,vith nominal midband frequencies of 500, 
100, 2000 and 4000 Hz (ANSI 1994) 

That property which allows units of speech to be identified 
(ANSI 1995) 

Psychological process that relates a sensation caused by a 
spoken message to a listener's knowledge of speech and 
language (ANSI 1995) 

( a) Highest level of speech perception. (b) Knowledge or 
understanding of a verbal statement (ANSI 1995) 

Physical methgod for measuring the quality of speech
transmission channels accounting for nonlinear distortions 
as well as distortions of time (ANSI 1995) 

Nonmotile protoplasmic projections from free surfaces on 
the hair cells of the receptors of the inner ear (CMD 1997) 

The sum of the biological reactions to any adverse 
stimulus, physical, mental or emotional, internal or 
external, that tends to disturb the organism's homeostasis 
(DIMD 1985) 

Temporary increase in the auditory threshold for an ear 
caused by exposure to high-intensity acoustic stimuli 
(adapted from Al""\SI 1995) (see also: noise induced 
temporary threshold shift). 

A subjective ringing or tinkling sound in the ear (CMD 
1997). Otological condition in which sound is perceived by 
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Vibration 

For references see Appendix A. 

a person without an external auditory stimulation. The 
sound may be a whistling, ringing, buzzing, or cricket type 
sounds, but auditory hallucinations of voices are excluded 
(ANSI 1995). 

Oscillation of a parameter that defines the motion of a 
mechanical system (ANSI 1994) 
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Appendix 4 : Acronyms 

AAP 
AI 
AMIS 
ANEF 
ANSI 
ASCII 
ASHA 
ASTM 
CEN 

CFR 
CIAL 

CMD 
CNRC 
COPD 
CSD 
CSIRO 
CVS 
DNL 
ECDG 
ECE 
ECMT 
EHIAP 
EIAP 
EMRO 
ENIA 
EPNL 
EU 
FAA 
FFT 
GIS 
Hz 
ICAO 
ICBEN 
IEC 
ILO 
INCE 
INRETS 

ISO 
I-INCE 
LIO 

American Academy of Pediatrics 
Articulation Index 
Air Management Information System (WlIO, Healthy Cities) 
Australian Noise Exposure Forecast 
American National Standard Institute, Washington DC, USA 
American Standard Code for Information Interchange 
American Speech-Language-Hearing Association, Rockville, MD, USA 
American Society for Testing and Materials, West Conshohocken, PA, USA 
Comite Europeen de Normalisation, Brussels, Belgium (European Committee 
for Standardization ) 
Code of Federal Regulations (United States) 
Centro de Investigaciones Acusticas y Luminotecnicas, Cordoba, Argentina 
(Centre of acoustical and light-technical investigations) 
Cyclopedic Medical Dictionary 
Conseil National de Recherches du Canada (National Research Council) 
Chronic Obstructive Pulmonary Disease 
Commission for Sustainable Development 
Commonwealth Scientific and Industrial Research Organization 
Cardiovascular System 
Day-Night Average Sound Level (United States) 
European Commission Directorate General 
Economic Commission for Europe 
European Conference of Ministers of Transport 
Environmental Health Impact Assessment Plan 
Environmental Impact Assessment Plan 
WHO Regional Office of the Eastern Mediterranean 
Environmental Noise Impact Analysis 
Effective Perceived Noise Level measure 
European Union 
Federal Aviation Administration (United States) 
Fast Fourier Transform technique 
Geographic Information System 
Hertz, the unit of frequency 
International Civil Aviation Organization 
International Commission on the Biological Effects of Noise 
International Electrotechnical Commission 

International Labour Office, Geneva, Switzerland 
Institute of Noise Control Engineering of the United States of America 
Institut National de REcherche sur les Transports et leur Securite, Arcueil, France 
(National Research Institute for Transport and their Safety) 
International Standards Organization 
International Institute of Noise Control Engineering 
10 percentile of sound pressure level 
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L50 Median sound pressure level 
L90 90-percentile of sound pressure level 
LA Latin America 
LAeq,T A-weighted equivalent sound pressure level for period T 
LAmax Maximum A-weighted sound pressure level in a stated interval 
Lan Day and night continuous equivalent sound pressure level 
Leq, T Equivalent sound pressure level for period T 
LEQ(FLG) Descriptor used for aircraft noise (Germany) 
LNIP Low Noise Implementation Plan 
Lp Sound pressure level 
MTF Modulation Transfer Function 
NASA National Aeronautics and Space Administration (United States) 
NC Noise Criterion 
NCA Noise Control Act (United States) 
NCB Balanced Noise Criterion procedure system 
NEF Noise Exposure Fore cast 
NEPA National Environmental Policy Act (United States) 
NGO Non Governmental Organization 
NIHL Noise Induced Hearing Loss 
NIPTS Noise Induced Permanent Threshold Shift 
NITTS Noise Induced Temporary Threshold Shift 
NNI Noise and Number Index 
NR Noise Rating 
NRC National Research Council (United States, Canada) 
OECD Organisation for Economic Co-operation and Development, Paris, France. 
ONAC Office ofNoise Abatement and Control of the US EPA 
OSHA Occupational Safety and Health Administration 
Pa Pascal, the unit of pressure 
P AHO Pan American Health Organization 
PHE Department for Protection of the Human Environment, WHO, Geneva 
PNL Perceived Noise Level 
PSIL Preferred Speech Interference Level 
PTS Permanent Threshold Shift 
RAS TI Rapid Speech Transmission Index 
RC Room Criterion 
SABS South African Bureau of Standards 
SEL Sound Exposure Level 
STC Sound Transmission Class 
STI Speech Transmission Index 
TTS Temporary Threshold Shift 
UK United Kingdom 
UN United Nations 
UNCED United Nations Conference on Environment and Development (Rio de Janeiro, June 

1992) 
UNDP United Nations Development Programme 
UNECE United Nations Economic Commission for Europe 
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UNEP 
UNESCO 
US EPA 
USA 
WCED 
WECPNL 
WHO 
WWF 

United Nations Environment Programme 
United Nations Educational, Scientific and Cultural Organization 
United States Environmental Protection Agency 
United States of America 
World Commission on Environment and Development (Brundtland Commission) 
Weighted Equivalent Continuous Perceived Noise Level 
World Health Organization 
World Wildlife Fund 
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Appendix 5 : Equations and other technical information 

Basic acoustical measures 

Sound Pressure Level 

The time-varying sound pressure will completely define a sound in a given location. The sound 
pressure range is wide within ·which human listeners can receive (10-

5 
- 10

2 
Nim\ Therefore, it 

is practical to measure sound pressure level on a logarithmic scale. Sound intensity level is 
defined as 10 times the logarithm (to the base 10) of the ratio of the sound intensity of a target 
sound to the sound intensity of another (reference) sound. Sound intensity is proportional to the 
squared sound pressure because the static mass density of the sound medium as well as the speed 
of sound in this medium are invariant. The sound pressure level (Lp) of a sound may be 
expressed as a function of sound pressure (p) and is, thus, possible to measure: 

For the purpose of measuring sound pressure level in a comparative way, the reference pressure, 
Pref, has an internationally agreed value of 2-10-

5 
N/m

2 
(earlier 20 µPa). Sound pressure level is 

then expressed in decibel ( dB) relative to this reference sound. 

Sound Pressure Level of Combined Sounds 

Whereas sound intensities or energies or pressures are additive, non-correlated time-varying 
sound pressure levels have first to be expressed as mean square pressure, then added, and then 
transferred to a sound pressure value again. For example, if two sound sources are combined, 
each of a sound pressure level of 80 dB, then the sound pressure level of the resulting combined 
sound will become 83 dB: 

8 8 8 8 
Lp = 10 * log10 (10 + 10) = 10 * log10 (2 * 10 ) = 10 * (log10 2 + log10 10 ) = 

10 * (0.3 + 8) = 83 

It is only sounds with similar sound pressure levels that vvhen combined will result in a 
significant increase in sound pressure level relative to the louder sound. In the example given 
above, a doubling of the sound energy from two sources will only result in a 3-dB increase in 
sound pressure level. For two sound sources that emit non-correlated time-varying sound 
pressures, this represents the maximum increase possible. The sound pressure level outcome, 
resulting from combining two sound pressure levels in dB, is displayed in Figure A.5.1. 

136 



Value to be added 
to stronger 

component [dBJ 

3 

1.5 

0.5 . 

0 
0 2 3 4 5 6 7 

Excess of stronger component [dB] 

Figure A.5.1: Estimate of combined sound levels 

Equivalent Continuous Sound Pressure Level 

8 9 10 

Idaho Power/1220 
Ellenbogen/157 

Average sound pressure level is determined for a time period of interest, T, which may be an 
interval in seconds, minutes, or hours. This gives a dB-value in Leq that stands for equivalent 
continuous sound pressure level or simply sound level. It is derived from the following 
mathematical expression in which A-we:ighting has been applied: 

T 

LAeq,T = 10 logto{(l/T) 0 f 10 Lp(r)lto dt} [d.BA] 

Because the integral is a measure of the total sound energy during the period T, this process is 
often called "energy averaging". For similar reasons, the integral term representing the total 
sound energy may be interpreted as a measure of the total noise dose. Thus, Leq is the level of 
that steady sound which, over the same, interval of time as the fluctuating sound of interest, has 
the same mean square sound pressure, ULsually applied as an A-frequency weighting. The interval 
of time must be stated. 

Sound exposure level 
Individual noise events can be described in terms of their sound exposure level (SEL). SEL is 
defined as the constant sound level over a period of 1 s that \vould have the same amount of 
energy as the complete noise event (Ford 1987). For a single noise event occurring over a time 
interval T, the relationship between SEL and LAeq,T is, 

SEL = LAeq,T + 10 log10 (T/To)i 

In this equation TO is 1 s. 
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Day and night continuous sound pressure level 
There are different definition in different countries. One definition is (von Gierke 1975; Ford 
1987): 

Lctn = LAeq,16h + LAeq,8h-10 dBA 

Where LAeq,16h is the day equivalent sound pressure level and LAeq,8h is the night equivalent 
sound pressure level. 

Sound Transmission into and within buildings 
An approximate relationship between sound reduction index (R), the frequency (f), the mass per 
unit area of the panel ( m) in kg/m2

, and the angle of incidence ( 0) is given by 
R(B) = 20 log{f m COS(B)} -42.4, (dB) 

This relationship indicates that the sound reduction index will increase with the mass of a panel 
and with the frequency of the sound as well as varying with the angle of incidence of the sound. 
It is valid for limp materials but is a good approximation to the behaviour of many real building 
materials at lower frequencies. 
The sound reduction index versus frequency characteristics are usually complicated by a 
coincidence dip which occurs around the frequency where the wavelength of the incident sound 
is the same as the wavelength of bending waves in the building fayade material. The frequency at 
which the coincidence dip occurs is influenced by the stiffness of the panel material. Thicker, 
and hence stiffer materials, will have coincidence dips that are lower in frequency than less stiff 
materials. Figure A.5.2 plots measured sound reduction index values versus frequency for 4 mm 
thick glass and illustrates the coincidence dip for this glass at a frequency centered just above 
3 kHz. 
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Figure A.5.2: Sound reduction index versus 
frequency for single and double layers of 4 mm 
glass (air separation 13 mm). 
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As also illustrated in Figure A.5.2 for two layers of 4 mm glass, the low frequency sound 
reduction can be severely limited by the mass-air-mass resonance. This resonance is due to the 
combination of the masses of the two layers and the stiffness of the enclosed air space. As the 
Figure A.5.2 example shows, this resonance can often dramatically reduce the low frequency 
sound reduction of common double window constructions. 
The sound reduction of various building constructions can be calculated as the difference 
between the average sound levels in the two rooms (L1 - L2) plus a correction involving the area 
-of the test panel (S) in m2 and the total sound absorption (A) in m2 in the receiving room, 

R = L1 - L2 + 10 log{S/A} [dB]. 
For outdoor-to-indoor sound propagation, the measured sound reduction index will also depend 
on the angle of incidence of the outdoor sound as well as the position of the outdoor measuring 
microphone relative to the building fa<;ade, 

R = L1 - L2 + 10 log{4S COS(0IA} + k (dB]. 
When the outdoor incident sound level L1 is measured with the o•utdoor microphone positioned 
against the external fa<;ade surface, measured incident sound pressiures will be 6 dB higher due to 
pressure doubling. This occurs because the incident sound and reflected sound arrive at the 
microphone at the same time. If the external microphone is loca1ted 2 m from the fa<;ade, there 
will not be exact pressure doubling but an approximate doubling of the measured sound energy 
corresponding to a 3 dB increase in sound level. The table below indicates the appropriate 
values of k to be used in the above equation, depending on the location of the outdoor 
microphone, to account for sound reflected from the fac;:ade. 
k= 0, dB L1 does not include reflected sound. 
k= -3, dB L1 measured 2 m from fa9ade and includes reflected energy. 
k= -6, dB L1 measured at the fa9ade surface and includes pressure doubling effect 
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