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PLEASE STATE YOUR NAME, BUSINESS ADDRESS AND
OCCUPATION.

My name is Bryan Conway. My business address is 550 Capitol Street
NE, Suite 215, Salem, Oregon 97301-2551. | am employed by the Public
Utility Commission of Oregon (OPUC) as the Program Manager of the
Economic and Policy Analysis Section in the Economic Research and
Financial Analysis Division.

ARE YOU THE SAME BRYAN CONWAY WHO SPONSORED
STAFF/1100 AND STAFF/1200?

Yes. My Witness Qualifications Statement is found on Exhibit Staff/1101,
Conway/1.

HAVE YOU PREPARED AN EXHIBIT?

Yes, | have prepared Staff Exhibit 1301 consisting of 90 pages.

WHAT IS THE PURPOSE OF THIS TESTIMONY?

The purpose of my testimony is to review Portland General Electric’s
(PGE or Company) rebuttal testimony regarding its risk positioning model

(RPM).

Summary Recommendation

WHAT IS YOUR SUMMARY RECOMMENDATION?
| recommend the Commission reject PGE'’s risk positioning model
because it is rife with infirmities. PGE testifies its data set has no logical

grouping and does not lend itself to statistical testing. PGE testifies that
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its RPM omits relevant factors and therefore likely suffers from omitted
variable bias. PGE admits that bias is a serious concern. PGE admits
that it provided no evidence that Treasury rates are the most important
factor in determining the cost of equity. PGE performs no tests of the
predictive power of its RPM. And, finally, PGE confirms that the R?,
adjusted R?, and t-statistics contained in its regression output are

fallacious.

PGE’s Risk Positioning Model

PLEASE DESCRIBE PGE’S RISK POSITIONING MODEL (RPM).

PGE uses regression analysis as one of its methods of estimating its
required return on equity. Specifically, PGE regresses differences
between historic cost of equity decisions from regulatory agencies across
the United States, and a lagged treasury or corporate bond rate against
the same lagged treasury or corporate bond rate.

WHAT CONCERNS DID YOU IDENTIFY IN STAFF/100 REGARDING
PGE’'S APPLICATION OF ITS RPM?

In Staff/1100, | identified two major concerns with PGE’s RPM. First,
PGE’s RPM appears to be misspecified. By misspecified, | mean PGE’s
model appears to lack some relevant variables. Second, the RPM’s
statistically significant results are likely fallacious due to the circular logic
used by PGE when it set up its regression analysis. | also identified three

additional concerns of lesser magnitude. First, PGE did not perform basic
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statistical tests to check for problems present in either cross-sectional or
time series analysis. Second, the analysis PGE relied upon to determine
the lag it would assume for Treasury rates was not reproducible and likely
not correctly done. Third, the data relied upon by PGE contains errors
and is not consistent with PGE’s testimony.

OF THE CONCERNS YOU IDENTIFIED, WHICH CONCERNS DID PGE
ADDRESS BY MODIFYING ITS RPM?

PGE testifies that it modified its RPM in response to my second and third
concerns of lesser magnitude. These concerns were that there were
obvious data errors in the RPM and PGE was unable to provide
justification for its assumed lag.

PLEASE DISCUSS PGE'S MODIFICATION TO ITS RPM BASED ON
THE DATA ERRORS YOU IDENTIFIED.

PGE claims that it reviewed all of the return on equity decisions in its data
set and found that the only errors were in Oregon decisions. (See UE 180
— UE 181 — UE 184/PGE/2000, Hager-Valach/63, lines 10-12.) Assuming
PGE’s review was thorough; | no longer consider this a concern. | now
conclude that PGE’s RPM is not valid irrespective of the accuracy of
PGE’s data set.

PLEASE DISCUSS PGE’'S NEW ANALYSIS REGARDING THE
OPTIMAL LAG FOR ITS RPM.

PGE confirmed its choice of optimal lag using more acceptable techniques

than simply attempting to maximize R%. However, PGE’s discussion leads
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me to believe that PGE may be confused about the purpose of the
specification criteria tests it conducted.

PLEASE EXPLAIN.

PGE seems to imply that the use of the Akaike Information Criteria (AIC)
and Schwarz/Bayesian Information Criteria (BIC) will identify the best
predictive model (or perhaps chooses the model that is best at explaining
and predicting). PGE states that the AIC and BIC tests balance the needs
of a predictive model and a model that explains to “maximize a model’s
usefulness.” (See UE 180 — UE 181 — UE 184/PGE/2000, Hager-
Valach/62, lines 12-13.)

DID PGE CONDUCT ANY TESTS OF ITS RPM’'S PREDICTIVE
POWER?

No. The AIC and BIC criteria are tests for goodness of fit, not predictive
power. PGE appears to agree when it testifies that the AIC and BIC
criteria are “analogous to fitting using R? or an adjusted R%.” (See UE 180
— UE 181 — UE 184/PGE/2000, Hager-Valach/62, lines 16-17.)

DID YOU RAISE A CONCERN REGARDING THE LACK OF ANY
TESTS OF THE PREDICTIVE POWER OF PGE’'S RPM IN YOUR
DIRECT TESTIMONY?

Yes. At Staff/1100, Conway/11, line 19, through Conway/12 line 7, |
stated,

Q. DO YOU HAVE CONCERNS ABOUT PGE’S USE OF R-
SQUARED FOR DETERMINING THE APPROPRIATE LAG?
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A. Yes, while it may be intuitively compelling to use the R-squared to
assist in model selection, it is not generally the best tool. The R-
squared is backward looking and helps one to understand how
much of the “history” or variation of the dependent variable the
model can explain. A more pertinent question for this model is how
well the model can predict a future authorized return on equity
given current interest rates.

Q. DID PGE CONDUCT ANY TESTS OF THE RPM’S PREDICTIVE
POWER?

A. No. See PGE’s response to Staff Data Requests Nos. 209 and 210
attached as Staff/1102, Conway/21-22.

DO YOU HAVE ANYTHING ELSE YOU WOULD LIKE TO ADD?

PGE seems undecided regarding the purpose of its RPM. Is it intended to
predict an appropriate commission decision regarding ROE? Or, is it
intended to explain past commission decisions regarding ROE? There is
a fundamental difference in these questions, a point with which PGE
seems to agree (See UE 180 — UE 181 — UE 184/PGE/2000, Hager-
Valach/62 lines 10-12.) Nonetheless, PGE is ambiguous about which of
these functions the model is intended to perform.

For example, PGE clarifies the use of its RPM at UE 180 — UE 181 —
UE 184/PGE/2000, Hager-Valach/57, line 17, when PGE, with respect to
its RPM states, “[t]he real question is how well does the model explain.”
However, at UE 180 — UE 181 — UE 184/PGE/2000, Hager-Valach/53,
lines 18-19, PGE states that its RPM estimates “what investors might
expect from a commission for an authorized ROE.” At UE 180 — UE 181 —
UE 184/PGE/2000, Hager-Valach/59, lines 10-11, PGE states that the

purpose of the RPM is to “uncover the long-term or “steady-state” risk
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premium” that “investors would expect in a Commission decision
regarding authorized ROE.” Both of these latter statements seem to imply
that PGE intends for its RPM to predict outcomes rather than explain
historic information.

This intention is also implicit in PGE’s testimony supporting its
conclusion that a single lagged Treasury rate is optimal. In this testimony,
PGE implies its model is for predicting rather than explaining when it
discusses the differences between models that have “easy forecasting
ability but low accuracy” with models with “many variables” that “fit the
data extremely well, [but] it has little forecasting use.” (See UE 180 — UE
181 — UE 184/PGE/2000, Hager-Valach/62, lines 10-14.) PGE further
explains that it opted for its single-lag RPM model because, “the downside
of models which rely on multiple lags is that for forecasting purposes one
must either project all changes (likely by trending) or assume constancy.
For our purposes, we adopted the model using lags between one and
twelve months which minimized AIC and BIC. We then assumed constant
rates on future corporate and treasury bonds in order to estimate ROE.”
(See UE 180 — UE 181 — UE 184/PGE/2000, Hager-Valach/63, lines 1-5.)

Finally, notwithstanding testimony in which PGE implies the model is
intended to predict or forecast the risk premium that investors would
expect in a Commission decision regarding authorized ROE, PGE
concludes that its “model is intended to provide only guidance to the

Commission, and does not attempt to tell the Commissions what
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authorized ROE must be granted.” (See UE 180 — UE 181 — UE
184/PGE/2000, Hager-Valach/56, lines 7-8.) Further, in response to Staff
Data Request No. 632 attached as Staff/1301, Conway/1, PGE states,
“[tlhe model does not attempt to forecast or predict future cost of equity
decisions.” However, at UE 180 — UE 181 — UE 184/PGE/2000, Hager-
Valach/54, lines 13-14 PGE seems to imply that the RPM should be relied
upon by the Commission for setting the cost of equity when it states,
“[f]lirst, the Risk Positioning model does not tell any commission what
authorized ROE to grant any more than the DCF or CAPM or any other
model tells the commissions.”

HOW DID PGE RESPOND TO YOUR OTHER CONCERN REGARDING
THE LACK OF ANY BASIC STATISTICAL TESTS?

PGE responds that they do not have a “full cross-sectional time series
data set.” With respect to the cross-sectional data, PGE states that they
have “some cross-sectional data, but not for all the jurisdictions in any
month.” With respect to the time-series data, PGE states that they have
“some time series data, but not consistently for any jurisdiction.” With
respect to whether they should have performed cross-sectional statistical
tests, PGE responds, “[n]Jo. There is no logical grouping to the data.”
With respect to whether they should have performed time-series statistical
tests, PGE responds “[n]Jo. There is no logical grouping to the data.” (See
UE 180 — UE 181 — UE 184/PGE/2000, Hager-Valach/61, lines 11-20.)

DOES THIS ALLEVIATE YOUR CONCERNS REGARDING THE LACK
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OF BASIC STATISTICAL TESTS?

No. PGE seems to imply that its data set is so limited that statistical
testing would be meaningless. What is surprising is that while PGE claims
its data set does not lend itself to statistical testing, PGE claims that the
statistical results from the applying its RPM to the data are “quite good for
a pooled-cross sectional regression[,]” and that its “model has the
expected signs on our coefficients and significant t-statistics.” (See UE
180 — UE 181 — UE 184/PGE/2000, Hager-Valach/56, line 21 through
Hager-Valach/57, line 2.) In response to Staff Data Request 563 attached
as Staff/1301, Conway/2, PGE further states that it also relied upon R? to
support its assertion that the RPM'’s statistical results were “quite good.”
However the R?is the same statistic PGE testifies is erroneously
calculated in its RPM model. (See UE 180 — UE 181 — UE 184/PGE/2000,
Hager-Valach/A-4.) Further, PGE’s point estimate and 95% confidence
interval for PGE’s 1-month lag RPM found at UE 180 — UE 181 — UE
184/PGE Exhibit 2003, Hager-Valach/1, is 11.35 +/- 0.44. | find it a bit
incredible that PGE can obtain such precise estimates from a data set that
PGE states does not lend itself to basic statistical testing and has “no
logical grouping” either across time or across jurisdictions. Finally, |
guestion what use PGE is suggesting the Commission make of this result
based on PGE's belief that the RPM does not forecast or predict future
cost of equity decisions.

WHAT TYPES OF PROBLEMS WOULD BASIC STATISTICAL TESTS
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CHECK FOR?

In its simplest terms, the tests would determine if the relationship between
authorized ROEs and Treasury rates are stable over time and across
jurisdictions (are the parameters stable). Additionally, the tests would
determine if the variations of the estimates vary across either time or
jurisdiction (e.g., does the model suffer from either heteroskedasticity or
autocorrelation?). These basic statistical tests are generally performed to
see if it is reasonable to assume that the model reflects the assumptions
embedded in standard regression analysis.

| THOUGHT PGE ARGUES THAT WE ARE NEVER IN A WORLD
WHERE ALL OF THE STANDARD ECONOMETRIC ASSUMPTIONS
HOLD. DOES THIS ALLEVIATE THE NEED FOR THE STATISTICAL
TESTS YOU MENTION?

No. PGE states that its RPM “follows standard regression theory and
practice.” (See UE 180 — UE 181 — UE 184/PGE/2000, Hager-Valach/54,
line 3.) PGE has not created something new that is no longer bound by
basic econometric fundamentals. It does not seem reasonable for PGE
“following standard regression theory and practice” to claim that it does
not need to abide by standard regression practice by checking its data for
basic problems that may cause violations of standard regression theory.
HOW DID PGE RESPOND TO YOUR FIRST MAJOR CONCERN THAT
ITS RPM IS LIKELY MISSPECIFIED AND SUFFERS FROM OMITTED

VARIABLE BIAS?
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PGE admits that its model lacks relevant factors considered by
commissions in authorizing ROEs. (See UE 180 — UE 181 — UE
184/PGE/2000, Hager-Valach/57, lines 18-19.) PGE further admits that
bias is a concern. (See UE 180 — UE 181 — UE 184/PGE/2000, Hager-
Valach/58, line 4.) However, PGE testifies that “Staff is under the
mistaken belief that any model should contain all possible explanatory
factors.” (See UE 180 — UE 181 — UE 184/PGE/2000, Hager-Valach/57,
line 14-15.) PGE also testifies that it is more concerned about “over
specifying” its RPM and testifies that “we must show prudence before
adding variables to the model at random without a strong theoretical
background for such an addition.” (See UE 180 — UE 181 — UE
184/PGE/2000, Hager-Valach/58, line 4-8.) In support of PGE’s concern
regarding over specification of its RPM, PGE cites a paper from Dr. Kevin
Clarke from the Conflict Management and Peace Science Journal.

DO THESE ARGUMENTS ALLEVIATE YOUR CONCERNS
REGARDING OMITTED VARIABLES IN THE RPM?

No. | never recommended “adding variables to the model at random” as
PGE suggests | did. Nor, as PGE is aware, did | testify that that any
model should contain all possible explanatory factors. (See PGE’s
response to Staff Data Request No. 566 attached as Staff/1301,
Conway/53.) | did testify that PGE’s model should be developed from a
sound, defensible theory that describes a causal relationship between

ROE decisions and other relevant variable(s). (See Staff/1100,
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Conway/11, lines 16-18.)
WHAT DOES DR. CLARKE CONCLUDE IN HIS PAPER THE

PHANTOM MENACE: OMITTED VARIABLE BIAS IN ECONOMETRIC

RESEARCH?

Dr. Clarke concludes that, under certain circumstances, adding a relevant
variable may increase the bias present in a model. Dr. Clarke concludes,
that omitted variable bias is a “serious problem” but, since we likely never
find ourselves in a situation where we have a perfectly specified model;
the problem has been overblown by quantitative political scientists.
DOES DR. CLARKE PROVIDE ANY SOLUTIONS?

Yes, in Dr. Clarke’s paper titled, Return of the Phantom Menace: Omitted

Variable Bias in Econometric Research concludes that formal sensitivity

analysis may be one potential solution. Dr. Clarke writes,
“The goal of formal sensitivity analysis is to provide a sense of how
large an effect an omitted variable or variables would have to have in
order to invalidate a finding. That is, sensitivity analysis provides a

guantitative statement that in order to explain away a particular
association, one would need a hidden bias of a certain size.”

DO YOU HAVE ANYTHING ELSE YOU WOULD LIKE TO ADD
REGARDING DR. CLARKE'S PAPERS?

Yes. After reviewing both of Dr. Clarke’s papers mentioned in this
testimony, | conclude that Dr. Clarke is concerned with quantitative
political scientists throwing in too many variables without taking into
account the ramifications. | do not conclude that Dr. Clarke advocates for

simply choosing a single variable model over a carefully designed model



10

11

12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

Docket UE 180 Staff/1300

Conway/12

specification guided by theory.

DO YOU HAVE ANYTHING ELSE YOU WOULD LIKE TO ADD
REGARDING HOW POLITICAL SCIENTISTS VIEW OMITTED
VARIABLE BIAS?

Yes. Dr. Clarke presented his paper Phantom Menace: Omitted Variable

Bias in Econometric Research at Peace Science Society Meeting 2004
Panel on Control Variables, Specification, and Knowledge Accumulation.
At this meeting another paper was presented by Christopher H. Achen
where Dr. Achen states that construction of a formal theory is a key
component of proper model specification. The following excerpt sheds
light on Dr. Achen’s recommendations:

What should the supporting argument for a statistical specification
consist of? As | argued above, giving credibility to statistical
specification, linear or otherwise, requires at least one of these two
supports—either a formal model or detailed data analysis. In the first
case, researchers can support their specifications by showing that they
follow as a matter of rigorous mathematical inference from their formal
model. This is always the most impressive support that a statistical
model can receive. Though one has to guard against the risk of
compounding any limitations in the formal model, nonetheless,
integrating formal theory and statistical model puts to rest a host of
uncertainties about the specification.

When no formal theory is available, as is often the case, then the
analyst needs to justify statistical specifications by showing that they fit
the data. That means more than just “running things.” It means careful
graphical and crosstabular analysis. Is the effect really there in all parts
of the data? Does it actually work the same way for all the
observations? Are there parts of the data in which the competing
hypotheses imply opposite results, so that we can carry out the critical
test? And if we intend to apply a linear model with constant
coefficients, are the effects really linear and the same size in all the
parts of the data. Show us! If we have not discussed and answered
these questions in our articles, no one should believe our work. In
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other words, we have to think a little more like an experienced chef
adjusting the broth as he cooks, and less like a beginner blindly
following the recipe whether it suits the ingredients at hand or not.
Q. HAVE POLITICAL SCIENTISTS DISCOVERED A FLAW IN
ECONOMISTS’ APPLIED WORK?
A. No. Concerns regarding model specification are well known in the

econometric text books. For example, Peter Kennedy in his Guide to

Econometrics (2™ edition) states,

To avoid these problems a researcher usually trys to determine the
correct set of explanatory variables. The first and most important
ingredient in such a search is economic theory. If economic theory
cannot defend the use of a variable as an explanatory variable, it
should not be included in the set of potential independent variables.
Such theorizing should take place before any empirical testing of the
appropriateness of potential independent variables; this guards against
the adoption of an independent variable just because it happens to
‘explain’ a significant portion of the variation in the dependent variable
in the particular sample at hand. p. 69

Further, Peter Kennedy states,
A specification search is best undertaken by beginning with a general
unrestricted model then systematically simplifying it in the light of the
sample evidence. This approach (deliberate ‘overfitting’) is preferred
to/has more power than a search beginning with a very simple model
and expanding as the data permit. p. 68
Q. DID PGE CONSIDER ADDING ANY ADDITIONAL VARIABLES
BESIDES TREASURY RATES TO ITS RPM?
A. No. See PGE’s response to Staff Data Request 631, attached as

Staff/1301, Conway/54.

Q. DOES PGE OFFER ANY OTHER SUPPORT FOR ITS RPM?
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Yes. PGE states that its RPM has been “used by several witnesses in
several jurisdictions.” (See PGE’s Response to Staff Data Request No.
559 attached as Staff/1301, Conway/55.)

HOW DO YOU RESPOND?

PGE identified only one witness who has not testified in support of an
RPM in Oregon. That witness was Mr. Slade Cutter from Texas. |
contacted Mr. Cutter and was told that he abandoned the RPM approach
in 1994,

HOW DID PGE RESPOND TO YOUR SECOND MAJOR CONCERN
THAT THE STATISTICAL RESULTS OF PGE’S RPM ARE
FALLACIOUS?

My demonstration of how PGE’s RPM design results in fallacious
statistical results consisted of running two regressions based on random
numbers. First, | ran a regression of one random variable on the other
and found no relationship. Second, | ran a regression of the difference
between the two random variables regressed on one of the random
variables to simulate the RPM’s model design. | will refer to the latter
regression as the pseudo RPM. PGE makes a slight modification to my
analysis and reports the adjusted R? from my model runs, rather than the
R? for both the regression of random variables and the pseudo RPM.
However, this does not change the conclusions from my model runs. PGE
next reports the adjusted R? from my regression of one random variable

on the other and shows, as Staff found, that there is no relationship.
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However, PGE asserts that this is evidence that its RPM is correctly
specified. (See UE 180 — UE 181 — UE 184/PGE/2000, Hager-Valach/60,
lines 12-21.)

Additionally, PGE testifies that its model is identical to another “variant”
of the RPM.
PLEASE DISCUSS PGE'S LAST POINT THAT ITS RPM IS
EQUIVALENT TO ANOTHER VARIANT OF THE RPM?
PGE demonstrates that its RPM equation is mathematically equivalent to

the equation (1): ROE =« + f*T + ¢ where ROE is the authorized return

on equity and T is a lagged treasury rate. PGE then demonstrates that
the results of this model have reasonably high R? and significant t-
statistics. (See UE 180 — UE 181 — UE 184/PGE/2000, Hager-Valach/59,
lines 4-9.)

DO YOU AGREE?

Yes. This more straightforward equation contains all of the information
that PGE’s RPM contains. Further, the “predicted values” or estimates of
ROE based on various Treasury rates are identical between this more
straight forward regression equation and PGE’s RPM.

ARE THERE DIFFERENCES BETWEEN THE RESULTS OF THESE
TWO MODELS?

Yes. While the estimates of ROE, given different Treasury rates, from the
two models are identical, the reported values for R?, adjusted R?, and the

t-statistic for the coefficient on the Treasury rate are not. This is what |
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referred to in Staff/1100, when | stated that PGE's statistical results are
fallacious.

DOES PGE RELY UPON THESE FALLCIOUS STATISTICAL RESULTS
IN ITS DEFENSE OF ITS RPM?

Yes. PGE explicitly uses these flawed statistics to support its claims that
the statistical results from applying its RPM to the data are “quite good for
a pooled-cross sectional regression. Our model has the expected signs
on our coefficients and significant t-statistics.” (See UE 180 — UE 181 —
UE 184/PGE/2000, Hager-Valach/56, line 21 through Hager-Valach/57,
line 2.) Further, when PGE recommends the Commission utilize its RPM
results, it is implicitly drawing on the confidence interval surrounding its
forecast of the ROE, which is based on these same statistical tests.

PGE DEMONSTRATES THAT THE MORE STRAIGHT FORWARD
MODEL HAS A HIGH R?* AND SIGNIFICANT T-STATISTICS, DOES
THAT VALIDATE THE RPM?

No. While equation 1 would not suffer from fallacious statistical results
due to circular reasoning (as | demonstrated using randomly generated
data), it would still likely suffer from omitted variable bias (i.e., there are
factors considered by this Commission and commissions around the
country that could rightfully be included in the regression analysis).

PGE CLAIMS ITS TECHNICAL APPENDIX DEMONSTRATES ITS RPM
HAS EQUIVALENT STATISTICAL RESULTS LIKE THE MORE

STRAIGHT FORWARD EQUATION 1, HOWEVER YOU REACH THE
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OPPOSITE CONCLUSION, PLEASE EXPLAIN.

PGE'’s technical appendix concludes that the R? do not match when you
convert the straight forward equation 1 into PGE’'s RPM model. (See UE
180 — UE 181 — UE 184/PGE/2000, Hager-Valach/A-4, lines 3-16.)
Further, PGE demonstrates that the reported t-statistics on the Treasury
rate across all five RPM estimates found at UE 180 — UE 181 — UE
184/PGE Exhibit 2003, Hager-Valach/1-3, and all 34 RPM estimates found
at UE 180 — UE 181 — UE 184/PGE Exhibit 2019, Hager-Valach/1-21 are
inappropriate. (See UE 180 — UE 181 — UE 184/PGE/2000, Hager-
Valach/A-4, lines 6-17.) What is troubling is that while PGE readily admits
these statistical results are not accurate; these are the exact statistics that
they report in testimony to the Commission in support of its RPM.

PGE CLAIMS THAT USING ITS AIC TEST AS A PROXY FOR R?
PROVES THAT “THE TWO VARIANTS OF THE RISK POSITIONING
MODEL ARE EQUIVALENT FROM THE AIC STANDPOINT” AND
LENDS SUPPORT FOR ITS RPM. DO YOU AGREE?

No. The equivalency of the AICs is due to the way PGE has set up its
equation and does not support its assertion that the RPM specification is
justified based on the underlying more straight forward model. As an
example, | have run 10 regressions relying on 500 newly generated
variables. The result of this exercise is that in every instance, the AICs
were equivalent. (See Staff/1301, Conway/56-76.) PGE cannot escape

the fact that its RPM specification results in statistics that cannot be relied
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upon. PGE could alleviate this problem by working with the straight
forward model it claims underlies its RPM rather than only relying on the
straight forward model solely for statistical support.

IF PGE HAD UTILIZED EQUATION 1 (THE MORE STRAIGHT
FORWARD MODEL) FOR THE BASIS OF ITS RPM, THEN WOULD
STAFF BE ARGUING THAT ITS RPM STATISTICAL RESULTS ARE
FALLACIOUS DUE TO CIRCULAR LOGIC?

No.

IF THE ESTIMATES OF THE EXPECTED ROE, GIVEN VARIOUS
TREASURY RATES, ARE IDENTICAL BETWEEN THE TWO MODELS
SHOULD THE COMMISSION ADOPT THE RESULTS OF PGE’S RPM
BASED ON THE MORE STRAIGHT FORWARD EQUATION 1?

No. Adopting equation 1 as the basis for the RPM would eliminate only
one of my two listed “major concerns.”

WHAT DID PGE STATE AS ITS REASON TO CHOOSE ITS VERSION
OF THE RPM OVER THE MORE STRAIGHT FORWARD VERSION?
PGE testifies, “[i]n theory either form could be used. We chose the form in
equation (3) [RPM] because it explicitly models the risk premium.”
WHAT THEORY IS PGE REFERRING TO?

PGE is referring to basic mathematics. PGE simply means that the two
models produce the same ROE estimates.

DO YOU AGREE WITH PGE?

Yes, | agree that the two models mathematically produce the same ROE

Staff/1300
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estimates. However, PGE’s choice for its form of its RPM causes basic
statistical results to be incorrectly stated, which adds to the
contentiousness of this approach. Since the estimates of ROE are
identical using both approaches and there is no new information garnered
by manipulating equation 1, it seems like an unnecessary complication.
Adopting the more straight forward model that produces equivalent
estimates of ROE would have allowed parties to focus on the merits of
such an approach rather than spend time debating transformations of t-
statistics, alternative measures of goodness of fit, etc.

DOES ONE MODEL ATTEMPT TO ANALYZE RISK PREMIUMS WHILE
THE OTHER MODEL ANALYZES ROE DECISIONS?

No. Both models attempt to analyze ROE decisions. In the case of PGE'’s
RPM, it estimates the expected ROE by applying the following two
equations:

RPM = a+ b*Treasury

ROE = a+ B*Treasury

Combining the two equations, you see that PGE is actually calculating the
following:

ROE — Treasury = a + b*Treasury

or

ROE =Treasury + a + b*Treasury

Since b = 1-B, PGE’s RPM is simply

ROE =Treasury + a + (B —1)*Treasury



10

11

12

13

14

15

16

17

18

19

20

21

22

23

Docket UE 180 Staff/1300

Conway/20

or
ROE =Treasury + a+ B*Treasury — Treasury

Which is:

ROE =a + B*Treasury

This makes it clear that PGE has not observed a risk premium; they have
simply manipulated a more straight forward model in a manner that only
serves to render some of PGE’s reported statistical results invalid.
WOULD YOU SUPPORT A RPM BASED ON EQUATION 17?

No. While it would have reduced one area of contention, PGE has not
addressed my primary concern of a lack of a valid economic or financial
theory to support the model.

PLEASE EXPLAIN.

Both regression equations are missing the single most important element
a model such as this should contain; a formal, or at least defensible,
theory that describes a causal relationship between the independent
variables and the dependent variable of interest. It would be preferable if
the theory were thoroughly vetted as is the theory underlying the CAPM or
DCF methodologies.

PGE STATES THAT ITS RPM IS BASED ON A SIMPLE THEORY THAT
COST OF EQUITY DECISIONS ARE CORRELATED WITH INTEREST
RATES, DO YOU DISAGREE?

No. | agree that interest rates play a role in determining the required

return on equity for a utility such as PGE. However, | believe the analysis
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undertaken, and therefore the factors (or variables) considered by
Commission in determining the appropriate cost of equity for its utilities, is
a bit more complex. This Commission has heard arguments that SB 408,
hydro risks, multi-state jurisdictions, single-state jurisdictions, etc., should
be factored into the Commission’s ultimate cost of equity decision. A
typical Oregon record contains hundreds if not thousands of pages of
testimony on the subject of cost of equity. | imagine that other jurisdictions
are asked to consider different factors than those just listed. It does not
seem plausible to conclude one need only to consider Treasury rates to
obtain an accurate explanation or prediction of upcoming authorized
ROEs across the nation, or in Oregon.

HAS PGE PROVIDED ANY SUPPORT FOR ITS ASSERTION THAT
INTEREST RATES ARE THE MOST IMPORTANT FACTOR IN
DETERMINING ITS COST OF EQUITY?

No. In response to Staff Data Request Number 562, PGE clarifies that it
did not testify that it had any evidence that the most important factor in
determining the cost of equity was interest rates. (See Staff Exhibit 1301,
pages 77-90.)

HAS PGE PROVIDED ANY ADDITIONAL SUPPORT FOR ITS
ASSERTION THAT ITS RPM WAS “QUITE GOOD FOR A POOLED-
CROSS SECTIONAL REGRESSION”?

No. Inresponse to Staff Data Request No. 563 attached as Staff/1301,

Conway/3-52, PGE provides a copy of Daniel Rubinfeld’s Reference
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Guide on Multiple Regression from the Reference Manual on Scientific

Evidence, 2" Edition, which states,

“typically, R? is low in cross-section studies in which differences in
individual behavior are explained.”

However, Dr. Rubinfeld goes on to explain,
“In time-series studies, in contrast, the expert is explaining the
movement of aggregates over time. Since most aggregate time series
have substantial growth, or trend, in common, it will not be difficult to
“explain” one time series using another time series, simply because
both are moving together. It follows as a corollary that a high R? does
not by itself mean that the variables included in the model are the
appropriate ones.”

Since PGE testifies that its data set is both cross sectional and time

series, this excerpt provides no support for PGE’s claim. Further, PGE

testifies that the R?is not accurate for its RPM model, so it is puzzling that

PGE relies on that statistic in this instance.

Q. HAS THE COMMISSION PREVIOUSLY GIVEN GUIDANCE TO
WITNESSES REGARDING THE RPM?
A. Yes. In UE 115, the Commission adopted guidelines for cost of equity

witnesses. The first guideline states,
All witnesses should clearly and fully explain the methodologies used
and the theoretical support for using the methodologies. When
advocating a new approach, or one previously rejected by the
Commission, a witness should explain why the Commission should
adopt the proposed methodology in the present docket.

Q. DID THE COMMISSION PREVIOUSLY REJECT THE RPM IN UE 1157

Yes. In Order 01-777 at 35, the Commission stated,



CONO U WNPEF

(o]

10

11

12

13

14

15

16

17

18

19

20

21

22

23

Docket UE 180 Staff/1300

Conway/23

Commission Resolution
We begin with the range of rates of return on common equity offered
by each of the parties. For the reasons stated above, we reject the
parties’ single-stage DCF estimates, Staff's CAPM and risk premium
calculations, PGE’s Risk Positioning and Comparison to Authorized
methods, and Staff's Qualitative Analysis.
HAS PGE FULLY EXPLAINED ITS RPM METHODOLOGY, THE
THEORETICAL SUPPORT FOR ITS RPM, AND WHY THE
COMMISSION SHOULD ADOPT THE PROPOSAL IN THIS DOCKET
GIVEN IT WAS PREVIOUSLY REJECTED?
No.
WHAT HAS HAPPENED TO INTEREST RATES SINCE PGE FILED ITS
GENERAL RATE CASE?
Interest rates have fallen. Figure 1 shows how interest rates (as
measured by the 10-year treasury) have fallen since PGE filed its rate
case on March 15, 2006. On March 15, 2006, the yield on the 10-year
Treasury was 4.73 percent. When Staff filed its direct testimony on
August 14, 2006, the yield on the 10-year Treasury was 5.00 percent.
When PGE filed its rebuttal on September 13, 2006, the yield on the 10-

year Treasury was 4.76 percent. As of September 27, 2006, the yield on

the 10-year Treasury was 4.59 percent.
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FIGURE 1:
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Q. DOES THIS CONCLUDE YOUR TESTIMONY?

Yes.
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October 2, 2006

TO: Vikie Bailey-Goggins

Oregon Public Utility Commission
FROM: Patrick G. Hager

Manager, Regulatory Affairs

PORTLAND GENERAL ELECTRIC
UE 180 :
PGE Response to OPUC Data Request
Dated September 25, 2006
Question No. 632

Request:

Regarding UE 180 - UE 181 — UE 184/PGE/2000, Hager-Valach/57, line 17, does PGE
believe it is more important to determine how well its regression explains past cost of equity
. decisions or how well its regression predicts future cost of equity decisions? Please explain.
Would PGE’s answer change if the commission decision regarding cost of equity was '
expected within 1 month? Please explain.

Response:

Staff misinterprets the purpose of the Risk Positioning model. As we discuss in PGE Exhibit
2000, page 53, the model postulates that authorized ROE decisions by regulatory commissions
are influenced by interest rates. The model does not attempt to forecast or predict future cost of
equity decisions. Rather, the model provides an estimate as what investors might expect from a
commission for an authorized ROE.

No, PGE’s answer would not change based on our response above.

gi\ratecase\opuc\dockets\ue-180_ue-181_ue-184\dr-in\opuc - pge\dr_632.doc
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September 26, 2006

TO: Vikie Bailey-Goggins
Oregon Public Utility Commission

FROM: Patrick G. Hager
Manager, Regulatory Affairs

PORTLAND GENERAL ELECTRIC
UE 180
PGE Response to OPUC Data Request
Dated September 19, 2006
Question No. 563

Reguest:

Referring to UE 180 - UE 181 — UE 184 / PGE /2000 Hager-Valach/56, line 21 through
Hager-Valach/57 line 1,

a. please provide all evidence that PGE relied upon to conclude that its model
was “quite good for a pooled-cross sectional regression.”

b. please provide the list of all of the criteria PGE relied upon to conclude that
its model was ““quite good for a pooled-cross sectional regression.”

Response:

a) Generally speaking, a model with a single explanatory variable that explains over half of
the relationship between two variables is considered to perform well. Attachment 563-A
is a copy of Daniel Rubinfeld’s “Reference Guide on Multiple Regression” from the

- Reference Manual on Scientific Evidence, 2" Edition. As Dr. Rubinfeld notes in Section
IVB, typically “R? is low in cross-section studies in which differences in individual
behavior are explained.”

b) Please refer to a) the Technical Appendix and b) Hager/Valach 2000 fora fuller
discussion of the criteria considered. :

g:\ratecgse\opuc\dockets\ue—l 80_ue-181_ue-184\dr-in\opuc - pge\dr_563.doc
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Daniel L. Rubinfeld, Ph.D., is Robert L. Bridges Professor of Law and Professor of Economics at the
University of California, Berkeley, California.
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I. Introduction

Multiple regression analysis is a statistical tool for understanding the relationship
between two or more variables.! Multiple regression involves a variable to be
explained—called the dependent variable—and additional explanatory variables
that are thought to produce or be associated with changes in the dependent
variable.? For example, a multiple regression analysis might estimate the effect of
the number of years of work on salary. Salary would be the dependent variable
‘to be explained; years of experience would be the explanatory variable.

Multiple regression analysis is sometimes well suited to the analysis of data
about competing theories in which there are several possible explanations for
the relationship among a number of explanatory variables.?> Multiple regression
typically uses a single dependent variable and several explanatory variables to
assess the statistical data pertinent to these theories. In a case alleging sex dis-
crimination in salaries, for example, a multiple regression analysis would exam-
ine not only sex, but also other explanatory variables of interest, such as educa-
tion and experience.* The employer—defendant might use multiple regression to
argue that salary is a function of the employee’s education and experience, and
the employee—plaintiff might argue that salary is also a function of the individual’s
sex.

Multiple regression also may be useful (1) in determining whether a particu-
lar effect is present; (2) in measuring the magnitude of a particular effect; and (3)
in forecasting what a particular effect would be, but for an intervening event. In
a patent infringement case, for example, a multiple regression analysis could be

1. A variable is anything that can take on two or more values (for example, the daily temperature in
Chicago or the salaries of workers at a factory).

2. Explanatory variables in the context of a statistical study are also called independent variables. See
David H. Kaye & David A. Freedman, Reference Guide on Statistics, § II.A.1, in this manual. That
guide also offers a brief discussion of multiple regression analysis. Id. § V.

3. Multiple regression is one type of statistical analysis involving several variables. Other types
include matching analysis, stratification, analysis of variance, probit analysis, logit analysis, discriminant
analysis, and factor analysis.

4. Thus, in Ottaviani v. State University of New York, 875 E.2d 365, 367 (2d Cir. 1989) (citations
omitted), cert. denied, 493 U.S. 1021 (1990), the court stated:

In disparate treatment cases involving claims of gender discriminarion, plaintiffs typically use multiple regres-

sion analysis to isolate the influence of gender on employment decisions relating to a particular job or job

benefit, such as salary. .

The first step in such a regression analysis is to specify all of the possible “legitimate” (i.¢., nondiscrimina-

tory) factors that are likely to significantly affect the dependent variable and which could account for dispari-
ties in the treatment of male and female employees. By identifying those legitimate criteria that affect the
decision-making process, individual plaintiffs can make predictions about what job or job benefits similarly
situated employees should ideally receive, and then can measure the differénce between the predicted treat-
ment and the actual treatment of those employees. If there is a disparity between the predicted and actual
outcomes for female employees, plaintiffs in a disparate treatment case can argue that the net “residual”
difference represents the unlawful effect of discriminatory animus on the allocation of jobs or job benefits.
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used to determine (1) whether the behavior of the alleged infringer affected the
price of the patented product; (2) the size of the effect; and (3) what the price of
the product would have been had the alleged infringement not occurred.
Over the past several decades the use of multiple regression analysis in court
has grown widely. Although regression analysis has been used most frequently
in cases of sex and race discrimination® and antitrust violation,® other applica-
tions include census undercounts,” voting rights,® the study of the deterrent

5. Discrimination cases using multiple regression analysis are legion. See, e.g., Bazemore v. Friday,
478 U.S. 385 (1986), on remand, 848 F.2d 476 (4th Cir. 1988); King v. General Elec. Co., 960 F.2d 617
(7th Cir. 1992); Diehl v. Xerox Corp., 933 F. Supp. 1157 (W.D.N.Y. 1996) (age and sex discrimina-
tion); Csicseri v. Bowsher, 862 F. Supp. 547 (D.D.C. 1994) (age discrimination), affd, 67 F.3d 972
(D.C. Cir. 1995); Tennes v. Massachusetts Dep’t of Revenue, No. 88-C3304, 1989 WL 157477 (N.D:
1. Dec. 20, 1989) (age discrimination); EEOC v. General Tel. Co. of N.W., 885 F.2d 575 (9th Cir.
1989), cert. denied, 498 U.S. 950 (1990); Churchill v. IBM, Inc., 759 F. Supp. 1089 (D.NJ. 1991);
Denny v. Westfield State College, 880 F.2d 1465 (1st Cir. 1989) (sex discrimination); Black Law
Enforcement Officers Ass’n v. City of Akron, 920 F.2d 932 (6th Cir. 1990); Bridgeport Guardians, Inc.
v. City of Bridgeport, 735 F. Supp. 1126 (D. Conn. 1990), affd, 933 F.2d 1140 (2d Cir.), cert. denied,
502 U.S. 924 (1991); Dicker v. Allstate Life Ins. Co., No. 89-C-4982, 1993 WL 62385 (N.D. IIl. Mar.
5, 1993) (race discrimination). See also Keith N. Hylton & Vincent D. Rougeau, Lending Discrimination.:
Economic Theory, Econometric Evidence, and the Community Reinvestment Act, 85 Geo. L.J. 237, 238 (1996)
(“regression analysis is probably the best empirical tool for uncovering discrimination”). :

6. E.g., United States v. Brown Univ., 805 F. Supp. 288 (E.D. Pa. 1992) (price-fixing of college
scholarships), rev’d, 5 F.3d 658 (3d Cir. 1993); Petruzzi IGA Supermarkets, Inc. v. Darling-Delaware
Co., 998 F.2d 1224 (3d Cir.), cert. denied, 510 U.S. 994 (1993); Ohio v. Louis Trauth Dairy, Inc., 925
F. Supp. 1247 (S.D. Ohio 1996); In re Chicken Antitrust Litig., 560 F. Supp. 963, 993 (N.D. Ga. 1980);
New York v. Kraft Gen. Foods, Inc., 926 F. Supp. 321 (S.D.N.Y. 1995). See also Jerry Hausman et al.,,
Competitive Analysis with Differenciated Products, 34 Annales D’Economie et de Statistique 159 (1994);
Gregory J. Werden, Simulating the Effects of Differentiated Products Mergers: A Practical Alternative to Struc-
tural Merger Policy, 5 Geo. Mason L. Rev. 363 (1997).

7. See, e.g., City of New York v. United States Dep’t of Commerce, 822 F. Supp. 906 (ED.N.Y.
1993) (decision of Secretary of Commerce not to adjust the 1990 census was not arbitrary and capri-
cious), vacated, 34 F.3d 1114 (2d Cir. 1994) (applying heightened scrutiny), rev’d sub nom. Wisconsin v.
City of New York, 517 U.S. 565 (1996); Cuomo v. Baldrige, 674 F. Supp. 1089 (SD.N.Y. 1987);
Carey v. Klutznick, 508 F. Supp. 420, 432-33 (S.D.N.Y. 1980) (use of reasonable and scientifically
valid statistical survey or sampling procedures to adjust census figures for the differential undercount is
constitutionally permissible), stay granted, 449 U.S. 1068 (1980), rev’d on other grounds, 653 F.2d 732 (2d
Cir. 1981), cert. denied, 455 U.S. 999 (1982); Young v. Klutznick, 497 F. Supp. 1318, 1331 (E.D. Mich.
1980), rev’d on other grounds, 652 F.2d 617 (6th Cir. 1981), cert. denied, 455 U.S. 939 (1982).

8. Multiple regression analysis was used in suits charging that at-large area-wide voting was insti-
tuted to neutralize black voting strength, in violation of section 2 of the Voting Rights Act, 42 U.S.C.
§ 1973 (1988). Multiple regression demonstrated that the race of the candidates and that of the elector-
" ate were determinants of voting. See, e.g., Williams v. Brown, 446 U.S. 236 (1980); Bolden v. City of
Mobile, 423 F. Supp. 384, 388 (S.D. Ala. 1976), affd, 571 F.2d 238 (5th Cir. 1978), stay denied, 436
U.S. 902 (1978), rev’d, 446 U.S. 55 (1980); Jeffers v. Clinton, 730 F. Supp. 196, 208-09 (E.D. Ark.
1989), afPd, 498 U.S. 1019 (1991); League of United Latin Am. Citizens, Council No. 4434 v. Clements,
986 F.2d 728, 774-87 (Sth Cir.), reh’g en banc, 999 F.2d 831 (5th Cir. 1993), cert. denied, 498 U.S. 1060
(1994). For commentary on statistical issues in voting rights cases, see, ¢.g., Symposium, Statistical and
Denographic Issues Underlying Voting Rights Cases, 15 Evaluation Rev. 659 (1991); Stephen P. Klein et
al., Ecological Regression versus the Secret Ballot, 31 Jurimetrics J. 393 (1991); James W. Loewen & Bernard
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effect of the death penalty,® rate regulation,' and intellectual property.!!

Multiple regression analysis can be a source of valuable scientific testimony in
litigation. However, when inappropriately used, regression analysis can confuse
important issues while having little, if any, probative value. In EEOC v. Seats,
Roebuck & Co.,2 in which Sears was charged with discrimination against women
in hiring practices, the Seventh Circuit acknowledged that “[m]ultiple regres-
sion analyses, designed to determine the effect of several independent variables
on a dependent variable, which in this case is hiring, are an accepted and com-
mon method of proving disparate treatment claims.”®® However, the court
affirmed the district court’s findings that the “E.E.O.C’s regression analyses did
not ‘accurately reflect Sears’ complex, nondiscriminatory decision-making pro-
cesses”™ and that the ““E.E.O.C.’s statistical analyses [were] so flawed that they
lack[ed] any persuasive value.””** Serious questions also have been raised about
the use of multiple regression analysis in census undercount cases and in death
penalty cases.

Moreover, in interpreting the results of a multiple regression analysis, it is
important to distinguish between correlation and causality. Two variables are
correlated when the events associated with the variables occur more frequently

Grofiman, Recent Developments in Methods Used in Vote Dilution Litigation, 21 Urb. Law. 589 (1989);
Arthur Lupia & Kenneth McCue, Why the 1980s Measures of Racially Polarized Voting Are Inadequate  for
the 1990s, 12 Law & Pol’y 353 (1990).

9. See, e.g., Gregg v. Georgia, 428 U.S. 153, 184-86 (1976). For critiques of the validity of the
deterrence analysis, see National Research Council, Deterrence and Incapacitation: Estimating the
Effects of Criminal Sanctions on Crime Rates (Alfred Blumstein et al. eds., 1978); Edward Leamer,
Let’s Take the Con Out of Econometrics, 73 Am. Econ. Rev. 31 (1983); Richard O. Lempert, Desert and
Deterrence: An Assessment of the Moral Bases of the Case for Capital Punishment, 79 Mich. L. Rev. 1177
(1981); Hans Zeisel, The Deterrent Effect of the Death Penalty: Facts v. Faith, 1976 Sup. Ct. Rev. 317.

10. See, e.g., Time Warner Entertainment Co. v. ECC, 56 F.3d 151 (D.C. Cir. 1995) (challenge to
FCC’s application of multiple regression analysis to set cable rates), cert. denied, 516 U.S. 1112 (1996).

11. See Polaroid Corp. v. Eastman Kodak Co., No. 76-1634-MA, 1990 WL 324105, at *29, *62—
*63 (D. Mass. Oct. 12, 1990) (damages awarded because of patent infringement), amended by No. 76-
1634-MA, 1991 WL 4087 (D. Mass. Jan. 11, 1991); Estate of Vane v. The Fair, Inc., 849 F.2d 186, 188
(5th Cir. 1988) (lost profits were due to copyright infringement), cert. denied, 488 U.S. 1008 (1989).
The use of multiple regression analysis to estimate damages has been contemplated in a wide variety of
contexts. See, e.g., David Baldus et al., Improving Judicial Oversight of Jury Damages Assessments: A Proposal
for the Comparative Additur/Remittitur Review of Awards for Nonpecuniary Harms and Punitive Damages, 80
Towa L. Rev. 1109 (1995); Talcott J. Franklin, Calculating Damages for Loss of Parentai Nuriure Thirough
Multiple Regression Analysis, 52 Wash. & Lee L. Rev. 271 (1997); Roger D. Blair & Amanda Kay
Esquibel, Yardstick Damages in Lost Profit Cases: An Econometric Approach, 72 Denv. U. L. Rev. 113
(1994).

12. 839 F.2d 302 (7th Cir. 1988).

13. Id. at 324 n.22.

14. Id. at 348, 351 (quoting EEOC v. Sears, Roebuck & Co., 628 F. Supp. 1264, 1342, 1352
(N.D. IlL. 1986)). The district court commented specifically on the “severe limits of regression analysis
in evaluating complex decision-making processes.” 628 F. Supp. at 1350.

15. See David H. Kaye & David A. Freedman, Reference Guide on Statistics, § II.A.e, B.1, in this
manual.
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together than one would expect by chance. For example, if higher salaries are
associated with a greater number of years of work experience, and lower salaries
are associated with fewer years of experience, there is a positive correlation
between salary and number of years of work experience. However, if higher
salaries are associated with less experience, and lower salaries are associated with
more experience, there is a negative correlation between the two variables.

A correlation between two variables does not imply that one event causes the
second. Therefore, in making causal inferences, it is important to avoid spurious
correlation.!® Spurious correlation arises when two variables are closely related
but bear no causal relationship because they are both caused by a third,
unexamined variable. For example, there might be a negative correlation be-
tween the age of certain skilled employees of a computer company and their
salaries. One should not conclude from this correlation that the employer has
necessarily discriminated against the employees on the basis of their age. A third,
unexamined variable, such as the level of the employees’ technological skills,

could explain differences in productivity and, consequently, differences in sal-

ary.”7 Or, consider a patent infringement case in which increased sales of an
allegedly infringing product are associated with a lower price of the patented
product. This correlation would be spurious if the two products have their own
" noncompetitive market niches and the lower price is due to a decline in the
production costs of the patented product.

Pointing to the possibility of a spurious correlation should not be enough to
dispose of a statistical argument, however. It may be appropriate to give little
weight to such an argument absent a showing that the alleged spurious correla-
tion is either qualitatively or quantitatively substantial. For example, a statistical
showing of a relationship between technological skills and worker productivity
might be required in the age discrimination example above.'®

~ Causality cannot be inferred by data analysis alone; rather, one must infer that
a causal relationship exists on the basis of an underlying causal theory that ex-
plains the relationship between the two variables. Even when an appropriate

16. See David H. Kaye & David A. Freedman, Reference Guide on Statistics, § V.B.3, in this
manual.

17. See, e.g., Sheehan v. Daily Racing Form Inc., 104 F.3d 940, 942 (7th Cir.) (rejecting plaintiff’s
age discrimination claim because statistical study showing correlation between age and retention ig-
nored the “more than remote possibility that age was correlated with a legitimate job-related
qualification™), cert. denied, 521 U.S. 1104 (1997). ‘

18. See, e.g., Allen v. Seidman, 881 F.2d 375 (7th Cir. 1989) (Judicial skepticism was raised when
the defendant did not submit a logistic regression incorporating an omitted variable—the possession of

. a higher degree or special education; defendant’s attack on statistical comparisons must also include an
analysis that demonstrates that comparisons are flawed.). The appropriate requirements for the defendant’s
showing of spurious correlation could, in general, depend on the discovery process. See, e.g., Boykin v.
Georgia Pac. Co., 706 F.2d 1384 (1983) (criticism of a plaintiff's analysis for not including omitted
factors, when plaintiff considered all information on an application form, was inadequate).
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theory has been identified, causality can never be inferred directly. One must
also look for empirical evidence that there is a causal relationship. Conversely,
the fact that two variables are correlated does not guarantee the existence of a
relationship; it could be that the model—a characterization of the underlying
causal theory—does not reflect the correct interplay among the explanatory
variables. In fact, the absence of correlation does not guarantee that a causal
relationship does not exist. Lack of correlation could occur if (1) there are
insufficient data; (2) the data are measured inaccurately; (3) the data do not
allow multiple causal relationships to be sorted out; or (4) the model is specified
wrongly because of the omission of a variable or variables that are related to the
variable of interest. ‘

There is a tension between any attempt to reach conclusions with near cer-
tainty and the inherently probabilistic nature of multiple regression analysis. In
general, statistical analysis involves the formal expression of uncertainty in terms
of probabilities. The reality that statistical analysis generates probabilities that
there are relationships should not be seen in itself as an argument against the use
of statistical evidence. The only alternative might be to use less reliable anec-
dotal evidence. ’

This reference guide addresses a number of procedural and methodological
issues that are relevant in considering the admissibility of, and weight to be
accorded to, the findings of multiple regression analyses. It also suggests some
standards of reporting and analysis that an expert presenting multiple regression
analyses might be expected to meet. Section II discusses research design—how
the multiple regression framework can be used to sort out alternative theories
about a case. Section III concentrates on the interpretation of the multiple re-
gression results, from both a statistical and practical point of view. Section IV
briefly discusses the qualifications of experts. Section V emphasizes procedural
aspects associated with use of the data underlying regression analyses. Finally,
the Appendix delves into the multiple regression framework in further detail; it
also contains a number of specific examples that illustrate the application of the
technique.

II. R

esearch Design: Model Specification

Multiple regression allows the testifying economist or other expert to choose
among alternative theories or hypotheses and assists the expert in distinguishing
correlations between variables that are plainly spurious from those that may
reflect valid relationships.
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A. What Is the Specific Question That Is Under Investigation by
the Expert?

Research begins with a clear formulation of a research question. The data to be
collected and analyzed must relate directly to this question; otherwise, appropri-
ate inferences cannot be drawn from the statistical analysis. For example, if the
question at issue in a patent infringement case is what price the plaintiff’s prod-
uct would have been but for the sale of the defendant’s infringing product,
sufficient data must be available to allow the expert to account statistically for
the important factors that determine the price of the product.

B. What Model Should Be Used to Evaluate the Question at
Issue?

Model specification involves several steps, each of which is fundamental to the
success of the research effort. Ideally, a multiple regression analysis builds on a
theory that describes the variables to be included in the study. For example, the
theory of labor markets might lead one to expect salaries in an industry to be
related to workers’ experience and the productivity of workers’ jobs. A belief
that there is job discrimination would lead one to add a variable or variables
reflecting discrimination.

Models are often characterized in terms of parameters—numerical character-
istics of the model. In the labor market example, one parameter might reflect
the increase in salary associated with each additional year of job experience.
Multiple regression uses a sample, or a selection of data, from the population (all
the units of interest) to obtain estimates of the values of the parameters of the
model. An estimate associated with a particular explanatory variable is an esti-
mated regression coefficient.

Failure to develop the proper theory, failure to choose the appropriate vari-
ables, or failure to choose the correct form of the model can bias substantially
the statistical results, that is, create a systematic tendency for an estimate of a
model parameter to be too high or too low.

1. Choosing the Dependent Variable

The variable to be explained, the dependent variable, should be the appropriate
variable for analyzing the question at issue.’® Suppose, for example, that pay

19. In multiple regression analysis, the dependent variable is usually a continuous variable that takes
on a range of numerical values. When the dependent variable is categorical, taking on only two or three
values, modified forms of multiple regression, such as probit analysis or logit analysis, are appropriate.
For an example of the use of the latter, see EEOC v. Sears, Roebuck & Co., 839 F.2d 302, 325 (7th Cir.
1988) (EEOC used logit analysis to measure the impact of variables, such as age, education, job-type
experience, and product-line experience, on the fernale percentage of commission hires). See also David
H. Kaye & David A. Freedman, Reference Guide on Statistics § V, in this manual.
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discrimination among hourly workers is a2 concern. One choice for the depen-
dent variable is the hourly wage rate of the employees; another choice is the
annual salary. The distinction is important, because annual salary differences
may be due in part to differences in hours worked. If the number of hours
worked is the product of worker preferences and not discrimination, the hourly
wage is a good choice. If the number of hours is related to the alleged discrimi-
nation, annual salary is the more appropriate dependent variable to choose.”

2. Choosing the Explanatory Variable That Is Relevant to the Qisestion at
Issue ’

The e’xplanatbry variable that allows the evaluation of alternative hypotheses

must be chosen appropriately. Thus, in 2 discrimination case, the variable of

interest may be the race or sex of the individual. In an antitrust case, it may be 2

variable that takes on the value 1 to reflect the presence of the alleged

anticompetitive behavior and the value 0 otherwise.”

3. Choosing the Additional Explanatory Variables

An attempt should be made to identify additional known or hypothesized ex-
planatory variables, some of which are measurable and may support alternative
substantive hypotheses that can be accounted for by the regression analysis. Thus,
in a discrimination case, a measure of the skills of the workers may provide an
alternative explanation—lower salaries may have been the result of inadequate
skills.?

20. In job systems in which annual salaries are tied to grade or step levels, the annual salary corre-

sponding to the job position could be more appropriate.

21. Explanatory variables may vary by type, which will affect the interpretation of the regression
results. Thus, some variables may be continuous and others may be categorical.

22. n Ottaviani v. State University of New York, 679 F. Supp. 288, 306-08 (S.D.N.Y. 1988), affd,
875 F.2d 365 (2d Cir. 1989), cert. denied, 493 U.S. 1021 (1990), the court ruled (in the liability phase of
the trial) that the university showed there was no discrimination in either placement into initial rank or
promotions between ranks, so rank was a proper variable in multiple regression analysis to determine
whether women faculty members were treated differently from men.

~ However, in Trout v. Garrett, 780 F. Supp. 1396, 1414 (D.D.C. 1991), the court ruled (in the
damage phase of the trial) that the extent of civilian employees’ prehire work experience was not an
appropriate variable in 2 regression analysis to compute back pay in employment discrimination. Ac-
cording to the court, including the prehire level would have resulted in a finding of no sex discrimina-
tion, despite a contrary conclusion in the liability phase of the action. Id. See also Stuart v. Roache, 951
E.2d 446 (1st Cir. 1991) (allowing only three years of seniority to be considered as the result of prior
discrimination), cert. denied, 504 U.S. 913 (1992). Whether a particular variable reflects “legitimate”
considerations or itself reflects or incorporates illegitimate biases is a recurring theme in discrimination
cases. See, e.g., Smith v. Virginia Commonwealth Univ., 84 F.3d 672, 677 (4th Cir. 1996) (en banc)
(suggesting that whether “performance factors” should have been included in a regression analysis was
a question of material fact); id. at 681-82 (Luttig, J., concurring in part) (suggesting that the regression
analysis’ failure to include “performance factors” rendered it so incomplete as to be inadmissible); id. at
690-91 (Michael, ]., dissenting) (suggesting that the regression analysis properly excluded “performance
factors”); see also Diehl v. Xerox Corp., 933 F. Supp. 1157, 1168 (W.D.N.Y. 1996).

187

Attachment 563-A

Staff/1301
Conway/12




UE 180

PGE’s Response to OPUC Data Request No. 563

Reference Manual on Scientific Evidence

Not all possible variables that might influence the dependent variable can be
included if the analysis is to be successful; some cannot be measured, and others
may make little difference.” If a preliminary analysis shows the unexplained
portion of the multiple regression to be unacceptably high, the expert may seek
to discover whether some previously undetected variable is missing from the
analysis.?*

Failure to include a major explanatory variable that is correlated with the
variable of interest in a regression model may cause an included variable to be
credited with an effect that actually is caused by the excluded variable.”® In
general, omitted variables that are correlated with the dependent variable re-
duce the probative value of the regression analysis.?® This may lead to inferences
made from regression analyses that do not assist the trier of fact.”’

Onmitting variables that are not correlated with the variable of interest is, in
general, less of a concern, since the parameter that measures the effect of the
variable of interest on the dependent variable is estimated without bias. Sup-

23. The summary effect of the excluded variables shows up as a random error term in the regression
model, as does any modeling error. See infra the Appendix for details. But see David W. Peterson,
Reference Guide on Multiple Regression, 36 Jurimetrics J. 213, 214 n.2 (1996) (review essay) (asserting that
“the presumption that the combined effect of the explanatory variables omitted from the model are
uncorrelated with the included explanatory variables” is “a knife-edge condition . . . not likely to
occur”).

24. A verylow R-square (R?) is one indication of an unexplained portion of the multiple regression
model that is unacceptably high. However, the inference that one makes from a particular value of R?
will depend, of necessity, on the context of the particular issues under study and the particular data set
that is being analyzed. For reasons discussed in the Appendix, a low R? does not necessarily imply a poor
model (and vice versa).

25. Technically, the omission of explanatory variables that are correlated with the variable of inter-
est can cause biased estimates of regression parameters. ;

26. The importance of the effect depends on the strength of the relationship between the omitted
variable and the dependent variable, and the strength of the correlation between the omitted variable
and the explanatory variables of interest.

27. See Bazemore v. Friday, 751 F.2d 662, 671-72 (4th Cir. 1984) (upholding the district court’s
refusal to accept a multiple regression analysis as proof of discrimination by a preponderance of the
evidence, the court of appeals stated that, although the regression used four variable factors (race,
education, tenure, and job title), the failure to use other factors, including pay increases which varied by
county, precluded their introduction into evidence), affd in part, vacated in part, 478 U.S. 385 (1986).

Note, however, that in Sobei v. Yeshiva University, 83 F.2d 18, 33, 34 (2d Cir. 1988), cert. denied,
490 U.S. 1105 (1989), the court made clear that “a [Title V1I] defendant challenging the validity of a
multiple regression analysis [has] to make 2 showing that the factors it contends ought to have been
included would weaken the showing of salary disparity made by the analysis,” by making a specific
attack and “a showing of relevance for each particular variable it contends . . . ought to [be] includ[ed]”
in the analysis, rather than by simply attacking the results of the plaintiffs’ proof as inadequate for lack of
a given variable. See also Smith v. Virginia Commonwealth Univ., 84 F.3d 672 (4th Cir. 1996) (en
banc) (finding that whether certain variables should have been included in a regression analysis is a
question of fact that precludes summary judgment).

Also, in Bazemore v. Friday, the Court, declaring that the Fourth Circuit’s view of the evidentiary
value of the regression analyses was plainly incorrect, stated that “[n]ormally, failure to include variables
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pose, for example, that the effect of a policy introduced by the courts to encour-
age husbands’ payments of child support has been tested by randomly choosing
some cases to be handled according to current court policies and other cases to
be handled according to a new, more stringent policy. The effect of the new
policy might be measured by a multiple regression using payment success as the
dependent variable and a 0 or 1 explanatory variable (1 if the new program was
applied; 0 if it was not). Failure to include an explanatory variable that reflected
the age of the husbands involved in the program would not affect the court’s
evaluation of the new policy, since men of any given age are as likely to be
affected by the old policy as they are the new policy. Randomly choosing the
court’s policy to be applied to each case has ensured that the omitted age vari-
able is not correlated with the policy variable. -

Bias caused by the omission of an important variable that is related to the
included variables of interest can be a serious problem.” Nevertheless, it is pos-
sible for the expert to account for bias qualitatively if the expert has knowledge
(even if not quantifiable) about the relationship between the omitted variable
and the explanatory variable. Suppose, for example, that the plaintiff’s expert in
a sex discrimination pay case is unable to obtain quantifiable data that reflect the

skills necessary for a job, and that, on average, women are more skillful than

men. Suppose also that a regression analysis of the wage rate of employees (the
dependent variable) on years of experience and a variable reflecting the sex of
_ each employee (the explanatory variable) suggests that men are paid substantially
more than women with the same experience. Because differences in skill levels
have not been taken into account, the expert may conclude reasonably that the
wage difference measured by the regression is a conservative estimate of the true
discriminatory wage difference.

The precision of the measure of the effect of a variable of interest on the
dependent variable is also important.” In general, the more complete the ex-
plained relationship between the included explanatory variables and the depen-
dent variable, the more precise the results. Note, however, that the inclusion of
~ explanatory variables that are irrelevant (i.e., not correlated with the dependent
variable) reduces the precision of the regression results. This can be a source of
concern when the sample size is small, but it is not likely to be of great conse-

quence when the sample size is large.

will affect the analysis’ probativeness, not its admissibility. Importantly, it is clear that a regression
analysis that includes less than ‘all measurable variables’ may serve to prove a plaintiff's case.” 478 U.S.
385, 400 (1986) (footnote omitted). '

28. See also David H. Kaye & David A. Freedman, Reference Guide on Statistics § V.B.3, in this
manual.

29. A more precise estimate of a parameter is an estimate with a smaller standard error. See infra the
Appendix for details.

189

Attachment 563-A

Staff/1301
Conway/14




UE 180

PGE’s Response to OPUC Data Request No. 563

Reference Manual on Scientific Evidence

4. Choosing the Functional Form of the Multiple Regression Model

Choosing the proper set of variables to be included in the multiple regression
model does not complete the modeling exercise. The expert must also choose
the proper form of the regression model. The most frequently selected form is
the linear regression model (described in the Appendix). In this model, the
magnitude of the change in the dependent variable associated with the change
in any of the explanatory variables is the same no matter what the level of the
explanatory variables. For example, one additional year of experience might add
$5,000 to salary, irrespective of the previous experience of the employee.

In some instances, however, there may be reason to believe that changes in
explanatory variables will have differential effects on the dependent variable as
the values of the explanatory variables change. In these instances, the expert
should consider the use of a nonlinear model. Failure to account for nonlinearities
can lead to either overstatement or understatement of the effect of a change in
the value of an explanatory variable on the dependent variable.

One particular type of nonlinearity involves the interaction among several
variables. An interaction variable is the product of two other variables that are
included in the multiple regression model. The interaction variable allows the
expert to take into account the possibility that the effect of a change in one
variable on the dependent variable may change as the level of another explana-
tory variable changes. For example, in a salary discrimination case, the inclusion
of a term that interacts a variable measuring experience with a variable repre-
senting the sex of the employee (1 if a female employee, 0 if a male employee)
allows the expert to test whether the sex differential varies with the level of
experience. A significant negative estimate of the parameter associated with the
sex variable suggests that inexperienced women are discriminated against, whereas
a significant negative estimate of the interaction parameter suggests that the
extent of discrimination increases with experience.”

Note that insignificant coefficients in a model with interactions may suggest
a lack of discrimination, whereas a model without interactions may suggest the
contrary. It is especially important to account for the interactive nature of the
discrimination; failure to do so may lead to false conclusions concerning dis-
crimination.

30. For further details concerning interactions, see infra the Appendix. Note that in Ottaviani v.

State University of New York, 875 F.2d 365, 367 (2d Cir. 1989), cert. denied, 493 U.S. 1021 (1990), the
defendant relied on a regression model in which a dummy variable reflecting gender appeared as an
explanatory variable. The female plaintiff, however, used an alternative approach in which a regression
model was developed for men only (the alleged protected group). The salaries of women predicted by
this equation were then compared with the actual salaries; a positive difference would, according to the
plaintiff, provide evidence of discrimination. For an evaluation of the methodological advantages and
disadvantages of this approach, see Joseph L. Gastwirth, A Clarification of Some Statistical Lssues in Watson
v. Fort Worth Bank and Trust, 29 Jurimetrics J. 267 (1989).
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5. Choosing Multiple Regression as a Method of Analysis

There are many multivariate statistical techniques other than multiple regression
that are useful in legal proceedings. Some statistical methods are appropriate
when nonlinearities are important.*® Others apply to models in which the de-
pendent variable is discrete, rather than continuous.® Still others have been
applied predominantly to respond to methodological concerns arising in the
context of discrimination litigation.» ‘

It is essential that a valid statistical method be applied to assist with the analysis
in each legal proceeding. Therefore, the expert should be prepared to explain
why any chosen method, including multiple regression, was more suitable than
the alternatives.

I1I. Interpreting Multiple Regression Results

Multiple regression results can be interpreted in purely statistical terms, through
the use of significance tests, or they can be interpreted in a more practical,
nonstatistical manner. Although an evaluation of the practical significance of
regression results is almost always relevant in the courtroom, tests of statistical
significance are appropriate only in particular circumstances.

A. What Is the Practical, as Opposed to the Statistical, Significance
of Regression Results?

Practical significance means that the magnitude of the effect being studied is not
de minimis—it is sufficiently important substantively for the court to be con-

cerned. For example, if the average wage rate is $10.00 per hour, a wage differ-

ential between men and women of $0.10 per hour is likely to be deemed prac-
tically insignificant because the differential represents only 1% ($0.10/$10.00) of

31. These techniques include, but are not limited to, piecewise linear regression, polynomial re-
gression, maximum likelihood estimation of models with nonlinear functional relationships, and
autoregressive and moving average time-series models. See, e.g., Robert S. Pindyck & Daniel L. Rubinfeld,
Econometric Models and Economic Forecasts 117-21, 136-37, 273-84, 463-601 (4th ed. 1998).

32. For a discussion of probit analysis and logit analysis, techniques that are useful in the analysis of
qualitative choice, see id. at 248-81.

33. The correct model for use in salary discrimination suits is a subject of debate among labor
economists. As a result, some have begun to evaluate alternative approaches, including urn models
(Bruce Levin & Herbert Robbins, Urn Models for Regression Analysis, with Applications to Employment
Discrimination Studies, Law & Contemp. Probs., Autumn 1983, at 247) and, as a means of correcting for
measurement errors, reverse regression (Delores A. Conway & Harry V. Roberts, Reverse Regression,
Fairness, and Employment Discrimination, 1J. Bus. & Econ. Stat. 75 (1983)). But see Arthur S. Goldberger,
Redirecting Reverse Regressions, 2 J. Bus. & Econ. Stat. 114 (1984); Arlene S. Ash, The Perverse Logic of
Reverse Regression, in Statistical Methods in Discrimination Litigation 85 (D.H. Kaye & Mikel Aickin
eds., 1986).
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the average wage rate.> That same difference could be statistically significant,
however, if a sufficiently large sample of men and women was studied.” The
reason is that statistical significance is determined, in part, by the number of
observations in the data set.

Other things being equal, the statistical significance of a regression coefficient
increases as the sample size increases. Thus, a $1 per hour wage differential
between men and women that was determined to be insignificantly different

from zero with a sample of 20 men and women could be highly significant if the -

sample were increased to 200.

Often, results that are practically significant are also statistically significan
However, it is possible with a large data set to find statistically significant
coefficients that are practically insignificant. Similarly, it is also possible (espe-
cially when the sample size is small) to obtain results that are practically significant
but statistically insignificant. Suppose, for example, that an expert undertakes a
damages study in a patent infringement case and predicts “but-for sales”—what
sales would have been had the infringement not occurred—using data that pre-
date the period of alleged infringement. If data limitations are such that only
three or four years of preinfringement sales are known, the difference between
but-for sales and actual sales during the period of alleged infringement could be
practically significant but statistically insignificant.

t.36

1. When Should Statistical Tests Be Used?

A test of a specific contention, a hypothesis test, often assists the court in deter-
mining whether a violation of the law has occurred in areas in which direct
evidence is inaccessible or inconclusive. For example, an expert might use hy-
pothesis tests in race and sex discrimination cases to determine the presence of a
discriminatory effect.

34. There is no specific percentage threshold above which a result is practically significant. Practical
significance must be evaluated in the context of a particular legal issue. See also David H. Kaye & David
A. Freedman, Reference Guide on Statistics § IV.B.2, in this manual. :

35. Practical significance also can apply to the overall credibility of the regression results. Thus, in
McCleskey v. Kemp, 481 U.S. 279 (1987), coefficients on race variables were statistically significant, but
the Court declined to find them legally or constitutionally significant.

36. In Melani v. Board of Higher Education, 561 F. Supp. 769, 774 (S.D.N.Y. 1983), a Title VII suit
was brought against the City University of New York (CUNY) for allegedly discriminating against
ferale instructional staff in the payment of salaries. One approach of the plaintiff’s expert was to use
multiple regression analysis. The coefficient on the variable that reflected the sex of the employee was
approximately $1,800 when all years of data were included. Practically (in terms of average wages at the
time) and statistically (in terms of a 5% significance test), this result was significant. Thus, the court
stated that “[p]laintiffs have produced statistically significant evidence that women hired as CUNY in-
structional staff since 1972 received substantially lower salaries than similarly qualified men.” Id. at 781
(emphasis added). For a related analysis involving multiple comparison, see Csicseri v. Bowsher, 862 F.
Supp. 547, 572 (D.D.C. 1994) (noting that phintiff's expert found “statistically significant instances of
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Statistical evidence alone never can prove with absolute certainty the worth
of any substantive theory. However, by providing evidence contrary to the
view that a particular form of discrimination has not occurred, for example, the
multiple regression approach can aid the trier of fact in assessing the likelihood
that discrimination has occurred.” '

Tests of hypotheses are appropriate in a cross-section analysis, in which the
data underlying the regression study have been chosen as a sample of a popula-
tion at a particular point in time, and in a time-series analysis, in which the data
being evaluated cover a number of time periods. In either analysis, the expert
may want to evaluate a specific hypothesis, usually relating to a question of
liability or to the determination of whether there is measurable impact of an
alleged violation. Thus, in a sex discrimination case, an expert may want to
evaluate a null hypothesis of no discrimination against the alternative hypothesis
that discrimination takes a particular form.* Alternatively, in an antitrust dam-
ages proceeding, the expert may want to testa null hypothesis of no legal impact
against the alternative hypothesis that there was an impact. In either type of case,
it is important to realize that rejection of the null hypothesis does not in itself
prove legal liability. It is possible to reject the null hypothesis and believe that an
alternative explanation other than one involving legal liability accounts for the
results.® : 4

Often, the null hypothesis is stated in terms of a particular regression coefficient
being equal to 0. For example, in a wage discrimination case, the null hypothesis
would be that there is no wage difference between sexes. If a negative difference
is observed (meaning that women are found to earn less than men, after the
expert has controlled statistically for legitimate alternative explanations), the dif-
ference is evaluated as to its statistical significance using the t-test.** The t-test
uses the t-statistic to evaluate the hypothesis that a model parameter takes on a

particular value, usually 0.

discrimination” in 2 of 37 statistical comparisons, but suggesting that “2 of 37 amounts to roughly 5%
and is hardly indicative of a pattern of discrimination”), affd, 67 F.3d 972 (D.C. Cir. 1995).

37. See International Bhd. of Teamsters v. United States, 431 U.S. 324 (1977) (the Court inferred
discrimination from overwhelming statistical evidence by a preponderance of the evidence).

38. Tests are also appropriate when comparing the outcomes of a set of employer decisions with
those that would have been obtained had the employer chosen differently from among the available
options. _

39. See David H. Kaye & David A. Freedman, Reference Guide on Statistics § IV.C.5, in this
manual.

40. The -test is strictly valid only if 2 number of important assumptions hold. However, for many
regression models, the test is approximately valid if the sample size is sufficiently large. See infra the
Appendix for a more complete discussion of the assumptions underlying multiple regression.
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2. What Is the Appropriate Level of Statistical Significance?

In most scientific work, the level of statistical significance required to reject the
null hypothesis (i.e., to obtain a statistically significant result) is set convention-
ally at .05, or 5%.* The significance level measures the probability that the null
hypothesis will be rejected incorrectly, assuming that the null hypothesis is true.
In general, the lower the percentage required for statistical significance, the
more difficult it is to reject the null hypothesis; therefore, the lower the prob-
ability that one will err in doing so. Although the 5% criterion is typical, report-
ing of more stringent 1% significance tests or less stringent 10% tests can also
provide useful information.

In doing a statistical test, it is useful to compute an observed significance
level, or p-value. The p-value associated with the null hypothesis that a regres-
sion coefficient is O is the probability that a coefficient of this magnitude or
larger could have occurred by chance if the null hypothesis were true. If the p-
value were less than or equal to 5%, the expert would reject the null hypothesis
in favor of the alternative hypothesis; if the p-value were greater than 5%, the
expert would fail to reject the null hypothesis.* '

3. Should Statistical Tests Be One-Tat_'led or Two-Tailed?

When the expert evaluates the null hypothesis that a variable of interest has no
association with a dependent variable against the alternative hypothesis that there
is an association, a two-tailed test, which allows for the effect to be either posi-
tive or negative, is usually appropriate. A one-tailed test would usually be ap-
plied when the expert believes, perhaps on the basis of other direct evidence
presented at trial, that the alternative hypothesis is either positive or negative,
but not both. For example, an expert might use a one-tailed test in a patent
infringement case if he or she strongly believes that the effect of the alleged
infringement on the price of the infringed product was either zero or negative.
(The sales of the infringing product competed with the sales of the infringed
product, thereby lowering the price.)

41. See, e.g., Palmer v. Shultz, 815 F.2d 84, 92 (D.C. Cir. 1987) (“the .05 level of significance . .
[is] certainly sufficient to support an inference of discrimination’ (quoting Segar v. Smith, 738 F. 2d
1249, 1283 (D.C. Cir. 1984), cert. denied, 471 U.S. 1115 (1985))).

42. The use of 1%, 5%, and, sometimes, 10% levels for determining statistical significance remains
a subject of debate. One might argue, for example, that when regression analysis is used in a price-fixing
antitrust case to test a relatively specific alternative to the null hypothesis (e.g., price-fixing), a some-
what lower level of confidence (a higher level of significance, such as 10%) might be appropriate.
Otherwise, when the alternative to the null hypothesis is less specific, such as the rather vague alterna-
tive of “effect” (e.g., the price increase is caused by the increased cost of production, increased demand,
a sharp increase in advertising, or price-fixing), a high level of confidence (associated with a low
significance level, such as 1%) may be appropriate. See, e.g., Vuyanich v. Republic Nat'l Bank, 505 F.
Supp. 224, 272 (N.D. Tex. 1980) (noting the “arbitrary nature of the adoption of the 5% level of
[statistical] significance” to be required in a legal context).
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Because using a one-tailed test produces p-values that are one-half the size of
p-values using a two-tailed test, the choice of a one-tailed test makes it easier for
the expert to reject a null hypothesis. Correspondingly, the choice of a two-
tailed test makes null hypothesis rejection less likely. Since there is some arbi-
trariness involved in the choice of an alternative hypothesis, courts should avoid
relying solely on sharply defined statistical tests.* Reporting the p-value or a
confidence interval should be encouraged, since it conveys useful information
to the court, whether or not a null hypothesis is rejected.

B. Are the Regression Results Robust?

The issue of robustness—whether regression results are sensitive to slight
modifications in assumptions (e.g., that the data are measured accurately)—is of
vital importance. If the assumptions of the regression model are valid, standard
statistical tests can be applied. However, when the assumptions of the model are
violated, standard tests can overstate or understate the significance of the results.

The violation of an assumption does not necessarily invalidate a regression
analysis, however. In some instances in which the assumptions of multiple re-
gression analysis fail, there are other statistical methods that are appropriate.
Consequently, experts should be encouraged to provide additional information
that goes to the issue of whether regression assumptions are valid, and if they are
not valid, the extent to which the regression results are robust. The following
questions highlight some of the more important assumptions of regression analysis.

1. What Evidence Exists That the Explanatory Variable Causes Changes in
the Dependent Variable?

In the multiple regression framework, the expert often assumes that changes in
explanatory variables affect the dependent variable, but changes in the depen-
dent variable do not affect the explanatory variables—that is, there is no feed-
back.* In making this assumption, the expert draws the conclusion that a corre-
lation between an explanatory variable and the dependent variable is due to the
effect of the former on the latter and not vice versa. Were the assumption not
valid, spurious correlation might cause the expert and the trier of fact to reach
the wrong conclusion.®

43. Courts have shown a preference for two-tailed tests. See, e.g., Palmer v. Shultz, 815 F.2d 84,
95-96 (D.C. Cir. 1987) (rejecting the use of one-tailed tests, the court found that because some appel-
lants were claiming overselection for certain jobs, a two-tailed test was more appropriate in Tite VII
cases). See also David H. Kaye & David A. Freedman, Reference Guide on Statistics § IV.C.2, in this
manual; Csicseri v. Bowsher, 862 F. Supp. 547, 565 (D.D.C. 1994) (finding that although a one-tailed
test is “not without merit,” a two-tailed test is preferable).

44. When both effects occur at the same time, this is described as “simultaneity.”

45. The assumption of no feedback is especially important in litigation, because it is possible for the
defendant (if responsible, for example, for price-fixing or discrimination) to affect the values of the
explanatory variables and thus to bias the usual statistical tests that are used in multiple regression.
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Figure 1 illustrates this point. In Figure 1(a), the dependent variable, Price, is oy

explained through a multiple regression framework by three explanatory vari-
ables, Demand, Cost, and Advertising, with no feedback. In Figure 1(b), there is
feedback, since Price affects Demand, and Demand, Cost, and Advertising affect
Price. Cost and Advertising, however, are not affected by Price. As 2 general
rule, there is no direct statistical test for determining the direction of causality;
rather, the expert, when asked, should be prepared to defend his or her assump-
tion based on an understanding of the underlying behavior of the firms or indi-
viduals involved.

Figure 1. Feedback

1(a). No Feedback

/ Demand

Price = Cost

\

Advertising

1(b). Feedback

Price < Cost

T

Demand

Advertising

Although there is no single approach that is entirely suitable for estimating
models when the dependent variable affects one or more explanatory variables,
one possibility is for the expert to drop the questionable variable from the re-
gression to determine whether the variable’s exclusion makes a difference. If it
does not, the issue becomes moot. Another approach is for the expert to expand
the multiple regression model by adding one or more equations that explain the
relationship between the explanatory variable in question and the dependent
variable.

Suppose, for example, that in a salary-based sex discrimination suit the
defendant’s expert considers employer-evaluated test scores to be an appropriate
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explanatory variable for the dependent variable, salary. If the plaintiff were to
provide information that the employer adjusted the test scores in a manner that
penalized women, the assumption that salaries were determined by test scores
and not that test scores were affected by salaries might be invalid. If it is clearly
inappropriate, the test-score variable should be removed from consideration.
Alternatively, the information about the employer’s use of the test scores could
be translated into a second equation in which a new dependent variable, test
score, is related to workers’ salary and sex. A test of the hypothesis that salary
and sex affect test scores would provide a suitable test of the absence of feed-

back.

2. To What Extent Are the Explanatory Variables Correlated with Each
Other?

It is essential in multiple regression analysis that the explanatory variable of in-
terest not be correlated perfectly with one or more of the other explanatory
variables. If there were perfect correlation between two variables, the expert
could not separate out the effect of the variable of interest on the dependent
variable from the effect of the other variable. Suppose, for example, that in a sex
discrimination suit a particular form of job experience is determined to be a
valid source of high wages. If all men had the requisite job experience and all
women did not, it would be impossible to tell whether wage differentials be-
tween men and women were due to sex discrimination or differences in expe-
rience.

When two or more explanatory variables are correlated perfectly—that is,
when there is perfect collinearity—one cannot estimate the regression param-
eters. When two or more variables are highly, but not perfectly, correlated—
that is, when there is multicollinearity—the regression can be estimated, but
some concerns remain. The greater the multicollinearity between two variables,
the less precise are the estimates of individual regression parameters (even though
there is no problem in estimating the joint influence of the two variables and all
other regression parameters). ,

Fortunately, the reported regression statistics take into account any multi-
collinearity that might be present.*® It is important to note as a corollary, how-
ever, that a failure to find a strong relationship between a variable of interest and
a dependent variable need not imply that there is no relationship.’ A relatively

46. See Denny v. Westfield State College, 669 F. Supp. 1146, 1149 (D. Mass. 1987) (The court
accepted the testimony of one expert that “the presence of multicollinearity would merely tend to
overestimate the amount of error associated with the estimate . . . . In other words, p-values will be
artificially higher than they would be if there were no multicollinearity present.”) (emphasis added).

47. If an explanatory variable of concern and another explanatory variable are highly correlated,
dropping the second variable from the regression can be instructive. If the coefficient on the explana-
tory variable of concern becomes significant, a relationship between the dependent variable and the
explanatory variable of concern is suggested.
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small sample, or even a large sample with substantial multicollinearity, may not
provide sufficiént information for the expert to determine whether there is a
relationship.

3. To What Extent Are Individual Errors in the Regression Model
Independent? -

If the expert calculated the parameters of a multiple regression model using as
data the entire population, the estimates might still measure the model’s popu-
lation parameters with error. Errors can arise for a number of reasons, including
(1) the failure of the model to include the appropriate explanatory variables; (2)
_ the failure of the model to reflect any nonlinearities that might be present; and
(3) the inclusion of inappropriate variables in' the model. (Of course, further
sources of error will arise if a sample, or subset, of the population is used to
estimate the regression parameters.) ’

1t is useful to view the cumulative effect of all of these sources of modeling

error as being represented by an additional variable, the error term, in the mul-

tiple regression model. An important assumption in multiple regression analysis
is that the error term and each of the explanatory variables are independent of
each other. (If the error term and an explanatory variable are independent, they
are not correlated with each other.) To the extent this is true, the expert can
estimate the parameters of the model without bias; the magnitude of the error
term will affect the precision with which a model parameter is estimated, but
will not cause that estimate to be consistently too high or too low. '

The assumption of independence may be inappropriate in a number of cir-
cumstances. In some instances, failure of the assumption makes multiple regres-
sion analysis an unsuitable statistical technique; in other instances, modifications
or adjustments within the regression framework can be made to accommodate
the failure.

The independence assumption may fail, for example, in a study of individual
behavior over time, in which an unusually high error value in one time period
is likely to lead to an unusually high value in the next time period. For example,
if an economic forecaster underpredicted this year’s Gross National Product, he
or she is likely to underpredict next year’s as well; the factor that caused the
prediction error (e.g., an incorrect assumption about Federal Reserve policy) is
likely to be a source of error in the future.

Alternatively, the assumption of independence may fail in a study of a group
of firms at a particular point in time, in which error terms for large firms are
systematically higher than error terms for small firms. For example, an analysis of
the profitability of firms may not accurately account for the importance of ad-
vertising as a source of increased sales and profits. To the extent that large firms
advertise more than small firms, the regression errors would be large for the
large firms and small for the small firms.
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In some instances, there are statistical tests that are appropriate for evaluating
the independence assumption.®® If the assumption has failed, the expert should
ask first whether the source of the lack of independence is the omission of an
important explanatory variable from the regression. If so, that variable should be
included when possible, or the potential effect of its omission should be esti-
mated when inclusion is not possible. If there is no important missing explana-
tory variable, the expert should apply one or more procedures that modify the
standard multiple regression technique to allow for more accurate estimates of
the regression parameters.*

4. To What Extent Are the Regression Results Sensitive to Individual Data
Points? : -

Estimated regression coefficients can be highly sensitive to particular data points.
Suppose, for example, that one data point deviates greatly from its expected
value, as indicated by the regression equation, whereas the remaining data points
show little deviation. It would not be unusual in this situation for the coefficients
in a multiple regression to change substantially if the data point in question were
removed from the sample.

Evaluating the robustness of multiple regression results is a complex endeavor.
Consequently, there is no agreed-on set of tests for robustness which analysts
should apply. In general, it is important to explore the reasons for unusual data
points. If the source is an error in recording data, the appropriate corrections can
be made. If all the unusual data points have certain characteristics in common
(e.g., they all are associated with a supervisor who consistently gives high ratings
in an equal-pay case), the regression model should be modified appropriately.

One generally useful diagnostic technique is to determine to what extent the
estimated parameter changes as each data point in the regression analysis is dropped
from the sample. An influential data point—a point that causes the estimated
parameter to change substantially—should be studied further to determine
whether mistakes were made in the use of the data or whether important ex-
planatory variables were omitted.*

48. In a time-series analysis, the correlation of error values over time, the serial correlation, can be
tested (in most instances) using a Durbin-Watson test. The possibility that some error terms are consis-
tently high in magnitude and others are systematically low, heteroscedasticity, can also be tested in a
number of ways. See, e.g., Pindyck & Rubinfeld, supra note 31, at 146-59. -

49. When serial correlation is present, a number of closely related statistical methods are appropri-
ate, including generalized differencing (a type of generalized least-squares) and maximum-likelihood
estimation. When heteroscedasticity is the problem, weighted least-squares and maximum-likelihood
estimation are appropriate. See, e.g., id. All these techniques are readily available in a number of statis-
tical computer packages. They also allow one to perform the appropriate statistical tests of the significance
of the regression coefficients.

50. A more complete and formal treatment of the robustness issue appears in David A. Belsley et al.,
Regression Diagnostics: Identifying Influential Data and Sources of Collinearity 22944 (1980). For a

199

Attachment 563-A

Staff/1301
Conway/24




UE 180

PGE’s Response to OPUC Data Request No. 563

Reference Manual on Scientific Evidence

5. To What Extent Are the Data Subject to Measurement Error?

In multiple regression analysis it is assumed that variables are measured accu-
rately.>! If there are measurement errors in the dependent variable, estimates of
regression parameters will be less accurate, though they will not necessarily be
biased. However, if one or more independent variables are measured with error,
the corresponding parameter estimates are likely to be biased, typically toward
zero.>? _

To understand why, suppose that the dependent variable, salary, is measured
without error, and the explanatory variable, experience, is subject to measure-
ment error. (Seniority or years of experience should be accurate, but the type of
experience is subject to error, since applicants may overstate previous job re-
sponsibilities.) As the measurement error increases, the estimated parameter as-
sociated with the experience variable will tend toward O, that is, eventually,
there will be no relationship between salary and experience.

It is important for any source of measurement error to be carefully evaluated.
In some circumstances, little can be done to correct the measurement-error
problem; the regression results must be interpreted in that light. In other cir-
cumstances, however, the expert can correct measurement error by finding a
new, more reliable data source. Finally, alternative estimation techniques (using
related variables that are measured without error) can be applied to remedy the
measurement-error problem in some situations.®

IV. The Expert

Multiple regression analysis is taught to students in extremely diverse fields,
including statistics, economics, political science, sociology, psychology, anthro-
pology, public health, and history. Consequently, any individual with substan-
tial training in and experience with multiple regression and other statistical meth-
ods may be qualified as an expert.>* A doctoral degree in a discipline that teaches
theoretical or applied statistics, such as economics, history, and psychology, usu-

useful discussion of the detection of outliers and the evaluation of influential data points, see R.D. Cook
& S. Weisberg, Residuals and Influence in Regression, in Monographs on Statistics and Applied Probability
(1982).

51. Inaccuracy can occur not only in the precision with which a particular variable is measured, but
also in the precision with which the variable to be measured corresponds to the appropriate theoretical
construct specified by the regression model.

52. Other coefficient estimates are likely to be biased as well.

53. See, e.g., Pindyck & Rubinfeld, supra note 31, at 178-98 (discussion of instrumental variables
estimation).

54. A proposed expert whose only statistical tool is regression analysis may not be able to judge
when a statistical analysis should be based on an approach other than regression analysis.
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ally signifies to other scientists that the proposed expert meets this preliminary
test of the qualification process.

The decision to qualify an expert in regression analysis rests with the court.
Clearly, the proposed expert should be able to demonstrate an understanding of
the discipline. Publications relating to regression analysis in peer-reviewed jour-
nals, active memberships in related professional organizations, courses taught on
regression methods, and practical experience with regression analysis can indi-
cate a professional’s expertise. However, the expert’s background and experi-
ence with the specific issues and tools that are applicable to a particular case
should also be considered during the qualification process.

V. Presentation of Statistical Evidence

The costs of evaluating statistical evidence can be reduced and the precision of
that evidence increased if the discovery process is used effectively. In evaluating
the admissibility of statistical evidence, courts should consider the following
issues:
1. Has the expert provided sufficient information to replicate the multiple
regression analysis?
2. Are the methodological choices that the expert made reasonable, or are
they arbitrary and unjustified?

A. What Disagreements Exist Regarding Data on Which the
Analysis Is Based?

In general, a clear and comprehensive statement of the underlying research
methodology is a requisite part of the discovery process. The expert should be
encouraged to reveal both the nature of the experimentation carried out and the
sensitivity of the results to the data and to the methodology. The following
suggestions are useful requirements that can substantially improve the discovery
process. _
1. To the extent possible, the parties should be encouraged to agree to use a
common database. Even if disagreement about the significance of the data
emains, early agreement on a common database can help focus the dis-
covery process on the important issues in the case.
2. A party that offers data to be used in statistical work, including multiple
regression analysis, should be encouraged to provide the following to the
other parties: (2) a hard copy of the data when available and manageable in

size, along with the underlying sources; (b) computer disks or tapes on

55. See also David H. Kaye & David A. Freedman, Reference Guide on Statistics § 1.C, in this
manual. .
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which the data are recorded; (c) complete documentation of the disks or
tapes; (d) computer programs that were used to generate the data (in hard
copy, on a computer disk or tape, or both); and (e) documentation of
such computer programs.

. A party offering data should make available the personnel involved in the
compilation of such data to answer the other parties’ technical questions
concerning the data and the methods of collection or compilation.

. A party proposing to offer an expert’s regression analysis at trial should ask
the expert to fully disclose: (a) the database and its sources;* (b) the method
of collecting the data; and (c) the methods of analysis. When possible, this
disclosure should be made sufficiently in advance of trial so that the op-
posing party can consult its experts and prepare cross-examination. The
court must decide on a case-by-case basis where to draw the disclosure
line.

. An opposing party should be given the opportunity to object to a data-
base or to a proposed method of analysis of the database to be offered at
trial. Objections may be to simple clerical errors or to more complex
issues relating to the selection of data, the construction of variables, and,
on occasion, the particular form of statistical analysis to be used. When-
ever possible, these objections should be resolved before trial.

. The parties should be encouraged to resolve differences as to the appro-
priateness and precision of the data to the extent possible by informal
conference. The court should make an effort to resolve differences before
trial.

B. What Database Informatzon and Analytical Procedures Will Aid

in Resolving Disputes over Statistical Studies?*

The following are suggested guidelines that experts should follow in presenting
database information and analytical procedures. Following these guidelines can
be helpful in resolving disputes over statistical studies.

1. The expert should state clearly the objectives of the study, as well as the

time frame to which it applies and the statistical populatmn to which the
results are being projected.

. The expert should report the units of observation (e.g., consumers, busi-
nesses, or employees).

56. These sources would include all variables used in the statistical analyses conducted by the ex-
pert, not simply those variables used in a final analysis on which the expert expects to rely.

57. For a more complete discussion of these requirements, see The Evolving Role of Statistical
Assessments as Evidence in the Courts app. F at 256 (Stephen E. Fienberg ed., 1989) (Recommended
Standards on Disclosure of Procedures Used for Statistical Studies to Collect Data Submitted in Evi-
dence in Legal Cases). ’
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The expert should clearly define each variable.

4. The expert should clearly identify the sample for which data are being
studied,® as well as the method by which the sample was obtained.

5. The expert should reveal if there are missing data, whether caused by a
lack of availability (e.g., in business data) or nonresponse (e.g., in survey
data), and the method used to handle the missing data (e.g., deletion of
observations).

6. The expert should report investigations that were made into errors associ-
ated with the choice of variables and assumptions underlying the regres-
sion model.

7. If samples were chosen randomly from a population (i.e., probability sam-
pling procedures were used),” the expert should make a good-faith effort
to provide an estimate of a sampling error, the measure of the difference
between the sample estimate of 2 parameter (such as the mean of a depen-
dent variable under study) and the (unknown) population parameter (the
population mean of the variable).®

8. If probability sampling procedures were not used, the expert should re-

port the set of procedures that were used to minimize sampling errors.

58. The sample information is important because it allows the expert to make inferences about the
underlying population. '

59. In probability sampling, each representative of the population has a known probability of being
in the sample. Probability sampling is ideal because it is highly structured, and in principle, it can be
replicated by others. Nonprobability sampling is less desirable because it is often subjective, relying to a
large extent on the judgment of the expert.

60. Sampling error is often reported in terms of standard errors or confidence intervals. See infra the
Appendix for details. )
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Appendix: The Basics of Multiple Regression

1. Introduction

This appendix illustrates, through examples, the basics of multiple regression
analysis in legal proceedings. Often, visual displays are used to describe the rela-
tionship between variables that are used in multiple regression analysis. Figure 2
is a scatterplot that relates scores on a job aptitude test (shown on the x-axis) and
job performance ratings (shown on the y-axis). Each point on the scatterplot
shows where a particular individual scored on the job aptitude test and how his
or her job performance was rated. For example, the individual represented by
Point A in Figure 2 scored 49 on the job aptitude test and had a job performance
rating of 62.

Figure 2. Scatterplot
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The relationship between two variables can be summarized by a correlation
coefficient, which ranges in value from —1 (a perfect negative relationship) to
+1 (a perfect positive relationship). Figure 3 depicts three possible relationships
between the job aptitude variable and the job performance variable. In Figure
3(a), there is a positive correlation: In general, higher job performance ratings
are associated with higher aptitude test scores, and lower job performance rat-
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ings are associated with lower aptitude test scores. In Figure 3(b), the correlation
is negative: Higher job performance ratings are associated with lower aptitude
test scores, and lower job performance ratings are associated with higher apti-
tude test scores. Positive and negative correlations can be relatively strong or
relatively weak. If the relationship is sufficiently weak, there is effectively no
correlation, as is illustrated in Figure 3(c).

Figure 3. Correlation
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Multiple regression analysis goes beyond the calculation of correlations; it is a
method in which a regression line is used to relate the average of one variable—
the dependent variable—to the values of other explanatory variables. As a result,
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regression analysis can be used to predict the values of one variable using the
values of others. For example, if average job performance ratings depend on
aptitude test scores, regression analysis can use information about test scores to
predict job performance.

A regression line is the best-fitting straight line through a set of points in a
scatterplot. If there is only one explanatory variable, the straight line is defined
by the equation

Y =a+bX ' O

In the equation above, a is the intercept of the line with the y-axis when X
equals 0, and b is the slope—the change in the dependent variable associated
with a 1-unit change in the explanatory varable. In Figure 4, for example,
when the aptitude test score is 0, the predicted (average) value of the job perfor-
mance rating is the intercept, 18.4. Also, for each additional point on the test
score, the job performance rating increases .73 units, which is given by the slope
.73. Thus, the estimated regression line is

Y =18.4 + .73X ' )

The regression line typically is estimated using the standard method of least-
squares, where the values of a and b are calculated so that the sum of the squared
deviations of the points from the line are minimized. In this way, positive devia-
tions and negative deviations of equal size are counted equally, and large devia-
tions are counted more than small deviations. In Figure 4 the deviation lines are
vertical because the equation is predicting job performance ratings from apti-
tude test scores, not aptitude test scores from job performance ratings.
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Figure 4. Regression Line
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The important variables that systematically might influence the dependent
variable, and for which data can be obtained, typically should be included ex-
plicitly in a statistical model. All remaining influences, which should be small
individually, but can be substantial in the aggregate, are included in an addi-
tional random error term.®! Multiple regression is a procedure that separates the
systematic effects (associated with the explanatory variables) from the random
effects (associated with the error term) and also offers a method of assessing the

success of the process.

II. Linear Regression Model

When there is an arbitrary number of explanatory variables, the linear regression

model takes the following form:

Y=B,+BX +BX,+...+BX . +e ‘ 3)

where Y represents the dependent variable, such as the salary of an employee,
and X, . . . X, represent the explanatory variables (e.g., the experience of each

61. Itis clearly advantageous for the random component of the regression felationship to be small
relative to the variation in the dependent variable.
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employee and his or her sex, coded as a 1 or 0, respectively). The error term, €,
represents the collective unobservable influence of any omitted variables. In a
linear regression, each of the terms being added involves unknown parameters,
By Bys - - - B, which are estimated by “fitting” the equation to the data using
least-squares.

Most statisticians use the least-squares regression technique because of its sim-
plicity and its desirable statistical properties. As a result, it also is used frequently
in legal proceedings.

A. An Example

Suppose an expert wants to analyze the salaries of women and men at a large
publishing house to discover whether a difference in salaries between employees
with similar years of work experience provides evidence of discrimination.®® To
begin with the simplest case, Y, the salary in dollars per year, represents the
dependent variable to be explained, and X represents the explanatory vari-
able—the number of years of experience of the employee. The regression model
would be written

Y =B,+BX +¢ : (4)

In equation (4), B, and B, are the parameters to be estimated from the data,
and € is the random error term. The parameter B is the average salary of all
employees with no experience. The parameter B, measures the average effect of
an additional year of experience on the average salary of employees.

B. Regression Line

Once the parameters in a regression equation, such as equation (3), have been
estimated, the fitted values for the dependent variable can be calculated. If we
denote the estimated regression parameters, or regression coefficients, for the
model in equation (3) by bo, by, ... b,, the fitted values for Y, denoted Q, are
given by :

Y =b+ b X, + X+ b, O

62. The variables themselves can appear in many different forms. For example, Y might represent
the logarithm of an employee’s salary, and X, might represent the logarithm of the employee’s years of
experience. The logarithmic representation is appropriate when Y increases exponentially as X in-
creases—for each unit increase in X, the corresponding increase in Y becomes larger and larger. For
example, if an expert were to graph the growth of the U.S. population (Y) over time ({), an equation of
the form
log (Y) = B, + B log() might be appropriate.

63. The regression results used in this example are based on data for 1,715 men and women, which
were used by the defense in a sex discrimination case against the New York Times that was settled in
1978. Professor Orley Ashenfelter, of the Department of Economics, Princeton University, provided
the data.
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Figure 5 illustrates this for the example involving a single explanatory vari-
able. The data are shown as a scatter of points; salary is on the vertical axis, and
years of experience is on the horizontal axis. The estimated regression line is
drawn through the data points. It is given by

¥ = $15,000 + $2,000X, (6)

Thus, the fitted value for the salary associated with an individual’s years of expe-
rience X, is given by '

¥ = b, + b,X,, (at Point B). )

The intercept of the straight line is the average value of the dependent vari-
able when the explanatory variable or variables are equal to 0; the intercept b, is
shown on the vertical axis in Figure 5. Similarly, the slope of the line measures
the (average) change in the dependent variable associated with a unit increase in
an explanatory variable; the slope b, also is shown. In equation (6), the intercept
$15,000 indicates that employees with no experience earn $15,000 per year.
The slope parameter implies that each year of experience adds $2,000 to an
“average” employee’s salary.

Figure 5. Goodness-of-Fit

30 Residual (Y; —3,\(1) .

Salary (Thousands of Dollars) (Y)

| | T | | |
1 2 3 4 5 6

Years of Experience (Xi)
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Now, suppose that the salary variable is related simply to the sex of the em-
ployee. The relevant indicator variable, often called a dummy variable, is X,
which is equal to 1 if the employee is male, and 0 if the employee is female.
Suppose the regression of salary Y on X, yields the following result:

= $30,449 + $10,979X.. The coefficient $10,979 measures the dlﬂ'erence
between the average salary of men and the average salary of women.®

1. Regression Residuals

For each data point, the regression residual is the difference between the actual
values and fitted values of the dependent variable. Suppose, for example, that
we are studying an individual with three years of experience and a salary of
$27,000. According to the regression line in Figure 5, the average salary of an
individual with three years of experience is $21,000. Since the individual’s salary
is $6,000 higher than the average salary, the residual (the individual’s salary
minus the average salary) is $6,000. In general, the residual e associated with a
data point, such as Point A in Figure 5, is givenby e =Y, — Y Each data point
in the figure has a residual, which is the error made by the least—squares regres-
sion method for that individual.

2. Nonlinearities

Nonlinear models account for the possibility that the effect of an explanatory
variable on the dependent variable may vary in magnitude as the level of the
explanatory variable changes. One useful nonlinear model uses interactions among
variables to produce this effect. For example, suppose that

S =B, + B,SEX + B,EXP + B,(EXP)(SEX) + € ®)

where S is annual salary, SEX is equal to 1 for women and O for men, EXP
represents years of job experience, and € is a random error term. The coefficient
B, measures the difference in average salary (across all experience levels) be-
tween men and women for employees with no experience. The coefficient B,

measures the effect of experience on salary for men (when SEX = 0), and the
coefficient B, measures the difference in the effect of experience on salary be-
tween men and women. It follows, for example, that the effect of one year of
experience on salary for men is B,, whereas the comparable effect for women is

B,+ B,

64. To understand why, note that when X, equals 0, the average salary for women is $30,449 +
$10,979 x 0 = $30,449. Correspondingly, when X, equals 1, the average salary for men is $30,449 +
$10,979 x 1 = $41,428. The difference, $41,428 — $30,449, is $10,979.

65. Estimating a regression in which there are interaction terms for all explanatory variables, as in
equation (8), is essentially the same as estimating two separate regressions, one for men and one for
women.
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III. Interpreting Regression Results

To explain how regression results are interpreted, we can expand the earlier
example associated with Figure 5 to consider the possibility of an additional
explanatory variable—the square of the number of years of experience, X,. The
X, variable is designed to capture the fact that for most individuals, salaries in-
crease with experience, but eventually salaries tend to level off. The estimated
regression line using the third additional explanatory variable, as well as the first
explanatory variable for years of experience (X,) and the dummy variable for sex
(X)), 1

¥ = $14,085 + $2,323X, + $1,675X, — $36X, ©)

The importance of including relevant explanatory variables in a regression
model is illustrated by the change in the regression results after the X, and X,
variables are added. The coefficient on the variable X, measures the difference
.0 the salaries of men and women while holding the effect of experience con-
stant. The differential of $1,675 is substantially lower than the previously mea-
sured differential of $10,979. Clearly, failure to control for job experience in
this example leads to an overstatement of the difference in salaries between men
and women.

Now consider the interpretation of the explanatory variables for experience,
X, and X,. The positive sign on the X, coefficient shows that salary increases
with experience. The negative sign on the X, coefficient indicates that the rate
of salary increase decreases with experience. To determine the combined eftect
of the variables X, and X, some simple calculations can be made. For example,
consider how the average salary of women (X, = 0) changes with the level of
experience. As experience increases from O to 1 year, the average salary increases
by $2,251, from $14,085 to $16,336. However, women with 2 years of experi-
ence earn only $2,179 more than women with 1 year of experience, and women
with 3 years of experience earn only $2,127 more than women with 2 years.
Furthermore, women with 7 years of experience earn $28,582 per year, which
is only $1,855 more than the $26,727 earned by women with 6 years of experi-
ence.% Figure 6 illustrates the results; the regression line shown is for women’s
salaries; the corresponding line for men’s salaries would be parallel and $1,675
higher.

66. These numbers can be calculated by substituting different values of X, and X, in equation (9).
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IV. Determining the Precision of the Regression Results

Least-squares regression provides not only parameter estimates that indicate the
direction and magnitude of the effect of a change in the explanatory variable on
the dependent variable, but also an estimate of the reliability of the parameter
estimates and a measure of the overall goodness-of-fit of the regression model.
Each of these factors is considered in turn.

A. Standard Errors of the Coefficients and t-Statistics

Estimates of the true but unknown parameters of a regression model are num-
bers that depend on the particular sample of observations under study. If a dif-
ferent sample were used, a different estimate would be calculated.” If the expert
continued to collect more and more samples and generated additional estimates,
as might happen when new data became available over time, the estimates of
each parameter would follow a probability distribution (i.e., the expert could
determine the percentage or frequency of the time that each estimate occurs).
This probability distribution can be summarized by a mean and a measure of

67. The least-squares formula that generates the estimates is called the least-squares estimator, and
its values vary from sample to sample.
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dispersion around the mean, a standard deviation, which usually is referred to as
the standard error of the coefficient, or the standard error (SE).®

Suppose, for example, that an expert is interested in estimating the average
price paid for a gallon of unleaded gasoline by consumers in a particular geo-
graphic area of the United States at a particular point in time. The mean price
for a sample of ten gas stations might be $1.25, while the mean for another
sample might be $1.29, and the mean for a third, $1.21. On this basis, the expert
also could calculate the overall mean price of gasoline to be $1.25 and the stan-
dard deviation to be $0.04.

Least-squares regression generalizes this result, by calculating means whose
values depend on one or more explanatory variables. The standard error of a
regression coefficient tells the expert how much parameter estimates are likely
to vary from sample to sample. The greater the variation in parameter estimates
from sample to sample, the larger the standard error and consequently the less
reliable the regression results. Small standard errors imply results that are likely
to be similar from sample to sample, whereas results with large standard errors
show more variability.

Under appropriate assumptions, the least-squares estimators provide “best”
determinations of the true underlying parameters.®® In fact, least-squares has
several desirable properties. First, least-squares estimators are unbiased. Intu-
itively, this means that if the regression were calculated over and over again with
different samples, the average of the many estimates obtained for each coefficient
would be the true parameter. Second, least-squares estimators are consistent; if
the sample were very large, the estimates obtained would come close to the true
parameters. Third, least-squares is efficient, in that its estimators have the small-
est variance among all (linear) unbiased estimators.

If the further assumption is made that the probability distribution of each of
the error terms is known, statistical statements can be made about the precision
of the coefficient estimates. For relatively large samples (often, thirty or more
data points will be sufficient for regressions with a small number of explanatory
‘'variables), the probability that the estimate of a parameter lies within an interval
of 2 standard errors around the true parameter is approximately .95, or 95%. A
frequent, although not always appropriate, assumption in statistical work is that
the error term follows a normal distribution, from which it follows that the
estimated parameters are normally distributed. The normal distribution has the

68. See David H. Kaye & David A. Freedman, Reference Guide on Statistics § IV.A, in this manual.

69. The necessary assumptions of the regression model include (a) the model is specified correctly;
(b) errors associated with each observation are drawn randomly from the same probability distribution
and are independent of each other; (c) errors associated with each observation are independent of the
corresponding observations for each of the explanatory variables in the model; and (d) no explanatory
variable is correlated perfectly with a combination of other variables.
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property that the area within 1.96 standard errors of the mean is equal to 95% of
the total area. Note that the normality assumption is not necessary for least-
squares to be used, since most of the properties of least-squares apply regardless
of normality.

In general, for any parameter estimate b, the expert can construct an interval
around b such that there is a 95% probability that the interval covers the true
parameter. This 95% confidence interval” is given by

b+ 1.96 x (SE of b) (o)™

The expert can test the hypothesis that a parameter is actually equal to 0 (often
stated as testing the null hypothesis) by looking at its -statistic, which is defined
as
b

t= _Sf(lx (1 1)
If the t-statistic is less than 1.96 in magnitude, the 95% confidence interval
around b must include 0.7 Because this means that the expert cannot reject the
hypothesis that B equals 0, the estimate, whatever it may be, is said to be not
statistically significant. Conversely, if the t-statistic is greater than 1.96 in abso-
lute value, the expert concludes that the true value of B is unlikely to be 0
(intuitively, b is “too far” from 0 to be consistent with the true value of B being
0). In this case, the expert rejects the hypothesis that B equals 0 and calls the
estimate statistically significant. If the null hypothesis B equals O is true, using a
95% confidence level will cause the expert to falsely reject the null hypothesis
5% of the time. Consequently, results often are said to be significant at the 5%
level.”

As an example, consider a more complete set of regression results associated
with the salary regression described in equation (9):

= §14,085 + $2,323X, + $1,675X, ~ $36X,
(1,577)  (140)  (1.435)° (3.4) (12)
t= 89 16.5 12 -108

The standard error of each estimated parameter is given in parentheses directly

70. Confidence intervals are used commonly in statistical analyses because the expert can never be
certain that a parameter estimate is equal to the true population parameter.

71. If the number of data points in the sample is small, the standard error must be multiplied by a
number larger than 1.96.

72. The t-statistic applies to any sample size. As the sample gets large, the underlying distribution,
which is the source of the ¢-statistic (the student’s ¢ distribution), approximates the normal distribution.

73. A t-statistic of 2.57 in magnitude or greater is associated with a 99% confidence level, or a 1%
level of significance, that includes a band of 2.57 standard deviations on either side of the estimated
coeflicient.
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below the parameter, and the corresponding t-statistics appear below the stan-
dard error values. A

Consider the coefficient on the dummy variable X, It indicates that $1,675 is
the best estimate of the mean salary difference between men and women. How-
ever, the standard error of $1,435 is large in relation to its coefficient $1,675.
Because the standard error is relatively large, the range of possible values for
measuring the true salary difference, the true parameter, is great. In fact, a 95%
confidence interval is given by

$1,675 = 1,435 x 1.96 = $1,675 + $2,813 (13)

In other words, the expert can have 95% confidence that the true value of the
coefficient lies between —$1,138 and $4,488. Because this range includes 0, the
effect of sex on salary is said to be insignificantly different from 0 at the 5% level.
The ¢t value of 1.2 is equal to $1,675 divided by $1,435. Because this t-statistic is
less than 1.96 in magnitude (a condition equivalent to the inclusion of a 0 in the
above confidence interval), the sex variable again is said to be an insignificant
determinant of salary at the 5% level of significance.

Note also that experience is a highly significant determinant of salary, since
both the X, and the X| variables have t-statistics substantially greater than 1.96 in
magnitude. More experience has a significant positive effect on salary, but the
size of this effect diminishes significantly with experience.

B. Goodness-of-Fit

Reported regression results usually contain not only the point estimates of the
parameters and their standard errors or t-statistics, but also other information
that tells how closely the regression line fits the data. One statistic, the standard
error of the regression (SER), is an estimate of the overall size of the regression
residuals.”* An SER of 0 would occur only when all data points lie exactly on
the regression line—an extremely unlikely possibility. Other things being equal,
the larger the SER, the poorer the fit of the data to the model.

For a normally distributed error term, the expert would expect approximately
95% of the data points to lie within 2 SERs of the estimated regression line, as
shown in Figure 7 (in Figure 7, the SER is approximately $5,000).

R-square (R?) is a statistic that measures the percentage of variation in the
dependent variable that is accounted for by all the explanatory variables.” Thus,
R?provides a measure of the overall goodness-of-fit of the multiple regression
equation.” Its value ranges from O to 1. An R?of 0 means that the explanatory

74. More specifically, it is a measure of the standard deviation of the regression error e. It sometimes
is called the root mean square error of the regression line.

75. The variation is the square of the difference between each Y value and the average Y value,
summed over all the Y values.

76. R?and SER provide similar information, because R? is approximately equal to
1 — SER?/Variance of Y.
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variables explain none of the variation of the dependent variable; an R?of 1
means that the explanatory variables explain all of the variation. The R*associ-
ated with equation (12) is .56. This implies that the three explanatory variables
explain 56% of the variation in salaries.

Figure 7. Standard Error of the Regression

Regression line —

2 SERs

Salary (Y)

Experience (X)

What level of R?, if any, should lead to a conclusion that the model is satisfac-
tory? Unfortunately, there is no clear-cut answer to this question, since the
magnitude of R? depends on the characteristics of the data being studied and, in
particular, whether the data vary over time or over individuals. Typically, an R?
is low in cross-section studies in which differences in individual behavior are
explained. It is likely that these individual differences are caused by many factors
that cannot be measured. As a result, the expert cannot hope to explain most of
the variation. In time-series studies, in contrast, the expert is explaining the
movement of aggregates over time. Since most aggregate time series have sub-
stantial growth, or trend, in common, it will not be difficult to “explain” one
time series using another time series, simply because both are moving together.
It follows as a corollary that a high R?does not by itself mean that the variables
included in the model are the appropriate ones.

As a general rule, courts should be reluctant to rely solely on a statistic such as
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R’to choose one model over another. Alternative procedures and tests are avail-
able.”

C. Sensitivity of Least-Squares Regression Results

The least-squares regression line can be sensitive to extreme data points. This
sensitivity can be seen most easily in Figure 8. Assume initially that there are
only three data points, A, B, and C, relating information about X to the vari-
able Y. The least-squares line describing the best-fitting relationship between
Points A, B, and C is represented by Line 1. Point D is called an outlier because
it lies far from the regression line that fits the remaining points. When a new,
best-fitting least-squares line is reestimated to include Point D, Line 2 is ob-
tained. Figure 8 shows that the outlier Point D is an influential data point, since
it has a dominant effect on the slope and intercept of the least-squares line.
Because least squares attempts to minimize the sum of squared deviations, the
sensitivity of the line to individual points sometimes can be substantial.”®

Figure 8. Least-Squares Regression

Line 1

77. These include F-tests and specification error tests. See Pindyck & Rubinfeld, supra note 31, at
88-95, 128-36, 194-98.

78. This sensitivity is not always undesirable. In some instances it may be much more important to
predict Point D when a big change occurs than to measure the effects of small changes accurately.

217

Attachment 563-A




UE 180

PGE’s Response to OPUC Data Request No. 563

Reference Manual on Scientific Evidence

What makes the influential data problem even more difficult is that the effect
of an outlier may not be seen readily if deviations are measured from the final
regression line. The reason is that the influence of Point D on Line 2 is so
substantial that its deviation from the regression line is not necessarily larger than
the deviation of any of the remaining points from the regression line.” Al-
though they are not as popular as least-squares, alternative estimation techniques
that are less sensitive to outliers, such as robust estimation, are available.

V. Reading Multiple Regression Computer Output

Statistical computer packages that report multiple regression analyses vary to
some extent in the information they provide and the form that the information
takes. Table 1 contains a sample of the basic computer output that is associated
with equation (9).

Table 1. Regression Output

Dependent Variable: Y SSE 62346266124 FTest 174.71
DFE 561 Prob > F 0.0001
MSE 111134164 R? 0.556
Parameter

Variable DF Estimate Standard Error  t-stat Prob >|¢|

Intercept 1 _ 14084.89 1577.484 8.9287 .0001

Xy 1 2323.17 140.70 16.5115 .0001

X, 1 1675.11 1435.422 1.1670 2437

X 1 -36.71 3.41 -10.7573 .0001

Note: SSE.= sum of squared errors; DFE = degrees of freedom associated with the error term; MSE = mean
square error; DF = degrees of freedom; t-stat = t-statistic; Prob = probability.

In the lower portion of Table 1, note that the parameter estimates, the stan-
dard errors, and the t-statistics match the values given in equation (12).%° The
variable “Intercept” refers to the constant term by in the regression. The column
“DF” represents degrees of freedom. The “1” signifies that when the computer
calculates the parameter estimates, each variable that is added to the linear re-
gression adds an additional constraint that must be satisfied. The column labeled
“Prob > |¢|” lists the two-tailed p-values associated with each estimated param-

79. The importance of an outlier also depends on its location in the data set. Qutliers associated
with relatively extreme values of explanatory variables are likely to be especially influential. See, e.g.,
Fisher v. Vassar College, 70 F.3d 1420, 1436 (2d Cir. 1995) (court required to include assessment of
“service in academic community,” since concept was too amorphous and not a significant factor in
tenure review), rev’d on other grounds, 114 F.3d 1332 (2d Cir. 1997) (en banc).

80. Computer programs give results to more decimal places than are meaningful. This added detail
should not be seen as evidence that the regression results are exact.
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eter; the p-value measures the observed significance level—the probability of
getting a test statistic as extreme or more extreme than the observed number if
the model parameter is in fact 0. The very low p-values on the variables X, and
X, imply that each variable is statistically significant at less than the 1% level—
both highly significant results. In contrast, the X, coefficient is only significant at
the 24% level, implying that it is insignificant at the traditional 5% level. Thus,
the expert cannot reject with confidence the null hypothesis that salaries do not
differ by sex after the expert has accounted for the effect of experience.

The top portion of Table 1 provides data that relate to the goodness-of-fit of
the regression equation. The sum of squared errors (SSE) measures the sum of
the squares of the regression residuals—the sum that is minimized by the least-

‘squares procedure. The degrees of freedom associated with the error term (DEE)
is given by the number of observations minus the number of parameters that
were estimated. The mean square error (MSE) measures the variance of the
error term (the square of the standard error of the regression). MSE is equal to
SSE divided by DFE.

The R? of 0.556 indicates that 55.6% of the variation in salaries is explained

by the regression variables, X, X, and X,. Finally, the F-test is a test of the null

hypothesis that all regression coefficients (except the intercept) are jointly equal
to O—that there is no association between the dependent variable and any of the
explanatory variables. This is equivalent to the null hypothesis that R%is equal to
0. In this case, the F-ratio of 174.71 is sufficiently high that the expert can reject
the null hypothesis with a very high degree of confidence (i.e., with a 1% level
of significance).

V1. Forecasting

In general, a forecast is a prediction made about the values of the dependent
variable using information about the explanatory variables. Often, ex ante fore-
casts are performed; in this situation, values of the dependent variable are pre-
dicted beyond the sample (e.g., beyond the time period in which the model has
been estimated). However, ex post forecasts are frequently used in damage analy-
ses.®! An ex post forecast has a forecast period such that all values of the depen-
dent and explanatory variables are known; ex post forecasts can be checked
against existing data and provide a direct means of evaluation.

For example, to calculate the forecast for the salary regression discussed above,
the expert uses the estimated salary equation

¥ = $14,085 + $2,323X, + $1,675X, - $36X, (14)

81. Frequently, in cases involving damages, the question arises, what the world would have been
like had a certain event not taken place. For example, in a price-fixing antitrust case, the expert can ask
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To predict the salary of a man with two years’ experience, the expert calculates

$(2) = $14,085 + (§2,323 X 2) + $1,675 - (§36 X 2?) = $20,262 (15)

The degree of accuracy of both ex ante and ex post forecasts can be calculated
provided that the model specification is correct and the errors are normally
distributed and independent. The statistic is known as the standard error of
forecast (SEF). The SEF measures the standard deviation of the forecast error
that is made within a sample in which the explanatory variables are known with
certainty.®2 The SEF can be used to determine how accurate a given forecast is.
In equation (15), the SEF associated with the forecast of $20,262 is approxi-
mately $5,000. If a large sample size is used, the probability is roughly 95% that
the predicted salary will be within 1.96 standard errors of the forecasted value.
In this case, the appropriate 95% interval for the prediction is $10,822 to $30,422.
Because the estimated model does not explain salaries effectively, the SEF is
large, as is the 95% interval. A more complete model with additional explana-

“tory variables would result in a lower SEF and a smaller 95% interval for the
prediction.

There is a danger when using the SEF, which applies to the standard errors of
the estimated coefficients as well. The SEF is calculated on the assumption that
the model includes the correct set of explanatory variables and the correct func-
tional form. If the choice of variables or the functional form is wrong, the esti-
mated forecast error may be misleading. In some instances, it may be smaller,
perhaps substantially smaller, than the true SEF; in other instances, it may be
larger, for example, if the wrong variables happen to capture the effects of the
correct variables.

The difference between the SEF and the SER is shown in Figure 9. The
SER_ measures deviations within the sample. The SEF is more general, since it
calculates deviations within or without the sample period. In general, the differ-
ence between the SEF and the SER increases as the values of the explanatory
variables increase in distance from the mean values. Figure 9 shows the 95%
prediction interval created by the measurement of 2 SEFs about the regression
line.

what the price of a product would have been had a certain event associated with the price-fixing
agreement not occurred. If prices would have been lower, the evidence suggests impact. If the expert
can predict how much lower they would have been, the data can help the expert develop a numerical
estimate of the amount of damages.

82. There are actually two sources of error implicit in the SEF. The first source arises because the
estimated parameters of the regression model may not be exactly equal to the true regression param-
eters. The second source is the error term itself; when forecasting, the expert typically sets the error
equal to 0 when a turn of events not taken into account in the regression model may make it appropri-
ate to make the error positive or negative. ’
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Glossary of Terms

The following terms and definitions are adapted from a variety of sources, in-
cluding A Dictionary of Epidemiology (John M. Last et al. eds., 3d ed. 1995)
and Robert S. Pindyck & Daniel L. Rubinfeld, Econometric Models and Eco-
nomic Forecasts (4th ed. 1998).

alternative hypothesis. See hypothesis test.

association. The degree of statistical dependence between two or more events
or variables. Events are said to be associated when they occur more frequently
together than one would expect by chance.

bias. Any effect at any stage of investigation or inference tending to produce
results that depart systematically from the true values (i.e., the results are
either too high or too low). A biased estimator of a parameter differs on
average from the true parameter.

- coefficient. An estimated regression parameter.

confidence interval. An interval that contains a true regression parameter
with a given degree of confidence.

consistent estimator. An estimator that tends to become more and more
accurate as the sample size grows. :

correlation. A statistical means of measuring the association between variables.
Two variables are correlated positively if, on average, they move in the same
direction; two variables are correlated negatively if, on average, they move in
‘opposite directions.

cross-section analysis. A type of multiple regression analysis in which each
data point is associated with a different unit of observation (e.g., an individual
or a firm) measured at 2 particular point in time.

degrees of freedom (DF). The number of observations in a sample minus the
number of estimated parameters in a regression model. A useful statistic in
hypothesis testing.

dependent variable. The variable to be explained or predicted in a multiple
regression model. ‘

dummy variable. A variable that takes on only two values, usually 0 and 1,
with one value indicating the presence of a characteristic, attribute, or effect
(1) and the other value indicating its absence (0).

efficient estimator. An estimator of a parameter that produces the greatest
precision possible.

error term. A variable in a multiple regression model that represents the cumu-
lative effect of 2 number of sources of modeling error.
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estimate. The calculated value of a parameter based on the use of a particular
sample.

estimator. The sample statistic that estimates the value of a population parame-
ter (e.g., a regression parameter); its values vary from sample to sample.

ex ante forecast. A prediction about the values of the dependent variable that
go beyond the sample; consequently, the forecast must be based on predic-
tions for the values of the explanatory variables in the regression model.

explanatory variable. A variable that is associated with changes in a depen-
dent variable.

ex post forecast. A prediction about the values of the dependent variable
made during a period in which all the values of the explanatory and depen-
dent variables are known. Ex post forecasts provide a useful means of evalu-
ating the fit of a regression model.

F-test. A statistical test (based on an F-ratio) of the null hypothesis that a group
of explanatory variables are jointly equal to 0. When applied to all the explana-
tory variables in a multiple regression model, the F-test becomes a test of the
null hypothesis that R*equals 0.

feedback. When changes in an explanatory variable affect the values of the
dependent variable, and changes in the dependent variable also affect the
explanatory variable. When both effects occur at the same time, the two
variables are described as being determined simultaneously.

fitted value. The estimated value for the dependent variable; in a linear regres-
sion this value is calculated as the intercept plus a weighted average of the
values of the explanatory variables, with the estimated parameters used as
weights.

heteroscedasticity. When the error associated with a multiple regression model
has a nonconstant variance; that is, the error values associated with some
observations are typically high, whereas the values associated with other ob-
servations are typically low.

hypothesis test. A statement about the parameters in a multiple regression
model. The null hypothesis may assert that certain parameters have specified
values or ranges; the alternative hypothesis would specify other values or
ranges.

independence. When two variables are not correlated with each other (in the
population).

independent variable. An explanatory variable that affects the dependent vari-
able but is not affected by the dependent variable.

influential data point. A data point whose deletion from a regression sample
causes one or more estimated regression parameters to change substantially.
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interaction variable. The product of two explanatory variables in a regression -

model. Used in a particular form of nonlinear model.

intercept. The value of the dependent variable when each of the explanatory
variables takes on the value of 0 in a regression equation.

least-squares. A common method for estimating regression parameters. Least-
squares minimizes the sum of the squared differences between the actual val-
ues of the dependent variable and the values predicted by the regression equa-
tion.

linear regression model. A regression model in which the effect of a change

in each of the explanatory variables on the dependent variable is the same, no
matter what the values of those explanatory variables.

mean (sample). An average of the outcomes associated with a probability
distribution, where the outcomes are weighted by the probability that each
will occur.

mean square error (MSE). The estimated variance of the regression error,
calculated as the average of the sum of the squares of the regression residuals.

model. A representation of an actual situation.

multicollinearity. When two or more variables are highly correlated in a mul-
tiple regression analysis. Substantial multicollinearity can cause regression pa-
rameters to be estimated imprecisely, as reflected in relatively high standard
errors. ‘

multiple regression analysis. A statistical tool for understanding the relation-
ship between two or more variables.

nonlinear regression model. A model having the property that changes in
explanatory variables will have differential effects on the dependent variable
as the values of the explanatory variables change.

normal distribution. A bell-shaped probability distribution having the prop-
erty that about 95% of the distribution lies within two standard deviations of
the mean.

null hypothesis. In regression analysis the null hypothesis states that the results
observed in a study with respect to a particular variable are no different from
what might have occurred by chance, independent of the effect of that vari-
able. See hypothesis test.

one-tailed test. A hypothesis test in which the alternative to the null hypoth-
esis that a parameter is equal to 0 is for the parameter to be either positive or
negative, but not both. ‘

outlier. A data point that is more than some appropriate distance from a regres-
sion line that is estimated using all the other data points in the sample.
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p-value. The significance level in a statistical test; the probability of getting a
test statistic as extreme or more extreme than the observed value. The larger
the p-value, the more likely the null hypothesis is true.

parameter. A numerical characteristic of a population or a model.

perfect collinearity. When two or more explanatory variables are correlated
perfectly.

population. All the units of interest to the researcher; also, universe.

practical significance. Substantive importance. Statistical significance does
not ensure practical significance, since, with large samples, small differences
can be statistically significant.

probability distribution. The process that generates the values of a random
variable. A probability distribution lists all possible outcomes and the prob-
ability that each will occur.

probability sampling. A process by which a sample of a population is chosen
so that each unit of observation has a known probability of being selected.

random error term. A term in a regression model that reflects random error
(sampling error) that is due to chance. As a consequence, the result obtained
in the sample differs from the result that would be obtained if the entire
population were studied.

regression coefficient. Also, regression parameter. The estimate of a popula-
tion parameter obtained from a regression equation that is based on a particu-
lar sample.

regression residual. The difference between the actual value of a dependent
variable and the value predicted by the regression equation.

robust estimation. An alternative to least-squares estimation that is less sensi-
tive to outliers.

robustness. A statistic or procedure that does not change much when data or
assumptions are slightly modified is robust.

R-square (R?). A statistic that measures the percentage of the variation in the
dependent variable that is accounted for by all of the explanatory variables in
a regression model. R-square is the most commonly used measure of good-
ness-of-fit of a regression model.

sample. A selection of data chosen for a study; a subset of a population.

sampling error. A measure of the difference between the sample estimate of a
parameter and the population parameter.

scattérplot. A graph showing the relationship between two variables in a study;
each dot represents one subject. One variable is plotted along the horizontal
axis; the other variable is plotted along the vertical axis.
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serial correlation. The correlation of the values of regression errors over time.

slope. The change in the dependent variable associated with a 1-unit change in
an explanatory variable.

spurious correlation. When two variables are correlated, but one is not the
cause of the other.

standard deviation. The square root of the variance of a random variable. The
variance is a measure of the spread of a probability distribution about its
mean; it is calculated as a weighted average of the squares of the deviations of
the outcomes of a random variable from its mean.

standard error of the coefficient; standard error (SE). A measure of the
variation of a parameter estimate or coefficient about the true parameter. The
standard error is a standard deviation that is calculated from the probability
distribution of estimated parameters.

standard error of forecast (SEF). An estimate of the standard deviation of
the forecast error; it is based on forecasts made within a sample in which the
values of the explanatory variables are known with certainty.

standard error of the regression (SER). An estimate of the standard devia-
tion of the regression error; it is calculated as an average of the squares of the
residuals associated with a particular multiple regression analysis.

statistical significance. A test used to evaluate the degree of association be-

tween a dependent variable and one or more explanatory variables. If the
calculated p-value is smaller than 5%, the result is said to be statistically
significant (at the 5% level). If p is greater than 5%, the result is statistically
insignificant (at the 5% level).

t-statistic. A test statistic that describes how far an estimate of a parameter is
from its hypothesized value (i.e., given a null hypothesis). If a ¢-statistic is
sufficiently large (in absolute magnitude), an expert can reject the null hy-
pothesis.

t-test. A test of the null hypothesis that a regression parameter takes on a particular
value, usually 0. The test is based on the t-statistic.

time-series analysis. A type of multiple regression analysis in which each data
point is associated with a particular unit of observation (e.g., an individual or
a firm) measured at different points in time.

two-tailed test. A hypothesis test in which the alternative to the null hypoth-
esis that a parameter is equal to 0 is for the parameter to be either positive or
negative, or both.

variable. Any attribute, phenomenon, condition, or event that can have two
or more values.

variable of interest. The explanatory variable that is the focal point of a particular
study or legal issue.

226

Attachment 563-A

Staff/1301
Conway/51




UE 180

PGE’s Response to OPUC Data Request No. 563

Reference Guide on Multiple Regression

References on Multiple Regression

Jonathan A. Baker & Daniel L. Rubinfeld, Empirical Methods in Antitrust: Review
and Critique, 1 Am. L. & Econ. Rev. 386 (1999).

Thomas J. Campbell, Regression Analysis in Title VII Cases: Minimum Standards,
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E. Fienberg ed., 1989).

Michael O. Finkelstein, The Judicial Reception of Multiple Regression Studies in Race
and Sex Discrimination Cases, 80 Colum. L. Rev. 737 (1980).

Michael O. Finkelstein & Hans Levenbach, Regression Estimates of Damages in
Price-Fixing Cases, Law & Contemp. Probs., Autumn 1983, at 145.

Franklin M. Fisher, Statisticians, Econometricians, and Adversary Proceedings, 81 ]J.
Am. Stat. Ass’n 277 (1986).
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702 (1980).
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Proof and Rebuttal, 8 Harv. L. Rev. 387 (1975).

Daniel L. Rubinfeld, Econometrics in the Courtroom, 85 Colum. L. Rev. 1048
(1985). :
'Daniel L. Rubinfeld & Peter O. Steiner, Quantitative Methods in Antitrust Litiga-
tion, Law & Contemp. Probs., Autumn 1983, at 69.

Symposium, Statistical and Demographic Issues Underlying Voting Rights Cases, 15
Evaluation Rev. 659 (1991). '
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September 26, 2006

TO: Vikie Bailey-Goggins
Oregon Public Utility Commission

FROM: Patrick G. Hager
Manager, Regulatory Affairs

PORTLAND GENERAL ELECTRIC
UE 180
PGE Response to OPUC Data Request
Dated September 19, 2006
Question No. 566

Request:

Referring to UE 180 - UE 181 - UE 184/ PGE /2000, Hager-Valach/57, line 14-15, is PGE
aware of any Staff testimony that concludes that “any model should contain all possible
explanatory factors?” If yes, please provide a listing of all such testimony.

Response:

PGE did not state or mean to infer that Staff made such a statement. Rather, as discussed in
'PGE’s Response to OPUC Data Request No. 565, the conclusion follows from the testimony.

g:\ratecase\opuc\dockets\ue-180_ue-181_ue-1 84\dr-in\opuc - pge\dr_566.doc
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October 2, 2006

TO: Vikie Bailey-Goggins

Oregon Public Utility Commission
FROM: Patrick G. Hager

Manager, Regulatory Affairs

PORTLAND GENERAL ELECTRIC
UE 180
PGE Response to OPUC Data Request
Dated September 25, 2006
Question No. 631

Request:

Régarding UE 180 - UE 181 — UE 184/PGE/2000, Hager-Valach/58, lines 7-8, please list all
additional variables PGE considered including in its regression analysis and the reason for
each variable’s exclusion from the regression analysis.

Response:

PGE did not consider adding additional variables to its Risk Positioning given the theoretical
basis for the model, the more than satisfactory explanatory value of the regression, and the
potential bias and possible other statistical problems created by adding another variable.

g:\ratecase\opuc\dockets\ue-180_ue-181_ue-184\dr-in\opuc - pge\dr_631.doc
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September 27, 2006

TO: Vikie Bailey-Goggins
Oregon Public Utility Commission

FROM: Patrick G. Hager
Manager, Regulatory Affairs

PORTLAND GENERAL ELECTRIC
UE 180
PGE Response to OPUC Data Request
Dated September 19, 2006
Question No. 559

Request:

Referring to UE 180 — UE 181 - UE 184/ PGE /2000, Hager-Valach/52, lines 17-19, please
provide a listing of the witnesses who have used the risk positioning model, the jurisdiction
where they used the model, and identify the docket in which the testimony was submitted.

Response:

We have performed an informal survey of the state regulatory commissions and we are aware of
some other witnesses who have used a similar method. We have not surveyed or asked other
ROE witnesses regarding the models they use. Thus, the data collected are limited.
Nevertheless, given the number of witness, jurisdictions, and dockets, it is clear that the Risk
Positioning and similar methods are not “unique.”

Witness Jurisdiction Docket

Hager OR UE 115, UE 180
Zepp OR, CA, AZ, AK not available*
Hadaway OR UE 170, UE 179
Cutter X 12852

*Dr. Zepp is currently out of state. PGE will update the table when he returns.

PGE cites the jurisdictions that told us what models they were using in Exhibit 2011 as well as in
our work papers, pages 199-216. PGE’s survey did not request the names of witnesses.
Attachment 559-A provides a copy of the testimony from Staff Witness Slade Cutter in Docket
No. 12852.

g:\ratecase\opuc\dockets\ue-180_ue-181_ue-184\dr-in\opuc - pge\dr_559.doc
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_do # =1, 10

*xxxx%x EXECUTION BEGINNING FOR DO LOOP # = 1
¥ print pg
PG
1.000000
# genr ROE = nor (1)
# genr T = nor(1l)
#_ genr rpm = roe - t
# ols rpm t

REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000

OLS ESTIMATION

500 OBSERVATIONS DEPENDENT VARIABLE= RPM

...NOTE. .SAMPLE RANGE SET TO: - 1, 500
R-SQUARE = 0.4791 R-SQUARE ADJUSTED = 0.4780
VARIANCE OF THE ESTIMATE-SIGMA**2 = 1.0078
STANDARD ERROR OF THE ESTIMATE-SIGMA = 1.0039
SUM OF SQUARED ERRORS-SSE= 501.88
MEAN OF DEPENDENT VARIABLE = -0.91028E-01
LOG OF THE LIKELIHOOD FUNCTION = -710.406

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 1.0118
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)

AKAIKE (1973) INFORMATION CRITERION - LOG AIC = 0.11745E-01
SCHWARZ (1978) CRITERION - LOG SC = 0.28604E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 1.0118
HANNAN AND QUINN (1979) CRITERION = 1.0185
RICE (1984) CRITERION = 1.0118
SHIBATA (1981) CRITERION = 1.0118
SCHWARZ (1978) CRITERION - SC = 1.0290
AKAIKE (1974) INFORMATION CRITERION - AIC = 1.0118

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS
REGRESSION 461.55 1. 461.55
ERROR 501.88 498. 1.0078
TOTAL 963.42 499. 1.9307

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS
REGRESSION 465.69 2. 232.85
ERROR 501.88 498. 1.0078
" TOTAL 967.57 500. 1.9351
VARIABLE ESTIMATED STANDARD T-RATIO

NAME COEFFICIENT ERROR 498 DF

T -0.98109 0.4584E-01 -21.40 0.000-0.692 -
CONSTANT -0.28742E-01 0.4499E-01 -0.6389 0.523-0.029

F
457.984
P-VALUE

0.000

F
231.048
P-VALUE

0.000

0.6921
0.0000

PARTIAL STANDARDIZED ELASTICITY
P-VALUE CORR. COEFFICIENT AT MEANS

0.6843
0.3157
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OLS ESTIMATION

500 OBSERVATIONS DEPENDENT VARIABLE= ROE

...NOTE. .SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.0003 R-SQUARE ADJUSTED = -0.0017
VARIANCE OF THE ESTIMATE-SIGMA**2 = 1.0078
STANDARD ERROR OF THE ESTIMATE-SIGMA = 1.0039
SUM OF SQUARED ERRORS-SSE= 501.88
MEAN OF DEPENDENT VARIABLE = -0.27541E-01
LOG OF THE LIKELIHOOD FUNCTION = -710.406
MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 1.0118

(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = 0.11745E-01
SCHWARZ (1978) CRITERION - LOG SC = 0.28604E-01

MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 1.0118
HANNAN AND QUINN (1979) CRITERION = 1.0185
RICE (1984) CRITERION = 1.0118
SHIBATA (1981) CRITERION = 1.0118
SCHWARZ (1978) CRITERION - SC = 1.0290
AKAIKE (1974) INFORMATION CRITERION - AIC = 1.0118

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS F
REGRESSION 0.17155 1. 0.17155 0.170
ERROR '501.88 498. 1.0078 P-VALUE
TOTAL 502.05 499. 1.0061 0.680
ANALYSIS OF VARIANCE - FROM ZERO
: SS DF MS F
REGRESSION 0.55081 2. 0.27540 0.273
ERROR 501.88 498. 1.0078 P-VALUE
TOTAL 502.43 500. 1.0049 0.761
VARIABLE ESTIMATED STANDARD  T-RATIO PARTIAL STANDARDIZED ELASTICITY
NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS
T 0.18915E-01 0.4584E-01 0.4126 0.680 0.018 0.0185 -0.0436
CONSTANT -0.28742E-01 0.4499E-01 -0.6389 0.523-0.029 0.0000 1.0436
# genl pg = pg + 1
# endo

2 print pg




PG

2.000000 Staff/1301
# genr ROE = nor(l) Conway/59
#_ genr T = nor (1)
# genr rpm = roe - t
#_ ols rpm t
REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000
OLS ESTIMATION :
500 OBSERVATIONS DEPENDENT VARIABLE= RPM ;
...NOTE. .SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.4939 R-SQUARE ADJUSTED = 0.4929
VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.96019

STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.97989
SUM OF SQUARED ERRORS-SSE= 478.17
MEAN OF DEPENDENT VARIABLE = -0.66842E-01

LOG OF THE LIKELIHOOD FUNCTION = -698.310
MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.96403
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.36637E-01
SCHWARZ (1978) CRITERION - LOG SC = -0.19779E-01

MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 0.96404
HANNAN AND QUINN (1979) CRITERION = 0.97042
RICE (1984) CRITERION = 0.96406
SHIBATA (1981) CRITERION = 0.96400
SCHWARZ (1978) CRITERION - SC = 0.98042

0.96403

AKAIKE (1974) INFORMATION CRITERION - AIC =

ANALYSIS OF VARIANCE - FROM MEAN

SSs DF MS F
REGRESSION .~ 466.68 1. 466.68 486.029 , ‘
ERROR 478.17 498. 0.96019 P-VALUE i’
TOTAL ’ 944.85 499, 1.8935 0.000

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS F
REGRESSION 468.91 2. 234.46 244.178
ERROR 478.17 498. 0.96019 P-VALUE
TOTAL 947.08 500. 1.8942 0.000
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T -0.95053 0.4312E-01 -22.05 0.000-0.703 -0.7028 0.5305

CONSTANT -0.31380E-01 0.4385E-01 -0.7156 0.475-0.032 0.0000 0.4695
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REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000
OLS ESTIMATION
500 OBSERVATIONS DEPENDENT VARIABLE= ROE
...NOTE. .SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.0026 R-SQUARE ADJUSTED = 0.0006
VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.96019

STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.97989
SUM OF SQUARED ERRORS-SSE= 478.17

MEAN OF DEPENDENT VARIABLE = -0.29534E-01

1L0G OF THE LIKELIHOOD FUNCTION = -698.310

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.96403
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.36637E-01
SCHWARZ (1978) CRITERION - LOG SC = -0.19779E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 0.96404
HANNAN AND QUINN (1979) CRITERION = 0.97042
RICE (1984) CRITERION = 0.96406
SHIBATA (1981) CRITERION = 0.96400
SCHWARZ (1978) CRITERION - SC = 0.98042
AKAIKE (1974) INFORMATION CRITERION - AIC = 0.96403

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS F
REGRESSION 1.2641 1. 1.2641 1.317
ERROR 478.17 498. 0.96019 P-VALUE
TOTAL 479.44 499. 0.96079 0.252

ANALYSIS OF VARIANCE - FROM ZERO

SS DF ' MS F
REGRESSION 1.7003 2. 0.85013 0.885
ERROR 478.17 498. 0.96019 P-VALUE
TOTAL 479.87 500. 0.95975 0.413
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T 0.49471E-01 0.4312E-01 1.147 0.252 0.051 0.0513 -0.0625
CONSTANT -0.31380E-01 0.4385E-01 -0.7156 0.475-0.032 0.0000 1.0625
# genl pg = pg + 1

¥ endo

# print pg




PG

3.000000
2 genr ROE = nor (1)
¥ genr T = nor(l)
¥ genr rpm = roe - t
¥ ols rpm t
REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000
OLS ESTIMATION )

500 OBSERVATIONS DEPENDENT VARIABLE= RPM
...NOTE. .SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.4909 R-SQUARE ADJUSTED = 0.4898
VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.99155

STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.99576
SUM OF SQUARED ERRORS-SSE= 493.79

MEAN OF DEPENDENT VARIABLE = -0.57942E-01

LOG OF THE LIKELIHOOD FUNCTION = -706.345

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)

AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.99551
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)

AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.44971E-02

SCHWARZ (1978) CRITERION - LOG SC = 0.12361E-01

MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 0.99553

HANNAN AND QUINN (1979) CRITERION = 1.0021

RICE (1984) CRITERION = 0.99555

SHIBATA (1981) CRITERION = 0.99548

SCHWARZ (1978) CRITERION - SC = 1.0124

AKAIKE (1974) INFORMATION CRITERION - AIC = - 0.99551

ANALYSIS OF VARIANCE - FROM MEAN
SS DF MS F
REGRESSION 476.07 1. 476.07 480.131
ERROR 493.79 498. 0.99155 P-VALUE
TOTAL 969.86 499. 1.9436 0.000
ANALYSIS OF VARIANCE - FROM ZERO
SS DF MS F

REGRESSION 477.75 2. 238.88 240.912
ERROR 493.79 498. 0.99155 P-VALUE
TOTAL 971.54 500. 1.9431 0.000
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS
T -1.0075 0.4598E-01 -21.91 0.000-0.701 -0.7006 -0.7661
CONSTANT -0.10233 0.4458E-01 -2.296 0.022-0.102 0.0000 1.7661
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REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000
OLS ESTIMATION
500 OBSERVATIONS DEPENDENT VARIABLE= ROE
...NOTE..SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.0001 R-SQUARE ADJUSTED = -0.0020
VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.99155

STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.99576
SUM OF SQUARED ERRORS-SSE= 493.79

MEAN OF DEPENDENT VARIABLE = -0.10200

1LOG OF THE LIKELIHOOD FUNCTION = -706.345

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.99551
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.44971E-02
SCHWARZ (1978) CRITERION - LOG SC = 0.12361E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 0.99553

HANNAN AND QUINN (1979) CRITERION = 1.0021

RICE (1984) CRITERION = 0.99555

SHIBATA (1981) CRITERION = 0.99548

SCHWARZ (1978) CRITERION - SC = 1.0124

AKAIKE (1974) INFORMATION CRITERION - AIC = 0.99551

ANALYSIS OF VARIANCE - FROM MEAN
SS DF MS F
REGRESSION 0.26141E-01 1. 0.26141E-01 0.026
ERROR 493.79 498. 0.99155 P-VALUE
TOTAL 493.82 499. 0.98961 0.871
ANALYSIS OF VARIANCE - FROM ZERO
SS DF MS F

REGRESSION 5.2283 : 2. 2.6141 2.636
ERROR 493.79 498. 0.99155 P-VALUE
TOTAL 499.02 500. 0.99804 0.073
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 458 DF P-VALUE CORR. COEFFICIENT AT MEANS
T -0.74654E-02 0.4598E-01 -0.1624 0.871-0.007 -0.0073. -0.0032
CONSTANT -0.10233 0.4458E-01 -2.296 0.022-0.102 0.0000 1.0032
¥ genl pg = pg + 1

# endo

#_ print pg




PG

4.000000 Staff/1301

# genr ROE = nor(1l) Conway/63
# genr T = nor(l)

# genr rpm = roe - t

$ ols rpm t

REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000

OLS ESTIMATION

500 OBSERVATIONS DEPENDENT VARIABLE= RPM

...NOTE..SAMPLE RANGE SET TO: 1, 500

R-SQUARE = 0.4826 R-SQUARE ADJUSTED = 0.4816
VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.99652

STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.99826
SUM OF SQUARED ERRORS-SSE= 496.27

MEAN OF DEPENDENT VARIABLE = -0.72952E-01

1LOG OF THE LIKELIHOOD FUNCTION = -707.596

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)

AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 1.0005
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)

AKAIKE (1973) INFORMATION CRITERION - LOG AIC = .0.50858E-03

SCHWARZ (1978) CRITERION - LOG SC = 0.17367E-01

MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 1.0005
HANNAN AND QUINN (1979) CRITERION = 1.0071
RICE (1984) CRITERION = 1.0005
SHIBATA (1981) CRITERION = 1.0005
SCHWARZ (1978) CRITERION - SC = 1.0175
AKATIKE (1974) INFORMATION CRITERION - AIC = 1.0005

ANALYSIS OF VARIANCE - FROM MEAN

SS DF : MS F :
REGRESSION 462.98 1. 462.98 464.594 -
ERROR 496.27 498. 0.99652 P-VALUE
TOTAL 959.25 499. 1.9223 0.000

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS F
REGRESSION 465.64 2. 232.82 233.632
ERROR 496.27 498. 0.99652 P-VALUE
TOTAL 961.91 500. 1.9238 0.000
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T -0.93834 0.4353E-01 -21.55 0.000-0.695 -0.6947 0.3187

CONSTANT -0.49702E-01 0.4466E-01 -1.113 0.266-0.050 0.0000 0.6813




# ols ROE t

- Staff/1301
Conway/64
REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000
OLS ESTIMATION
500 OBSERVATIONS DEPENDENT VARIABLE= ROE
...NOTE..SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.0040 R-SQUARE ADJUSTED = 0.0020

VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.99652
STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.99826
SUM OF SQUARED ERRORS-SSE= 496.27

MEAN OF DEPENDENT VARIABLE = -0.48174E-01

LOG OF THE LIKELIHOOD FUNCTION = -707.596

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 1.0005
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = 0.50858E-03
SCHWARZ (1978) CRITERION - LOG SC = 0.17367E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 1.0005
HANNAN AND QUINN (1979) CRITERION = 1.0071
RICE (1984) CRITERION = 1.0005
SHIBATA (1981) CRITERION = 1.0005
SCHWARZ (1978) CRITERION - SC = 1.0175
AKAIKE (1974) INFORMATION CRITERION - AIC = 1.0005

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS F
REGRESSION 1.9990 1. 1.9990 2.006
ERROR 496.27 498. 0.99652 P-VALUE
TOTAL ' 498.27 499. 0.99853 0.157

ANALYSIS OF VARIANCE - FROM ZERO

SS : DF MS F
REGRESSION 3.1594 2. 1.5797 1.585
ERROR 496.27 498. 0.99652 P-VALUE
TOTAL 499.43 500. 0.99886 0.206
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T 0.61658E-01 0.4353E-01 1.416 0.157 0.063 0.0633  -0.0317
CONSTANT -0.49702E-01 0.4466E-01 -1.113 0.266-0.050 0.0000 1.0317
# genl pg = pg + 1

# endo

#_ print pg




PG

5.000000
3 genr ROE = nor (1)
# genr T = nor(l)
# genr rpm = roe - t

# ols rpm t

REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000

OLS ESTIMATION

500 OBSERVATIONS DEPENDENT VARIABLE= RPM

...NOTE..SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.4448 R-SQUARE ADJUSTED = 0.4437

VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.99134

STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.99566

SUM OF SQUARED ERRORS-SSE= 493.69

MEAN OF DEPENDENT VARIABLE = 0.11896

LOG OF THE LIKELIHOOD FUNCTION = -706.294

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.99531
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.47027E-02
SCHWARZ (1978) CRITERION - LOG SC = 0.12156E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION = GCV = 0.99532
HANNAN AND QUINN (1979) CRITERION = 1.0019
RICE (1984) CRITERION = 0.99534

" SHIBATA (1981) CRITERION = 0.99528
SCHWARZ (1978) CRITERION - SC = 1.0122
AKAIKE (1974) INFORMATION CRITERION - AIC = 0.99531

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS
REGRESSION 395.56 1. 395.56
ERROR 493.69 498. 0.99134
TOTAL 889.25 499. 1.7821

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS
REGRESSION 402.64 2. 201.32
ERROR 493.69 498. 0.99134
TOTAL 896.33 500. 1.7927
VARIABLE ESTIMATED STANDARD T-RATIO

NAME COEFFICIENT ERROR 498 DF

T -0.91426 0.4577E-01 -19.98 0.000-0.667 -
CONSTANT 0.69321E-01 0.4460E-01 1.554 0.121 0.069

F
399.015
P-VALUE

0.000

0.6670
0.0000

PARTIAL STANDARDIZED ELASTICITY
P-VALUE CORR. COEFFICIENT AT MEANS

0.4173
0.5827

Staff/1301
Conway/65




# ols ROE t :
— Staff/1301

REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000 Conway/66
OLS ESTIMATION
500 OBSERVATIONS DEPENDENT VARIABLE= ROE
...NOTE. .SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.0070 R-SQUARE ADJUSTED =  0.0050
VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.99134

STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.99566
SUM OF SQUARED ERRORS-SSE= 493.69

MEAN OF DEPENDENT VARIABLE = 0.64666E-01

LOG OF THE LIKELIHOOD FUNCTION = -706.294

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)

AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.99531
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)

AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.47027E-02

SCHWARZ (1978) CRITERION - LOG SC = 0.12156E-01

MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 0.99532
HANNAN AND QUINN (1979) CRITERION = 1.0019
RICE (1984) CRITERION = 0.99534
SHIBATA (1981) CRITERION = 0.99528
SCHWARZ (1978) CRITERION - SC = 1.0122

AKAIKE (1974) INFORMATION CRITERION - AIC = 0.99531

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS F
REGRESSION 3.4788 1. 3.4788 3.509
ERROR 493.69 498. 0.99134 P-VALUE
TOTAL 497.17 499. 0.99633 0.062

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS F
REGRESSION 5.5696 2. 2.7848 2.809
ERROR 493.69 498. 0.99134 P-VALUE
TOTAL 499.26 - 500. 0.99852 0.061
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T 0.85739E-01 0.4577E-01 1.873 0.062 0.084 0.0836 -0.0720
CONSTANT 0.69321E-01 0.4460E-01 1.554 0.121 0.069 0.0000 1.0720
# "genl pg = pg + 1

# endo
# print pg




PG

6.000000
o genr ROE = nor (1)
# genr T = nor (1)
¥ genr rpm = roe - t
# ols rpm t

REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000

OLS ESTIMATION

500 OBSERVATIONS DEPENDENT VARIABLE= RPM

...NOTE..SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.4947 R-SQUARE ADJUSTED = 0.4937
VARIANCE OF THE ESTIMATE-SIGMA**2 = 1.0464
STANDARD ERROR OF THE ESTIMATE-SIGMA = 1.0229
SUM OF SQUARED ERRORS-SSE= 521.09
MEAN OF DEPENDENT VARIABLE = 0.68252E-03
1L0G OF THE LIKELIHOOD FUNCTION = -719.796
MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 1.0505

(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)

AKAIKE (1973) INFORMATION CRITERION - LOG AIC = 0.49306E-01
SCHWARZ (1978) CRITERION - LOG SC = 0.66164E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 1.0506
HANNAN AND QUINN (1979) CRITERION = 1.0575
RICE (1984) CRITERION = 1.0506
SHIBATA (1981) CRITERION = 1.0505
SCHWARZ (1978) CRITERION - SC = 1.0684
AKAIKE (1974) INFORMATION CRITERION - AIC = 1.0505

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS
REGRESSION 510.14 1. 510.14
ERROR 521.09 498. 1.0464
TOTAL 1031.2 499. 2.0666

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS
REGRESSION 510.14 2. 255.07
ERROR 521.09 498. 1.0464
TOTAL 1031.2 500. 2.0624
VARIABLE ESTIMATED STANDARD T-RATIO

NAME COEFFICIENT ERROR 498 DF

T -1.0037 0.4546E-01 -22.08 0.000-0.703 -
CONSTANT 0.31459E-01 0.4577E-01 0.6874 0.492 0.031

Staff/1301
Conway/67

F
487.537
P-VALUE

0.000

F
243.769

PARTIAL STANDARDIZED ELASTICITY
P-VALUE CORR. COEFFICIENT AT MEANS

-45.0923
46.0923

0.7033
0.0000




# ols ROE t

_ Staff/1301
c
REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000 onway/68
OLS ESTIMATION
500 OBSERVATIONS DEPENDENT VARTABLE= ROE

...NOTE..SAMPLE RANGE SET TO: 1, 500

R-SQUARE =  0.0000 R-SQUARE ADJUSTED = -0.0020

VARIANCE OF THE ESTIMATE-SIGMA**2 = 1.0464

STANDARD ERROR OF THE ESTIMATE-SIGMA =  1.0229

SUM OF SQUARED ERRORS-SSE= 521.09
MEAN OF DEPENDENT VARIABLE = 0.31346E-01
LOG OF THE LIKELIHOOD FUNCTION = -719.796

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 1.0505
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKATIKE (1973) INFORMATION CRITERION - LOG AIC = 0.49306E-01
SCHWARZ (1978) CRITERION - LOG SC = 0.66164E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 1.0506
HANNAN AND QUINN (1979) CRITERION = 1.0575
RICE (1984) CRITERION = 1.0506
SHIBATA (1981) CRITERION = 1.0505
SCHWARZ (1978) CRITERION - SC = 1.0684
AKAIKE (1974) INFORMATION CRITERION - AIC = 1.0505

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS F
REGRESSION 0.67952E-02 1. 0.67952E-02 0.006
ERROR 521.09 498. 1.0464 P-VALUE
TOTAL 521.09 499. 1.0443 0.936

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS F
REGRESSION 0.49810 2. 0.24905 0.238
ERROR 521.09 498. 1.0464 P-VALUE
TOTAL 521.58 500. 1.0432 0.788
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T -0.36631E-02 0.4546E-01 -0.8059E-01 0.936-0.004 -0.0036 -0.0036
CONSTANT 0.31459E-01 0.4577E-01 0.6874 0.492 0.031 0.0000 1.0036
# genl pg = pg + 1

# endo

3 print pg




PG

7.000000

# genr ROE = nor (1)

# genr T = nor(l)

i3 genr rpm = roe - t

#_ ols rpm t

REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000
OLS ESTIMATION

500 OBSERVATIONS DEPENDENT VARIABLE= RPM

...NOTE. .SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.5300 R-SQUARE ADJUSTED = 0.5290
VARIANCE OF THE ESTIMATE-SIGMA**2 = 1.0117
STANDARD ERROR OF THE ESTIMATE-SIGMA = 1.0058

SUM OF SQUARED ERRORS-SSE= 503.83
MEAN OF DEPENDENT VARIABLE = 0.65233E-02
LOG OF THE LIKELIHOOD FUNCTION = -711.375

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 1.0157
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = 0.15622E-01
SCHWARZ (1978) CRITERION - LOG SC = - 0.32480E-01
MODEIL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 1.0158
HANNAN AND QUINN (1979) CRITERION = 1.0225
RICE (1984) CRITERION = 1.0158
SHIBATA (1981) CRITERION = 1.0157
SCHWARZ (1978) CRITERION - SC = 1.0330
AKAIKE (1974) INFORMATION CRITERION - AIC = 1.0157
ANALYSIS OF VARIANCE - FROM MEAN
SS DE MS F
REGRESSION 568.12 1. 568.12 561.554
ERROR 503.83 498. 1.0117 P-VALUE
TOTAL 1071.9 499. 2.1482 0.000
ANALYSIS OF VARIANCE - FROM ZERO
: SS DF MS F
REGRESSION 568.14 2. 284.07 280.787
ERROR 503.83 - 498. 1.0117 P-VALUE
TOTAL 1072.0 500. 2.1439 0.000
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY
NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS
T -1.0557 0.4455E-01 -23.70 0.000-0.728 -0.7280 10.5003

CONSTANT -0.61974E-01 0.4507E-01 ~-1.375 0.170-0.061

0.0000 -9.5003

Staff/1301
Conway/69




# ols ROE t

REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000
OLS ESTIMATION
500 OBSERVATIONS DEPENDENT VARIABLE= ROE
...NOTE. .SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.0031 R-SQUARE ADJUSTED = 0.0011
VARIANCE OF THE ESTIMATE-SIGMA**2 = 1.0117
STANDARD ERROR OF THE ESTIMATE-SIGMA = 1.0058

SUM OF SQUARED ERRORS-SSE= 503.83
MEAN OF DEPENDENT VARIABLE = -0.58360E-01
1LOG OF THE LIKELIHOOD FUNCTION = -711.375

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 1.0157
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = 0.15622E-01
SCHWARZ (1978) CRITERION - LOG SC = 0.32480E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 1.0158
HANNAN AND QUINN (1979) CRITERION = 1.0225
RICE (1984) CRITERION = 1.0158
SHIBATA (1981) CRITERION = 1.0157
SCHWARZ (1978) CRITERION - SC = 1.0330
AKAIKE (1974) INFORMATION CRITERION - AIC = 1.0157

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS F
REGRESSION 1.5810 1. 1.5810 1.563
ERROR 503.83 498. 1.0117 P-VALUE
TOTAL 505.41 499. 1.0128 0.212

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS F
REGRESSION 3.2840 2. 1.6420 1.623
ERROR 503.83 498. 1.0117 P-VALUE
TOTAL 507.11 500. 1.0142 0.198
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T -0.55691E-01 0.4455E-01 -1.250 0.212-0.056 -0.0559 -0.0619
CONSTANT -0.61974E-01 0.4507E-01 -1.375 0.170-0.061 0.0000 1.0619
# genl pg = pg + 1

# endo

¥ print pg




PG

8.000000
# genr ROE = nor(1l)
#_ genr T = nor (1)
# genr rpm = roe - t

#_ ols rpm t
REQUIRED MEMORY IS PAR=
OLS ESTIMATION

500 OBSERVATIONS

28 CURRENT PAR=

11000

" DEPENDENT VARIABLE= RPM

...NOTE. .SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.5518 R-SQUARE ADJUSTED = 0.5509
VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.94455
STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.97188
SUM OF SQUARED ERRORS-SSE= 470.39
MEAN OF DEPENDENT VARIABLE = 0.57071E-01
1L0G OF THE LIKELIHOOD FUNCTION = -694.206
MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.94833

(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)

AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.53055E-01
SCHWARZ (1978) CRITERION - LOG SC = -0.36197E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)
GENERALIZED CROSS VALIDATION - GCV = 0.94834
HANNAN AND QUINN (1979) CRITERION = 0.95462
RICE (1984) CRITERION = 0.94836
SHIBATA (1981) CRITERION = 0.94830
SCHWARZ (1978) CRITERION - SC = 0.96445
AKAIKE (1974) INFORMATION CRITERION - AIC = 0.94833
ANALYSIS OF VARIANCE - FROM MEAN
SS DF MS F
REGRESSION 579.01 1. 579.01 612.999
ERROR 470.39 498. 0.94455 P-VALUE
TOTAL 1049.4 499. 2.1030 0.000
ANALYSIS OF VARIANCE - FROM ZERO
SS DF MS F
REGRESSION 580.64 2. 290.32 307.361
ERROR 470.39 438. 0.94455 P-VALUE
TOTAL 1051.0 500. 2.1020 0.000
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY
NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS
T -1.1061 0.4467E-01 -24.76 0.000-0.743 -0.7428 0.6180
CONSTANT 0.21799E-01 0.4349E-01 0.5013 0.616 0.022 0.0000 0.3820

Staff/1301

Conway/71




# ols ROE t

— Staff/1301
Conway/72
REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000
OLS ESTIMATION
500 OBSERVATIONS DEPENDENT VARIABLE= ROE
...NOTE..SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.0112 R-SQUARE ADJUSTED = 0.0092

VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.94455
STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.97188
SUM OF SQUARED ERRORS-SSE= 470.39

MEAN OF DEPENDENT VARIABLE = 0.25181E-01

LOG OF THE LIKELIHOOD FUNCTION = -694.206

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.94833
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.53055E-01
SCHWARZ (1978) CRITERION - LOG SC = -0.36197E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 0.94834
HANNAN AND QUINN (1979) CRITERION = 0.95462
RICE (1984) CRITERION = 0.94836
SHIBATA (1981) CRITERION = 0.94830
SCHWARZ (1978) CRITERION - SC = 0.96445
AKAIKE (1974) INFORMATION CRITERION - AIC = 0.94833

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS F
REGRESSION 5.3232 1. 5.3232 5.636
ERROR 470.39 498. 0.94455 P-VALUE
TOTAL 475.71 499. 0.95332 0.018

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS F
REGRESSION 5.6403 2. 2.8201 2.986
ERROR 470.39 498. 0.94455 P-VALUE
TOTAL 476.03 500. 0.95205 0.051
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T -0.10605 0.4467E-01 -2.374 0.018-0.106 -0.1058 0.1343
CONSTANT 0.21799E-01 0.4349E-01 0.5013 0.616 0.022 0.0000 0.8657
# genl pg = pg + 1

¥ endo
# print pg




PG

9.000000 Staff/1301

# genr ROE = nor(l) Conway/73
# genr T = nor(1l)

3 genr rpm = roe - t

# ols rpm t

REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000

OLS ESTIMATION :

500 OBSERVATIONS DEPENDENT VARIABLE= RPM

...NOTE. .SAMPLE RANGE SET TO: 1, 500

R-SQUARE = 0.5044 R-SQUARE ADJUSTED = 0.5034
VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.95760

STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.97857
SUM OF SQUARED ERRORS-SSE= 476.88

MEAN OF DEPENDENT VARIABLE = 0.88535E-01

LOG OF THE LIKELIHOOD FUNCTION = -697.636

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.96143
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.39334E-01
SCHWARZ (1978) CRITERION - LOG SC = -0.22476E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165) ’
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 0.96144
HANNAN AND QUINN (1979) CRITERION = 0.96781
RICE (1984) CRITERION = 0.96146
SHIBATA (1981) CRITERION = 0.96140
SCHWARZ (1978) CRITERION - SC = 0.977178
AKAIKE (1974) INFORMATION CRITERION - AIC = 0.96143

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS F
REGRESSION 485.33 1. 485.33 506.819
ERROR 476.88 498. 0.95760 P-VALUE
TOTAL 962.21 499. 1.9283 0.000

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS F
REGRESSION 489.25 2. 244.62 255.456
ERROR 476.88 498. 0.95760 P-VALUE
TOTAL 966.13 500. 1.9323 0.000
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T -0.99029 0.4399E-01 -22.51 0.000-0.710 -0.7102 0.5573

CONSTANT 0.39192E-01 0.4382E-01 0.8944 0.372 0.040 0.0000 0.4427




# ols ROE t

_ Staff/1301
REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000 Conway/74
OLS ESTIMATION
500 OBSERVATIONS DEPENDENT VARIABLE= ROE
.. .NOTE..SAMPLE RANGE SET TO: 1, 500
R-SQUARE =  0.0001 R-SQUARE ADJUSTED = =-0.0019
VARTANCE OF THE ESTIMATE-SIGMA**2 = 0.95760

STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.97857
SUM OF SQUARED ERRORS-SSE= 476.88

MEAN OF DEPENDENT VARIABLE = 0.38708E-01

LOG OF THE LIKELIHOOD FUNCTION = -697.636

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.96143
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.39334E-01
SCHWARZ (1978) CRITERION - LOG SC = -0.22476E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 0.96144
HANNAN AND QUINN (1979) CRITERION = 0.96781
RICE (1984) CRITERION = 0.96146
SHIBATA (1981) CRITERION = 0.96140
SCHWARZ (1978) CRITERION - SC = 0.97778
AKAIKE (1974) INFORMATION CRITERION - AIC = 0.96143

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS F
REGRESSION 0.46707E-01 1. 0.46707E-01 0.049
ERROR 476.88 498. 0.95760 P-VALUE
TOTAL 476.93 499. 0.95577 0.825

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS F
REGRESSION 0.79584 2. 0.39792 0.416
ERROR 476.88 498. 0.95760 P-VALUE
TOTAL 477.68 500. 0.95536 0.660
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T 0.97148E-02 0.4399E-01 0.2209 0.825 0.010 0.0099 -0.0125
CONSTANT 0.39192E-01 0.4382E-01 0.8944 0.372 0.040 0.0000 1.0125
# genl pg = pg + 1

# endo
# print pg




PG

10.00000
# genr ROE = nor(1l)
# genr T = nor(l)
# genr rpm = roe - t
# ols rpm t
REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000
OLS ESTIMATION
500 OBSERVATIONS DEPENDENT VARIABLE= RPM
...NOTE..SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.4953 R-SQUARE ADJUSTED = 0.4943
VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.92533

STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.96194
SUM OF SQUARED ERRORS-SSE= 460.82

MEAN OF DEPENDENT VARIABLE = -0.12451

LOG OF THE LIKELIHOOD FUNCTION = -689.067

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)
AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.92903
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)
AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.73610E-01
SCHWARZ (1978) CRITERION - LOG SC = -0.56752E-01
MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 0.92905
HANNAN AND QUINN (1979) CRITERION = 0.93520
RICE (1984) CRITERION = 0.92906
SHIBATA (1981) CRITERION = 0.92900
SCHWARZ (1978) CRITERION - SC = 0.94483
AKAIKE (1974) INFORMATION CRITERION - AIC = 0.92903

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS F
REGRESSION 452.22 1. 452.22 488.711
ERROR 460.82 498. 0.92533 P-VALUE
TOTAL 913.04 499. 1.8297 0.000

ANALYSIS OF VARIANCE - FROM ZERO

SS DF MS F
REGRESSION 459.97 2. 229.99 248.544
ERROR 460.82 498. 0.92533 P-VALUE
TOTAL 920.79 500. 1.8416 0.000
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T -0.97923 0.4430E-01 -22.11 0.000-0.704 -0.7038 0.7720
CONSTANT -0.28392E-01 0.4324E-01 -0.6566 0.512-0.029 0.0000 0.2280
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Conway/76
REQUIRED MEMORY IS PAR= 28 CURRENT PAR= 11000 .
OLS ESTIMATION
500 OBSERVATIONS DEPENDENT VARIABLE= ROE
...NOTE. .SAMPLE RANGE SET TO: 1, 500
R-SQUARE = 0.0004 R-SQUARE ADJUSTED = -0.0016
VARIANCE OF THE ESTIMATE-SIGMA**2 = 0.92533

STANDARD ERROR OF THE ESTIMATE-SIGMA = 0.96194
SUM OF SQUARED ERRORS-SSE= 460.82

MEAN OF DEPENDENT VARIABLE = -0.26354E-01

LOG OF THE LIKELIHOOD FUNCTION = -689.067

MODEL SELECTION TESTS - SEE JUDGE ET AL. (1985,P.242)

AKAIKE (1969) FINAL PREDICTION ERROR - FPE = 0.92903
(FPE IS ALSO KNOWN AS AMEMIYA PREDICTION CRITERION - PC)

AKAIKE (1973) INFORMATION CRITERION - LOG AIC = -0.73610E-01

SCHWARZ (1978) CRITERION - LOG SC = -0.56752E-01

MODEL SELECTION TESTS - SEE RAMANATHAN (1998,P.165)
CRAVEN-WAHBA (1979)

GENERALIZED CROSS VALIDATION - GCV = 0.92905
HANNAN AND QUINN (1979) CRITERION = 0.93520
RICE (1984) CRITERION = 0.92906
SHIBATA (1981) CRITERION = 0.92900
SCHWARZ (1978) CRITERION - SC = 0.94483
AKAIKE (1974) INFORMATION CRITERION - AIC = 0.92903

ANALYSIS OF VARIANCE - FROM MEAN

SS DF MS F
REGRESSION 0.20343 1. 0.20343 0.220
ERROR 460.82 498. 0.92533 P-VALUE
TOTAL 461.02 499. 0.92389 0.639

ANALYSIS OF VARIANCE - FROM ZERO

SS- DF MS F
REGRESSION 0.55069 2. 0.27534 0.298
ERROR 460.82 498. ) 0.92533 P-VALUE
TOTAL 461.37 500. 0.92273 0.743
VARIABLE ESTIMATED STANDARD T-RATIO PARTIAL STANDARDIZED ELASTICITY

NAME COEFFICIENT ERROR 498 DF P-VALUE CORR. COEFFICIENT AT MEANS

T 0.20769E-01 0.4430E-01 0.4689 0.639 0.021 0.0210 -0.0774
CONSTANT -0.28392E-01 0.4324E-01 -0.6566 0.512-0.029 0.0000 1.0774
# genl pg = pg + 1
# endo
# print pg

*%*%** EXECUTION FINISHED FOR DO LOOP #= 10
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September 26, 2006

TO: Vikie Bailey-Goggins
Oregon Public Utility Commission

FROM: Patrick G. Hager
‘ Manager, Regulatory Affairs

PORTLAND GENERAL ELECTRIC
UE 180
PGE Response to OPUC Data Request
Dated September 19, 2006
Question No. 562

Request:

Referring to UE 180 — UE 181 - UE 184 / PGE /2000, H_ager-Valach/56, lines 21-22, please
provide all evidence that PGE relied upon to conclude that the most important factor is
interest rates. '

Response:

Our statement referred to the specification of the model. We use Treasuries as a risk-free rate.
The regression then models the risk premium required by the market as a function of the interest
rate. The Technical Appendix provides additional information on the model specification.

We did not say in our testimony that we had “evidence.” We relied upon the theory of model -
specification and, in turn, attempted to quantify elements of the general risk model specified in
Hager/Valach 1100/21. For a fuller discussion of model specification see A. Koustsoyiannis,
Theory of Econometrics, Second edition, 1977, Pages 22-30. A copy of these pages is included
as Attachment 562-A. :

In addition, PGE Exhibit 2019 contains several variations of our initial Risk Positioning model
and the estimated implied ROEs are close to our initial estimate.

gi\ratecase\opuc\dockets\ue-180_ue-181_ue-184\dr-in\opuc - pege\dr_562.doc
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Excerpt Theory of Economietrics
Second edition
-~ A. Koustsoyiannis
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22 Correlation Theory: The Simple Linear Regression Model

examine their implications for the estimates of the parameters. Strictly speaking
the assumptions relate (a) to the form of the distribution of the random
variable u and (b) to the relationships among the explanatory variables. They
are assumptions concerning the variables of the model and not the particular
method which is applied for the estimation of the model. However, they are
usually stated as assumptions of the particular technique. In any case the
explicit statement of these assumptions is a very important task; if these
assumptions are violated, either the estimates of the parameters will be biased,
or it will not be possible to assess their reliability, or both. On the basis of the
assumptions of each method the econometrician determines the econometric
criteria, which will be used for the evaluation of the results of the computations
(see section 2.3 below).

2.2.5. ‘EXPERIMENTAL APPROACH’ VERSUS ‘ORTHODOX APPROACH’

In applying econometric methods for the estimation of economic models
two approaches have been developed, the ‘orthodox approach’ and the
‘experimental approach’.

The ‘orthodox’ econometric approach consists in formulating a mathematical
model on a priori theoretical grounds, and attempting to measure the
parameters of that model on the basis of the best available data, Data deficiencies
might lead to minor modifications of the model before it could be tested
statistically, but broadly speaking, having established his model the ‘orthodox’
econometrician would tend to stick to it, despite unfavourable statistical
results. In other words, following the orthodox approach of econometric
research one would proceed as follows:

(1) Collect all information, from theory or from practice, relevant to the
phenomenon being studied.

(2) Decide on-a priori reasoning on the particular mathematical expression
of the model. :

(3) Estimate the model with the available statistical data..

" The model constructed on a priori assumptions is considered by the orthodox -

econometrician as the only true model, irrespective of the results obtained. If
these results are ‘unfavourable’, that is the signs and size of the parameters do
not conform to a priori knowledge, the econometrician will not reject the model,
but would try to explain the results by attributing them to data deficiencies
mainly. The initial model is considered as ‘correct’ and would not be revised.

It is obvious that such a rigid approach to applied econometric research is
not commendable. First of all in order to stick to an initial formulation of the
model, one should be cértain that he commands perfect knowledge of all the
aspects of the phenomenon being analysed. Such a pretention would be out-
rageous, given the complexity of economic phenomena and the loose exposition
of economic theory. Furthermore, one may pretend to have followed the
orthodox approach, while in reality one has experimented to a considerable
extent, before settling for the model, which one may present afterwards as being
compiled by the most orthodox econometric methodology.

2 R

IEp————— Sl R
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Today most econometric research is attempted by the experimental approach.
Experimentation with various models has been facilitated by the expansion of
the use of electronic computers. In following the experimental approach one
starts with simple models containing 2 small number of equations and variables.
These models are formulated on a priori considerations, like the models of the
orthodox approach, but they are not considered as being rigid. On the contrary,
they are modified gradually, on the basis of the statistical evidence accruing
from the computations. The econometrician starts from a simple model, which
on a priori grounds is believed to contain the most important factors of the
relationship being analysed. Then additional variables are added, and perhaps
the formulation is given a more complex appearance (non-linear forms, etc.).

In other words the econometrician experiments with various theoretically
plausible models including various variables and/or various mathematical
" formulations.

The experimental approach combines the theoretical considerations (a priori
criteria) with the empirical observations available and is designed to extract the
maximum of information from the available data. As calculations are carried
out by adding other explanatory variables in various combinations, or by adding
other equations, or by changing the mathematical form of the functions, or by
using alternative econometric methods for the estimation of the models, the
econometrician is able to observe the effects of such changes in an attempt to
achieve the best model, the best explanation of the phenomenon being analysed.
Each time a new variable (or any other change) is introduced because it is
thought to improve the explanation of the phenomenon, three statistical effects
on the model will normally result.

(1) The new variable (or change) will have some effect, minor or major, on
the systematic part of the relation. In other words, the new variable will or will
not be shown to explain a significant part of the variation in the dependent
variable. ; )

(2) It will affect the non-systematic (residual) part of the relationship, for
example because of errors of measurement in this new variable.

(3) 1t will have some minor or major effect upon the coefficients of the
variables already included in the equation (model). We should notice that if an
important variable is omitted, not only will the overall fit of the relation be
worse, but the coefficients of the included variables may well be distorted from
the values which would be obtained from a complete analysis. In this case the
introduction of the new variable will ‘correct’ the value of the coefficients of
the other explanatory variables.’

It is obvious from the above discussion that the experimental approach to
econometric analysis has more advantages in comparison to the orthodox
approach. In particular it renders possible a better use of the available data and
information. The experimentation may involve models with (a) various variables,

1 See R. Stone, ‘The Analysis of Market Demand’, Journal of the Royal Statistical
Society, Great Britain 1945, vol. CVIIL See also Chapter 11.8. ’
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(b) various mathematical forms, (¢) various numbers of equations, (d) various

econometric methods. The process of choosing between the various models

involves both the a priori and economic-theoretical considerations of the
‘orthodox’ econometrician, and also a sifting of the statistical evidence giveri by
the experimental approach.

We should note that both the alternative lines of approach have a certain
degree of arbitrariness: the orthodox approach makes a priori assumptions,
while the second makes a posteriori choice. What matters is that the investigator
should give a full description of his method of research, so that one can judge
how much reliability can be attached to the results obtained.!

Some authors have criticised the experimental approach on the grounds that
(a) the degree of subjective judgement it involves is higher than in the orthodox
approach, and (b) the use of the same sample of data for the estimation of
various models implies a loss of degrees of freedom which is overlooked in
most cases. The meaning of ‘degrees of freedom’ is discussed briefly in
Appendix L. ’

We agree that the experimental approach is not the perfect approach. There is
a considerable realism in the argument that if an econometrician is clever and
persistent he can always find an equation that fits the data satisfactorily. What

is worse, he may argue that his equation is theoretically plausible, i.e. he may
attempt to revise economic theory on the basis of his results, a procedure which,
may not always be justifiable.

. The argument of loss of degrees of freedom is of ten referred to as ‘the problem
of data mining’. (See M. Friedman, in ‘Conference on Business Cycles’,
Universities NBER (New York, 1951), pp. 107-14. Also C. F. Christ,
Econometric Models and Methods, Wiley 1966, New York, pp. 8-9.) This
argument is based on purely statistical considerations and runs as follows. The
reliability of the estimates is judged on the basis of statistical tests of significance

(discussed in Chapter 5), which assume that the maintained hypothesis (the model

~ which we test against the data) is known with certainty. In the experimental

approach the maintained hypothesis is not known with certainty, but is chosen

because it gives the best fit to the available sample data. This decision implies thatin
the hypothetical repeating sampling procedure on which the classical tests of

significance are based, we use not all possible samples, but only those samples
that fit the data well: in this way we introduce a non-random factor in the

process for selecting samples, which restricts our freedom of choice. This loss
of degrees of freedom should be taken into account in order to adjust the test
procedure, otherwise the tests will not be valid. In most cases, however, the
appropriately adjusted statistical test is not known. Thus researchers tend
mostly to ignore the problem completely. Some writers have suggested a new

method of research which incorporates ac

tual numerical a priori knowledge in
the model, a fact that reduces the need for experimentation to a great extent.

1 gee A. Koutsoyiannis, An Econometric Study of the Leaf Tobacco Market of Greece,
1962, Papadimitropoulous Press, pp. 8-9.

Correlation Theory: The Simple Linear Regression Model
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This method is kpown as ‘mixed estimation’ and will be discussed in Chapter 17.
It is the author’s belief that the ‘data mining problem is not important for econo-
metrics. Statistical considerations may become highly restrictive for the purposes
of econometrics. Some ‘loose’ interpretation of statistical rules is at times essen-
tial if econometrics is t0 be helpful in testing economic theory and in measuring
gconomic relationships.

23. STAGEC. EVALUATION OF ESTIMATES

After the estimation of the model the econometrician must proceed with the
evaluation of the results of the calculations, that is with the determination of
the reliability of these results. The evaluation consists of deciding whether the
estimates of the parameters are theoretically meaningful and statistically satis-
factory. For this purpose we use various criteria which may be classified into
three groups. Firstly, economic 4 priori criteria, which are determined by
-economic theory. Secondly, statistical criteria, determined by statistical theory.
Thirdly, econometric criteria, determined by econometric theory.

23.1. ECONOMIC ‘A PRIORT’ CRITERIA

These are determined by the principles of economic theory and refer to the
sign and the size of the parameters of economic relationships.

As we have already mentioned, the coefficients of economic models aré the
‘constants’ of economic theory: elasticities, marginal values, multipliers, pro-
pensities, etc. Economic theory defines the signs of these coefficients and in
broad lines their magnitude. In econometric jargon we say that economic theory
imposes restrictions o1 the signs and values of the parameters of economic
relationiships.

For example, let us examine the liquidity preference function of an economy-
The Keynesian theory of liquidity preference postulates that the main deter-
minants of the demand for money are the level of income (Y)and the rate of
interest (i). This theory suggests that there is 2 positive relationship between the
demand for money (M) and the level of income: the larger the income, the
larger the amount of money held in the form of cash palances, because the
larger the income, the larger the amount required to carry out the transactions.
On the contrary, thereis a negative relationship between the demand for money

and the rate of interest: the higher the rate of interest, the lower the amount R
of money demanded (to hold in idle balances), because (a) the loss from not B \
lending the money is high, and (b) because 2 high i implies a low price of bonds i

, a}nd other securities, a fact that makes the purchase of such securities attractive ‘\1

in the expectation of reselling them at a higher price later and thus having capital I‘i

%ains. The liquidity preference function may be expressed in the mathematical il

orm g

, M=by+b Y Hbaitt '

On the basis of the above theory the a priori criteria to be used for the evaluation ‘3’

of the estimates of the liquidity preference function may be stated as follows. Vr

' ]
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The sign of b, is expected to be positive while the sign of b, is expected to be
negative. As regards the magnitude of these parameters not much information
is provided by the theory of liquidity preference. However, knowledge of the
habits of firms and individuals of an economy may help in setting a priori
limits to the sizes of by and b,.

If the esiimates of the parameters turn up with signs or size not conforming
to economic theory, they should be rejected, unless there is good reason to
believe that in the particular instance the principles of economic theory do not
hold. In such cases the reasons for accepting the estimates with the ‘wrong’ sign
or magnitude must be stated clearly. However, in most cases the wrong sign or
size of the parameters may be attributed to deficiencies of the empirical data
employed for the estimation of the model.! In other words either the observations
are not representative of the relationship, or their number is inadequate, or some
assumptions of the method employed are violated. In general, if the a priori”
theoretical criteria are not satisfied, the estimate should be considered unsatisfactory.

2.3.2. STATISTICAL CRITERIA: FIRST-ORDER TESTS

These are determined by statistical theory and aim at the evaluation of the
statistical reliability of the estimates of the parameters of the model. The most
widely used statistical criteria are the correlation coefficient and the standard
deviation (or standard error) of the estimates. These criteria will be explained
in subsequent chapters, but a few comments are appropriate here.

The estimates of the parameters of the model are obtained from 2 sample of
observations of the variables included in the relationship. The sampling theory
of statistics prescribes some tests for finding out how accurate these estimates are.

The square of the correlation coefficient is a statistical number, computed
from the data of the sample, which shows the percentage of the total variation of
the dependent variable being explained by the changes of the explanatory
variables. It is a measure of the extent to which the explanatory variables are
responsible for the changes in the dependent variable of the relationship (see
Chapter 5).

The standard deviation or standard error of the estimates is a measure of the
dispersion of the estimates around the true parameter. The larger the standard
error of a parameter, the less reliable it is, and vice versa (see Chapter 5 and
Appendix I).

It should be noted that the statistical criteria are secondary only to the a
priori theoretical criteria. The estimates of the parameters should be rejected in
general if they happen to have the ‘wrong’ sign (or size) even though the
correlation coefficient is high, or the standard errors suggest that the estimates
are statistically significant. In such cases the parameters, though statistically
satisfactory, are theoretically implausible, that is to say they make no sense on
the basis of the a priori theoretical-economic criteria.

) ! See, for exémple, 1. Johnston, Statistical Cost Analysis, McGraw-Hill, 1962, fora
discussion of the data problems in estimating cost functions.

g e




, UE 180
PGE’s Response to OPUC Data Request No. 562

Attachment 562-A

Methodology of Econometric Research : 27 ﬁStaffM 301

The importance of the statistical criteria in evaluating the results of the ;a;o nway/87

estimates of the coefficients is further discussed in Chapter 5. i

2.3.3. ECONOMETRIC CRITERIA: SECOND-ORDER TESTS

These are set by the theory of econometrics and aim at the investigation of
whether the assumptions of the econometric method employed are satisfied or
not in any particular case. The econometric criteria serve as second-order tests
(as tests of the statistical tests); in other words they determine the reliability of
the statistical criteria, and in particular of the standard errors of the parameter
estimates. They help us establish whether the estimates have the desirable pro-
perties of unbiasedness, consistency, etc. (see Chapter 6).

If the assumptions of the econometric method applied by the investigator are
not satisfied, either the estimates of the parameters cease to possess some of their
desirable properties (for example become biased) or the statistical criteria lose .
their validity and become unreliable for the determination of the significance
of these estimates. . '

We said that the econometric criteria aim at the detection of the violation or
validity of the assumptions of the econometric method employed in any

~ particular application. The assumptions of the various econometric techniques '
differ and hence there are various econometric criteria for each method. These
will be discussed in connection with the various techniques. Some examples may
illustrate the meaning of the econometric criteria.

~ All econometric techniques listed in page 20 have the common assumption

that the values of the random variable included in the model aré not connected
one to the other. This is known as the assumption of non-autocorrelated random
disturbances (see Chapters 4 and 10). If this assumption is violated the standard '
errors of the parameters are not 2 reliable criterion for the evaluation of the
statistical significance of the coefficients. To test the validity of the assumption
of non-autocorrelated disturbances, we may compute a statistic, known as the
‘Durbin—Watson d statistic’, from the names of the inventors (see Chapter 10).
The ‘d statistic is an econometric criterion used in the evaluation of the results
of the estimates.

Another example is the ‘test’ aiming at establishing the identification condi-
tions of a relationship. All econometric methods assume that the function to
which they are applied is identified, since otherwise the estimation of the
coefficients is meaningless. The application of the formal rules of identification,
which will be developed in Chapter 15, consists of an econometric test, aiming
at the detection of the fulfilment of one of the basic assumptions of all
econometric techniques.

From the above discussion it should be clear that the evaluation of the
results obtained from the estimation of the model, is a very complex procedure.
The econometrician must use all the above criteria, economic, statistical and
econometric, before he can accept Of reject the estimates. - .

When the assumptions of an econometric technique are not satisfied it is
customary to respecify the model (e.g. introduce new variables or omit some




UE 180

PGE’s Response to OPUC Data Request No. 562

28 Correlation Theory: The Simple Linear Regression Model
others. transform the original variables. etc.) so as to produce a new form which
meets the assumptions of the econometric theory. We then proceed with re-
estimation of the new model and with re-application of all the tests. This
process of re-specification of the model and re-estimation will continue until
the results pass all the economic, statistical and econometric tests. (See E. Kane,

Economic Statistics and E conometrics, Harper & Row, International edition,
1969, pp. 352-3.)

4. STAGE D. EVALUATION OF THE FORECASTING POWER OF THE
ESTIMATED MODEL

We have said that the objective of any econometric research is to obtain good
numerical estimates of the coefficients of economic relationships and to use them
for the prediction of the values of economic variables. Forecasting is one of the
prime aims of econometric research.

Before using an estimated model for forecasting the value of the dependent
variable we must assess by some way or another the predictive power of the
model. It is conceivsbly possible that the model is economically meaningful
and statistically and econometrically correct for the sample period for which
the model has been estimated, yet it may very well not be suitable for fore-
casting due, for example, to rapid change in the structural parameters of the
relationship in the rcal world.

The final stage of any applied econometric research is the investigation of
the stabllity of the estimates, their sensitivity to changes in the size of the
sample. We must establish whether the estimated function performs adequately
outside the sample of data, whose ‘average’ variation it represents. Extra-sample
performance is an important and independent test of the results obtained by
applying an econometric technique. It is a test independent of the statistical and
cconometric tests applied in the previous stage. o :

One way of establishing the forecasting power of a model is to use the
estimates of the model for a period not included in the sample. The estimated
value (forecast value) is compared with the actual (realised) magnitude of the
relevant dependent variable. Usually there will be a difference between the
actual and the forecast value of the variable, which is tested with the aim of
establishing whether it is (statistically) significant. If after conducting the
relevant test of significance, we find that the difference between the realised
value of the dependent variable and that estimated from the model is
statistically significant, we conclude that the forecasting power of the model,
its extra-sample performance, is poor.

Another way of establishing the stability of the estimates and the perfor-
mance of the model outside the sample of data from which it has been estimated.
is to re-estimate the function with an expanded sample, that is a sample includ-
ing additional observations. The original estimates will normally differ from the
new estimates. The difference is tested for statistical significance with appropriate
methods. Such tests will be developed-in Chapters 8 and 20.
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There may be various reasons for 2 model’s poor forecasting performance.
(a) The values of the explanatory variables used in the forecast may not be
accurate. (b) The estimates of the coefficients (b’s) may be poor, due to
deficiencies of the sample data. (c) The estimates are ‘good’ for the period of
the sample, but the structural background conditions of the model may have
changed from the period that was used as the basis for the estimation of the
model, and therefore the old estimates are not ‘good” for forecasting. In this
event the whole model needs re-estimation before it can be used for prediction.

We shall discuss the problems of the forecasting performance of estimated
models in Chapter 20, but for the moment we give a simplified example of the
forecasting procedure. Suppose that we estimate the demand function for a
given commodity with a single equation model using time series data for the
period 1950—68, as follows

0,=100+5Y;-30P

This equation is then used for ‘forecasting’ the demand of the commodity
in the year 1970, a period outside the sample data.

Given Y197Q = £1000 and P197o =5 shillings
O, =100+ 5 (1000) — 30 (5) = 4,950 tons

If the actual demand for this commodity in 1970 is 4,500 tons, thereis a
difference of 450 tons between the estimated from the model and the actual
market demand for the product. This difference can be tested for significance
by various methods (see Chapters 8 and 20). If it is found significant, we try to
find out what are the sources of the error in the forecast, in order to improve
the forecasting power of our model.

2.5. DESIRABLE PROPERTIES OF AN ECONOMETRIC MODEL .

An econometric model is a model whose parameters have been estimated
with some appropriate econometric technique.

The ‘goodness’ of an econometric model is judged customarily according to
the following desirable properties. '

(1) Theoretical plausibility. The model should be compatible with the
postulates of economic theory. It must describe adequately the economic
~ phenomena to which it relates.

(2) Explanatory ability. The model should be able to explain the observations
of the actual world. It must be consistent with the observed behaviour of the
economic variables whose relationship it determines. .

(3) Accuracy of the estimates of the parameters. The estimates of the
coefficients should be accurate in the sense that they should approximate as
best as possible the true parameters of the structural model. The estimates
should if possible possess the desirable properties of unbiasedness, consistency
and efficiency discussed in Chapter 6.
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(4) Forecasting ability. The model should produce satisfactory predictions
of future values of the dependent (endogenous) varjables.

(5) Simplicity. The model should represent the economic relationships with
maximum simplicity. The fewer the equations and the simpler their mathematical
form, the better the model is considered, ceteris paribus (that is to say provided
that the other desirable properties are not affected by the simplifications of the
model).

The more of the above properties a model possesses, the better it is con-
sidered for any practical purpose. (See C. Christ, Econometric Models and
Methods, pp. 4—6. Also H. Theil, Economic Forecasts and Policy, North-Holland,
Amsterdam 1965, pp. 204-8.) '

EXERCISES

Exercises relating to the material of this chapter are included in Appendix 1L
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PLEASE STATE YOUR NAME, OCCUPATION, AND BUSINESS
ADDRESS.

My name is Thomas D. Morgan. My business address is 550 Capitol Street
NE Suite 215, Salem, Oregon 97301-2551.

PLEASE DESCRIBE YOUR EDUCATIONAL BACKGROUND AND WORK
EXPERIENCE.

My Witness Qualification Statement is found in Exhibit Staff/1001.

Q. WHAT IS THE PURPOSE OF YOUR TESTIMONY?

The purpose of my testimony is to respond to assertions PGE made in its
rebuttal testimony and to update the cost of equity and capital structure
recommendations.

HOW IS YOUR TESTIMONY ORGANIZED?

My testimony is organized as follows:

UPDATED ANALYSIS RESULTS ...t 2
RESPONSE TO PGE’S TESTIMONY ...ouniiiiieee e 3
CAPITAL STRUCTURE ....ooiiiiiiiie ettt 3
RELIANCE ON OTHER COMMISSION ROE DECISIONS............ccvvveeiniiee. 12
SAMPLE SELECTION ...t 15
CREDIT METRICS and Credit RAtINGS ... 16
ERRORS IN THEORY AND IN THE DCF MODEL .......ccccooiiiiiiiiiiiiieeeee 22
DR. ZEPP’S TESTIMONY ...ttt 34
CHECK OF REASONABLENESS. ... 47
CONGCLUSION L.t e et e e et e e e eaa s 51
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UPDATED ANALYSIS RESULTS

Q. HAVE YOU UPDATED YOUR ANALYSIS?

A. Yes. | have made some adjustments to my sample selection, by removing two

companies. | have updated Value Line and reported growth rate information.
Staff improperly included one company (WPS Resources) in its sample, and
PGE pointed out that the credit rating of another company had deteriorated
since Staff’s initial selection (Empire District Electric.) Therefore Staff removed

both companies from its updated analysis.

. WHAT IS THE RESULT OF YOUR UPDATED DCF MODELS?

| recommend an ROE in the range 9.0 to 9.75 percent.

. WHAT RETURN ON EQUITY AND CAPITAL STRUCTURE DO YOU

RECOMMEND?

| recommend a return on equity of 9.40 percent for PGE, coupled with a 50
percent equity layer and 50 percent debt ratio. This recommendation is higher
than that proposed in my initial testimony. The increased range is primarily
due to the results of my sensitivity analysis, which relied on an assumption

proposed by Dr. Zepp.
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RESPONSE TO PGE’S TESTIMONY

Q. WHAT ISSUES DOES PGE RAISE TO WHICH YOU WILL RESPOND?

A. PGE raises several issues, including 1) the capital structure | recommend; 2)

10
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22

23

the final ROE figure that | have recommended; 3) a disagreement with the
sample | selected including an argument that PGE is riskier than the sample;

and, 4) claims of errors of theory in my application of the DCF model.

CAPITAL STRUCTURE

HOW DID PGE RESPOND TO YOUR PROPOSED CAPITAL
STRUCTURE?

PGE indicates that the equity ratio that | recommend is significantly less than
its proposal. It indicates that the capital structure, coupled with my ROE
proposal, would “push PGE closer to non-investment grade.” See PGE /2000
Hager-Valach /27, line 3.

Although PGE did not indicate specifically what it means by “non-investment
grade” | understand their argument to mean that the Company fears that it will
be re-rated, from a credit rating perspective, to a level that is not within the
investment-grade range of the ratings continuum. PGE argues that Staff's
recommendations would cause a serious degradation in PGE’s financial
integrity and would limit its ability to access to capital on reasonable terms.

Further, PGE states that Staff's recommended capital structure could
conceivably affect PGE’s bond rating. See PGE/2000 Hager-Valach/28, lines

4-5.

Q. HOW DO YOU RESPOND?
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A. First, it is very important to note that PGE lost its access to equity capital

markets in 2001, when Enron filed for bankruptcy. At that time, it began
“accumulating” excess capital and investing the capital in “short-term”
investments. It maintained, during two acquisition proceedings, (UM 1045 and
UM 1121) that it had too much equity and planned to issue a “special dividend”
to balance its capital structure upon consummation of either of the
transactions. It also planned a dividend to Enron regardless of whether a
transaction occurred. See Confidential Exhibit Staff/1403 Morgan/6 and
Morgan/23.

PGE experienced the threat of a severe “liquidity crunch” and it was likely
prudent for Enron to direct PGE to conserve capital, since Enron would have
difficulty providing PGE with additional capital. To date, PGE has still not sold
any new equity, which is also indicative that it is maintaining a balance that is

somewhat greater than it actually “needs”.

[conFiDENTIAL/] [
|
|
I [/ CONFIDENTIAL] See Confidential Exhibit

Staff/1403 Morgan/8-9; Morgan/22; and Morgan/44.
When | discuss sample selection issues later in my testimony, | will provide
some evidence pertaining to the capital structure PGE is actually anticipating,

which is significantly different from what it proposes in this proceeding.
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It is also important to note that PGE’s calculation of its financial metrics at
PGE /2000 Hager-Valach / 29 (Table 5) are based on its comparison of results
for one year, assuming a 10.75 percent ROE, versus the 9.4 percent
recommended. Its analysis also uses the estimates for only one year, which is
inappropriate, since rating agencies use a longer-term outlook when
considering metrics. | will further address the credit metric issue later in my
testimony. Second, PGE provides additional forecasts of its financial metrics,
which provide a broad range of results. These are provided, confidentially, at
Staff/1403 Morgan/10; Morgan/17-20; Morgan/28; Morgan/36-40 and
Morgan/87-90. These figures are from PGE’s 2005 and 2006-2007 Finance
and Investment Plan, and from PGE’s response to Staff Data Requests 119
and 574.

PGE's reported actual Total Debt to Total Capital was only

[CoNFIDENTIAL/]
-
-
-
I (/CONFIDENTIAL]

Additionally, this range of capitalizations indicates that credit ratings are not as
highly sensitive to individual metrics as PGE’s testimony implies.
HOW DOES PGE’'S CAPITAL STRUCTURE COMPARE TO YOUR

SAMPLE’S CAPITAL STRUCTURE?
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A. PGE'’s recommended common equity ratio is well above the equity ratios of

Staff's proxy companies. If the capital structure that is being recommended
would actually cause a serious impact on credit ratings, then the underlying
companies in the sample would not have met the filtering criteria. The
argument is somewhat circular, since the individual companies are all well in
the investment-grade level.

Additionally, PGE has represented to the financial community a capitalization
ratio that is significantly different than the one that it argues for in this docket.
See Staff/1003, Morgan/439. PGE indicates that its capitalization will be
comprised of 51 percent debt in 2007. Additionally, PGE represents in its

2006-2007 Finance and Investment Plan that it has [CONFIDENTIAL/]

1
1
1
1

I (/CONFIDENTIAL] See

Confidential Exhibit Staff/1403 Morgan/26.
Finally, PGE answered two data requests that clearly indicate that it expects
to maintain its capital structure in-line with my proposals. See Staff/1402

Morgan/67.

. WHY DO YOU SUPPORT THE USE OF THE COHORT AVERAGE

CAPITAL STRUCTURE?
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It would be improper to match the cost of equity indications from the sample
with a company-specific capital structure without a counterbalancing
adjustment to ROE. If a utility has less equity than the sample, then the cost of
equity should be adjusted upwards. If a utility has more equity, as is the case
for PGE, then the cost of equity should be adjusted downwards. Alternatively,
you can adopt the cohort average capital structure and make no adjustment to
the cost of equity.

Referring to my proposed capital structure as “hypothetical” is not the best
characterization. The sample group of companies represents the market
prices investors are willing to pay. The current capitalization of the companies
represents the current requirements for the cost of equity. Even though there
may be an adjustment to the capital structures in the future, it is appropriate to
calculate the cost of capital, based on the companies’ current conditions. Any
adjustment should be reasonably known and measurable.

WHAT OTHER REASONS DOES PGE GIVE TO SUPPORT ITS
ASSERTION THAT YOU SHOULD NOT USE STAFF'S CAPITAL
STRUCTURE?

PGE appears to be under the mistaken belief that Staff’'s proposed capital
structure is designed to give it “guidance” regarding its prudent capital
structure. See PGE/2000 Hager-Valach/30, lines 7-8 and PGE’s response to
Data Request 577, at Staff/1402 Morgan/59. It appears as if PGE is asserting
that there will be consequences should the Commission not adopt its proposed

capital structure.
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However, Staff is not “recommending” a capital structure for PGE to adhere to
and PGE is free to optimally manage its capital structure going forward subject
to conditions it agreed to in UM 1206.

Staff's position is that estimating a cost of equity using a set of comparable
companies requires a matching of the capitalization of these same companies.
To the extent PGE argues that its capitalization should be different, then PGE
should also advocate for an offsetting adjustment to its cost of equity.

The only consequence of assuming a higher percentage of equity when
setting PGE’s rates than that found in the cohort companies without a
corresponding downward adjustment to PGE’s cost of equity is to effectively
provide an “adder” or bonus to PGE’s cost of equity.

IS THIS CONSTRUCT ANY DIFFERENT THAN OTHER TYPICAL
ADJUSTMENTS MADE DURING A RATE CASE?

No. The Commission establishes a revenue requirement and the Company
is not bound, obligated or required to match the Commission decision. For
example, using industry benchmarks such as for forced outage rates, does
not have any implications for actual forced outage rates for PGE specific
plants.

DID THE COMMISSION MAKE AN ADJUSTMENT TO ROE BASED ON
CAPITAL STRUCTURE IN PGE’S LAST RATE CASE, UE 115?

Yes. The Commission, in Order 01-777, made an adjustment to the ROE of
four basis points for each one point change in the equity capitalization

percentage. That is, for each of the additional 7.5 points that PGE proposes in
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capital structure, the cost of equity should decrease by a corresponding 30
basis points (7.5 x 4 basis points = 30 basis points.) Therefore, if the
Commission were to adopt PGE’s proposed capital structure, the ROE should
be reduced to 9.1 percent, from my proposed 9.4 percent ROE, which is based
on a hypothetical capital structure that mirrors the sample group of companies.

This adjustment would properly reflect the Commission’s decision in that
order, which included the following statement:

“It is well understood by finance practitioners and theoreticians that
the cost of equity drops as the percentage of common equity in the
capital structure increases. Because the average amount of common
equity in the capital structure of the comparable group of electric
companies was 45.14 percent compared to 52.16 percent for PGE, it
necessarily follows that PGE has a lower cost of equity. PGE’s capital
structure is therefore less risky, and its cost of common equity should
be adjusted accordingly.

The question therefore becomes how much of an adjustment should
be made.

“This record contains varying estimates that the cost of equity for
regulated electric utilities decrease anywhere from 4 to 13.8 basis
points for each one percent increase in the level of common equity in
the capital structure. We find Rothschild’s proposed 25 basis point
reduction to be a reasonable adjustment to account for the above
average percentage of common equity in PGE’s capital structure.
Contrary to PGE’s arguments, this reduction does not constitute a
“penalty.” Rather, it is simply an adjustment to acknowledge PGE'’s
reduced financial risk due to its increased level of common equity in its

capital structure. Reliance on the stipulation in docket UM 814 is
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reasonable for the purpose of establishing a capital structure for PGE.
The stipulation, however, cannot reasonably be used to argue for an

ROE that does not correspond to the adopted capital structure.

Q. IS THERE ADDITIONAL THEORETICAL SUPPORT FOR AN
ADJUSTMENT IN ROE THAT RELATES TO CHANGING LEVERAGE IN A
COMPANY’'S CAPITAL STRUCTURE?

A. Yes. ltis possible to estimate the effect on the cost of equity using an
adjustment technique to the CAPM Beta. | described Beta in detail at
Staff/1003 Morgan/33.

The following calculation "decomposes” the observed Beta and relates it to
the Beta that exists for a different level of debt financing.
BL = By * [ 1+ (1+T)*D/E]
e B, is the observed levered beta, By is the unlevered, i.e., debt-free, Beta for the
same observation, without debt in its capital structure.

e D/E is the debt-to-equity ratio

e T isthe corporate tax rate

The following example shows a two-step process for estimating the impact of
a change in leverage.

First, the "unleveraged” Beta is calculated.

Then, the "re-leveraged"” capital structure is input into the model.

The initial, observed Beta is assumed to be 0.85, which approximates the

sample of companies’ Beta, as reported by Value Line.
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The initial debt-to-equity ratio is assumed to be 54% and taxes are assumed
to be 40%.

The unleveraged Beta is therefore, 0.85 = By * [ 1+ (1+.40)*54%)]

Solving the above equation, By = .48

The second step is to estimate the leveraged Beta of a business using the
same equation in reverse.

This calculation assumes that the debt-to-equity is 45 percent, indicating a
less leveraged structure.

BL =0.46 * [ 1+ (1+.40)*45%]. Solving the above equation, B, = .79

Therefore, the example indicates that the amount of risk is reduced by about
seven percent. (.79/.85 = 93%).

In order to apply this adjustment, one would have to make judgments
of the appropriate market risk premium (M). Using the 6.3 percent figure
provided by Mr. Gorman at ICNU-CUB/300 Gorman/27, line 15, the following
calculations indicate the proper adjustment to the ROE based on this
technique: My, x (B1 — B>), where B, is the initial observed Beta and B; is the
“releveraged” Beta.

The calculation for this example is: 6.3% (.85 - .78), or 6.2% x .07, which
equals a 44 basis points downward adjustment to the ROE, or a decrease of
about 5.9 basis points for each percentage point increase change in the

common equity portion of the capital structure.
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RELIANCE ON OTHER COMMISSION ROE DECISIONS

Q. SHOULD THE ROE YOU RECOMMEND NECESSARILY BE QUITE

CLOSE TO THOSE ORDERED BY OTHER COMMISSIONS?

No. Any assertion that my recommendation is simply out of step with other
state utility regulators’ ROE findings and with ROEs expected by investors
should be discounted. Each regulatory decision should be considered along
with the underlying factors of each decision.

As | indicated in my opening testimony, if the findings in ROE decisions were
predicated on past results in other commissions, then the end result would be
static ROE decisions. This issue “overlaps” with the Company’s risk-premium
model, since it also uses Commission ROE decisions as its basis.

The highly-contentious issue of ROE cannot be boiled down to simply taking
the average of other Commission’s decisions. The cost of equity, as |
discussed at length, is based on the required returns of investors and simply
averaging other ROE decisions from other jurisdictions is circular and cedes
the important authority for ROE decisions in Oregon to the ROE decisions in
other states. In other words, the market sets the required ROE, not other
Commissions.

The prices that investors are willing to pay for shares, in conjunction with the
earnings of a company, combine to provide important road signs towards the

investors’ required returns. If a company’s ROE is set higher than that
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demanded by investors, the share price will increase until the required return is
at equilibrium.*

A little later in my testimony, | discuss the expected return on equity that
PGE’s investment advisor expects, which supports my overall
recommendation.

Q. ON PAGE 27 OF ITS TESTIMONY, PGE INDICATES THAT STAFF'S
RESULTS ARE “EXTREME WHEN COMPARED WITH RECENTLY
DETERMINED ROES FROM AROUND THE COUNTRY.” WHAT IS YOUR
RESPONSE?

A. PGE makes this assertion without attempting to control for the various factors
that influence cost of equity. For example, focusing on only the ROE without
considering the capital structure would lead to erroneous conclusions. The
following table identifies a limited selection of 16 regulatory decisions in 2004
and 2005. The table shows that while the ROE averages 10.3 percent, the
percentage of equity in the capital structure averaged only 41.13 percent. The
table also shows that, considering both figures together, the Commissions
have adopted average “contributory returns to equity”, i.e., weighted by the
amount of equity in the capital structures, of only 4.23 percent.

If we view these Commission decisions and make adjustments related to
leverage only (adopting Staff's 50 percent common equity recommendation),

the “average common equity decision” ranges from 9.15 percent to 9.95

! Any shifts in allowed ROEs, either higher or lower, can be expected to affect share prices. This is
the foundation of the DCF model.
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percent using the range of adjustments for decreased leverage identified in

Order No. 01-777 (UE 115). Using my leveraged beta approach, the resulting

cost of equity would be 9.78 percent. In contrast, applying these same

adjustments factors to PGE’s requested cost of equity results in a range of

adjusted ROE decisions of 10.99 percent to 11.55 percent. Using my

leveraged beta approach, PGE’s requested cost of equity is actually 11.11

percent, which is higher than any of the cost of equity decisions identified.

Considering these results, in conjunction with my proposed capital structure

and ROE, the Company’s argument to consider the ROE absent capital

structures should not be considered.

Date
3/26/2004
5/18/2004
5/25/2004
5/27/2004

9/9/2004
11/23/2004
1/28/2005
2/18/2005
3/31/2005
5/26/2005
6/1/2005
8/15/2005
9/28/2005
12/21/2005
12/22/2005
12/28/2005

October-06

October-06

4.0 basis points

5.9 basis points  13.0 basis points

Company (Jurisdiction) ROE % Equity Contribution Adjusted ROE Adjusted ROE Adjusted ROE
Nevada Power (NV) 10.25% 33.97% 3.48% 9.61% 9.30% 8.17%
PSI Energy (IN) 10.50%  44.44% 4.67% 10.28% 10.17% 9.78%
Idaho Power (ID) 10.25%  45.97% 4.71% 10.09% 10.01% 9.73%
Sierra Pacific (NV) 10.25%  35.77% 3.67% 9.68% 9.41% 8.40%
Avista (ID) 10.40%  42.59% 4.43% 10.10% 9.96% 9.44%
Detroit Edison (MI) 11.00%  38.08% 4.19% 10.52% 10.30% 9.45%
Aquila Networks (KS) 10.50%  33.63% 3.53% 9.85% 9.53% 8.37%
Puget Sound Energy (WA) 10.30%  43.00% 4.43% 10.02% 9.89% 9.39%
Texas-New Mexico Pwr (TX) 10.25%  40.00% 4.10% 9.85% 9.66% 8.95%
Atlantic City Electric (NJ) 9.75%  46.22% 4.51% 9.60% 9.53% 9.26%
Jersey Central Power & Light (NJ)  9.75%  46.00% 4.49% 9.59% 9.51% 9.23%
AEP Texas Central (TX) 10.13%  40.00% 4.05% 9.73% 9.54% 8.83%
PacifiCorp 10.00%  47.56% 4.76% 9.90% 9.86% 9.68%
Avista (WA) 10.40%  40.00% 4.16% 10.00% 9.81% 9.10%
Consumers Energy (Ml) 11.15% 36.31% 4.05% 10.60% 10.34% 9.37%
Kansas Gas & Electric (KS) 10.00%  44.59% 4.46% 9.78% 9.68% 9.30%
Average 10.31%  41.13% 4.23% 9.95% 9.78% 9.15%
Median 10.28%  41.86% 4.33% 9.93% 9.80% 9.28%
PGE-proposed 10.75%  56.12% 6.03% 10.99% 11.11% 11.55%
Staff-proposed 9.40%  50.00% 4.70%

The following tables provide a range of capital structures and ROEs that

result in the same overall rate of return that is being recommended by Staff
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Staff Recommended

Capital Weighted
Component Cost Ratio Cost
Long-Term Debt | 6.31% 50.00% 3.16%
Preferred Stock 0.00% 0.00% 0.00%
Common Equity 9.40% 50.00% 4.70%
TOTAL 100.00% 7.86%

Staff Recommended

Capital Weighted
Component Cost Ratio Cost
Long-Term Debt | 6.31% 60.00% 3.79%
Preferred Stock 0.00% 0.00% 0.00%
Common Equity | 10.18% | 40.00% 4.07%
TOTAL 100.00% 7.86%

Staff Recommended

Capital Weighted
Component Cost Ratio Cost
Long-Term Debt | 6.31% 58.00% 3.66%
Preferred Stock 0.00% 0.00% 0.00%
Common Equity | 10.00% | 42.00% 4.20%
TOTAL 100.00% 7.86%

Staff Recommended

Capital Weighted
Component Cost Ratio Cost
Long-Term Debt | 6.31% 44.00% 2.78%
Preferred Stock 0.00% 0.00% 0.00%
Common Equity | 9.07% 56.00% 5.08%
TOTAL 100.00% 7.86%

Staff/1400
Morgan/15

SAMPLE SELECTION

Q. THE COMPANY ARGUES THE SAMPLE YOU SELECTED IS LESS
RISKY THAN PGE. HOW DO YOU RESPOND?

A. PGE’s argument is difficult to rebut because it provided only general
statements regarding “risk” factors that should be considered, without a

guantitative analysis pertaining to what adjustment would be necessary. In



10

11

12

13

14

15

16

17

18

19

20

21

22

Docket UE 180/UE 181/UE 184 Staff/1400
Morgan/16

PGE’s own “Distribution Advisory” report by Lehman Brother’s,

[CONFIDENTIALY/] it relied on 13 companies that are expected to provide to

[/CONFIDENTIAL] See

Confidential Exhibit Staff/1403 Morgan/88.

CREDIT METRICS AND CREDIT RATINGS

Q. ARE THE CREDIT RATING METRICS GOOD IDENTIFIERS OF WHERE
THE ROE SHOULD BE SET?

A. No. Credit ratings are not set based on a single year’s expectations. Not only
do credit rating analysts take a more macro view of the industry, they also

consider metrics over several years.
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The metrics that are published by S&P are not “predictive” but provide the
benchmarks for the companies that rating agency follows. If a company falls
outside the range on one or more of the statistics, it is not necessarily
downgraded.

DO CREDIT RATINGS DEPEND ONLY ON ALLOWED ROES?

No. A recent commentary by Standard & Poor’s indicates that, even though
ROEs directly impact cash flow metrics, there are other regulatory mechanisms
that impact the creditworthiness of companies. Other factors, such as
Resource Valuation Mechanisms (RVMs) and Power Cost Adjustment
Mechanisms (PCA) are designed to help stabilize rates to make minor
adjustments to the base rates to reflect actual cost of fuel used in electrical
generation. Treatment of pension costs and other considerations are important
when considering the creditworthiness of a company.

Standard & Poor’s indicates that, "...ratings analysis is not driven solely by
these financial ratios, nor has it ever been. In fact, the new financial guidelines
that Standard & Poor’s is incorporating for the specified rating categories
reinforce the analytical framework whereby other factors can outweigh the
achievement of otherwise acceptable financial ratios. These factors include:

« Effectiveness of liability and liquidity management;
 Analysis of internal funding sources;
*» Return on invested capital,

» The record of execution of stated business strategies;

» Accuracy of projected performance versus actual results, as well as the trend;
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» Assessment of management’s financial policies and attitude toward credit; and

« Corporate governance practices.

. THE COMPANY ARGUES THAT ITS CASH FLOW METRICS WOULD

SUFFER. HOW DO YOU RESPOND?
This argument is a red-herring. Any ROE decision that is lower than a
company’s proposal would, all else equal, cause “weaker” metrics than would
occur if the company’s proposal were granted. Additionally, there is interplay
among different factors. Credit ratings are not as simple as generalized
mathematical formulas.
DO CREDIT RATINGS DETERMINE A COMPANY'S ABILITY TO ACCESS
THE CAPITAL MARKETS?
No. A company’s ability to attract capital is not limited to the consideration of
only debt ratings. As long as a company has a solid investment-grade rating,
there is no reason to assume that the capital attraction standard is not met. It
would not be appropriate to attempt to set the cost of capital based on the
maintenance of any specific credit rating category.

There is no indication that a Commission decision of 9.40 percent ROE would
cause a ratings downgrade, or that the Company would have trouble selling

common equity.

. WOULD AN ROE DECISION OF 9.4 PERCENT WEAKEN THE

COMPANY'’S CREDIT PROFILE?
No. This assertion is misdirected because the Company assumes that the

financial metrics used by credit rating agencies were sole determinants of
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credit ratings. They are not. There is a large subjective component relating to
credit ratings. The metrics might, in a theoretical sense, be altered every time
the equity rate of return is lowered in a rate case. Conversely, every time the
ROE is increased, the “metrics” would be “increased”.

Clearly, the higher an ROE determination, the better some financial ratios
would appear. However, the ROE does not affect the leverage ratio (debt to
total capitalization). Higher ROEs, all else equal, would cause shareholders to
“bid-up” share price until the “required return” was equal to the expected return.

This argument is incorrect because it is contrary to the foundation of rate of
return determinations, which require allowed returns to be set at a company’s
cost of capital.

DO YOU HAVE INFORMATION REGARDING PGE’'S CREDIT METRICS?

Yes. Based on PGE's 2006-2007 Finance and Investment Plan,
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[/CONFIDENTIAL]

These metrics are volatile over time. The volatility does not cause immediate
changes in ratings. In fact, the proposed metrics that PGE calculates based on
Staff’'s proposal appear to be within reasonable investment-grade parameters.

Standard & Poor’s publishes its financial benchmarks, which tend to indicate
that Staff's proposals provide sufficient flexibility to the company. The
benchmark figures are available at Staff/1402 Morgan/16. While the forecast
for 2007 provides slightly different metrics, they are still within a very

reasonable range.
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ERRORS IN THEORY AND IN THE DCF MODEL

Q. ON PAGE 31 AND 34 OF ITS TESTIMONY, PGE INDICATES THAT
STAFF “COMMITTED NUMEROUS ERRORS IN THEORY AND
APPLICATION.” HOW DO YOU RESPOND?

A. Since the Company provided their arguments in bulleted format, | will respond
similarly to the issues that do not require a lot of explanation. | will first address
the bulleted items on page 31 and follow them with the bulleted list on page 34.
| will then expound on one specific issue regarding using spot prices rather
than longer-run historical average pricing.

Page 31 Bullet Points:

e PGE indicates that the Commission Order No. 05-1250, which requires PGE
to maintain an equity capitalization ratio of at least 48 percent, requires that
the Commission reflect a higher equity ratio in rates than that proposed by
Staff. PGE is incorrect. First, | have already indicated that the amount of
leverage on which rates are based should match the sample group, and
Staff's recommendation does not mean that PGE is required to maintain the
levels implicit in Staff's analysis. Additionally, Staff's updated proposal is
consistent with PGE’s actual capitalization target. Finally, PGE’s
requirement to maintain an additional $40 million of equity until 30 days after
the present rate case is concluded is immaterial since it would not affect
PGE once the rate case is concluded. The additional equity requirement
was designed to protect customers from the impact of Enron’s ownership,

and should not be a factor in the case.
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PGE also indicates that it must maintain liquidity for unexpected margin calls
due to fluctuating wholesale prices and unresolved litigation issues. PGE
has a sufficiently-large revolving line of credit in order to maintain liquidity.
The third and fourth points relate to capital expenditure requirements. The
underlying capital needs of a company should not impact the capital
structure in the long run, since companies are expected to manage their
capital structure over time. As | indicated above, PGE is expecting a capital
structure that is consistent with Staff's revised proposal. PGE’s arguments
regarding these issues are red-herrings.

PGE argues in the next point simply that it “must be able to offer assurance
to its equity and bond investors of sufficient cash flow.” However, PGE does
not indicate how this point is relevant to PGE’s riskiness, or how Staff’s
proposal would actually cause a deleterious effect.

The final point states that the capital structure does not include the
Company’s current short-term debt or revolvers. PGE does not indicate why
the level of short term debt impacts riskiness, and PGE also does not
discuss the fact that PGE has maintained surplus capital on its balance
sheet, in the form of “short-term” investments, that have not been

maintained to support PGE’s regulated enterprise.

Page 34 Bullet Points:

Although Staff used only one model, staff considered the final results and
recommendations in light of the expected return to the overall market, with

knowledge that regulated public utilities are considered less-risky. As |
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indicated in my initial testimony, the market’s overall return outlook should

set the ‘ceiling’ for the required return for a company’s rate regulated assets.

| explain part of the basis for this at Staff/1003 Morgan/38 to 40.

o Dr. Zepp indicated in response to Staff Data Request 608 that he

believes the stock market, on average, will return 12.35 percent to
14.45 percent. See Staff/1402 Morgan/49. Staff provided several
reliable sources that indicate that 10 to 11 percent may even be
somewhat of a high forecast. (See Staff/1003 Morgan/5-19) The
Federal Reserve estimates that the next ten years, the S&P will only
return seven percent per year, nominally. | provide a copy of this
report beginning at Staff/1402 Morgan/17, and this statistic is
provided at Morgan/20.

While Staff did not specifically mention the Hope and Bluefield standards,

such omission should not imply Staff disregarded those standards, or the

relevance of ORS 756.040.

As indicated on page 2 of this testimony, Staff does agree with PGE that two

companies should be removed from Staff's sample, one based on a credit

downgrade, and the other due to it being erroneously included. The

recommendations contained in this testimony reflect staff's analysis of the

revised sample.

Regarding PGE’s assertion that Staff failed to consider PGE-specific risks,

PGE has not indicated how it adjusted its analysis for the risks mentioned.

PGE mischaracterizes Staff's analysis, which did consider many
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components of PGE’s risk profile. PGE has not indicated exactly which risks
it feels should receive adjustment factors, or what those factors should be.
o0 Most importantly, PGE did not develop an expanded explanation of
its sample-selection process that would indicate how each discrete
adjustment could be made, or to what extent each of its comparable
companies compared with PGE regarding each “risk-factor” PGE
addresses in its description of risks.
PGE implies that | relied on “evidence” that was non-existent, and was
simply my own judgment. It is true that the examples that PGE provides
reflect my judgment on some very complex issues. However, | will respond
to such examples. Each example provided mischaracterizes my
understanding of the issues. See also, Exhibit 2023 Hager-Valach/1. PGE
appears to argue that, without maintaining a file with current reports,
witnesses cannot rely on their existing knowledge base without the risk of
being personally attacked. The following evidence refutes PGE assertion
that my knowledge and judgment is not sufficient with respect to the issues
raised by PGE. In each issue, | provide support for my positions, most of
which comes from information provided in my testimony.
o0 Regarding the varying risk-premium issue, please refer to Staff/1003,

Morgan/13 referring to Dr Cornell's book, The Equity Risk Premium.

Additionally, Staff/1003 Morgan/15 references a statement that “a
substantial decrease in the equity risk premium is largely responsible

for the sharp rise in market multiples.” Additionally, at Staff/1003,
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Morgan/16-17, | reference a survey by Professor Welch, whereby the
“risk premium” expectations by American economists have been
reduced from about 7.0 percent to 5.5 percent. Drs. Graham and
Harvey, also mentioned on that page, report on the views of chief
financial officers. They, too, found that risk premiums decreased.
Further evidence can be found at Staff/1003 Morgan/201, which
suggests a declining risk premium and at Staff/1003 Morgan/267-270
and Morgan/304-306. Finally, a cursory review of PGE Exhibit 2110
Zepp/1 clearly shows that the risk premium from year to year is not
constant.

PGE also argues that my statement regarding the current interest
rate environment is erroneous. Since | made that statement, interest
rates have decreased, consistent with my reported perception. The
full response to the data request included additional insight, which
was omitted from that exhibit. In it, | indicated: “Staff is referring to its
perception of the current interest rate environment, including the
recent actions by the Federal Reserve Board, as an indication that
interest rates should remain reasonably stable.” For additional
information, see Staff/1003 Morgan/407.” The referenced exhibit
includes interest rate projections through 2015. In addition, Staff did
not maintain in its possession a copy of the survey, however, at

http://www.philadelphiafed.org/files/spf/survgl06.html, the Federal
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Reserve Bank of Philadelphia provides the following quote (emphasis

added):

Forecasters Trim Estimates for Long-Run Growth in Output and Productivity

In first-quarter surveys, we ask the forecasters for their long-run projections
for an expanded set of variables, including growth in output and productivity,
as well as returns on financial assets. As the table below shows, the
forecasters have trimmed the long-run outlook for real GDP growth and
growth in productivity, but only by a very small amount. Over the next 10
years, the forecasters think real GDP will grow at an annual rate of 3.20
percent. Part of that growth comes from a more productive labor force. The
forecasters see labor productivity growing over the next 10 years at an
annual rate of 2.44 percent. Over the next 10 years, equities (as
measured by the S&P 500 index) will return 7 percent per year and 10-
year Treasury bonds will return 5 percent, estimates that are
unchanged from the survey conducted last year. Three-month Treasury
bills will, in contrast, return a bit more than the forecasters previously
thought. They now think bills will return 4.25 percent per year over the next

10 years, up from their previous estimate of 3.70 percent.

o Regarding the Arithmetic versus Geometric average issue, Staff has
again not compiled a listing of the literature upon which the statement
at Staff/1003 Morgan/28 was based. This is a complex issue,
however, Staff/1003 Morgan/288 provides some input. Arithmetic
averaging is biased upward, when compared to geometric rates.
Because the DCF model is based on a geometric progression, it
requires a compounded growth rate.

PGE's statement at PGE/2000 Hager-Valach/47, lines 10-16 are
disingenuous. PGE states that “Staff created the misimpression that its
analysis was supported by additional documentation or financial literature. By

citing evidence, Staff implies that there is third-party support for their
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statements or conclusions. In fact, though, Staff in many cases had no

evidence and it was indeed Staff's opinion, which is accorded less weight than

if supported by the opinions or analyses of outside experts.”

The Commission should reject PGE’s attempt to depict my testimony and my

positions as being poorly-founded. It is also not clear to me what PGE means

when it states that Staff's opinions are less valuable than those of “outside

experts.” The Commission should reject this assertion, since it lacks merit.

PGE argues that the capital structure requirements imposed by existing
Commission Orders must be considered by Staff. This is an erroneous
conclusion based on my earlier commentary. First, Staff does not provide a
recommendation of PGE’s capital structure, only the structure that should be
considered to set rates. Second, Staff's capital structure is similar to PGE’s
own long-term target.

PGE argues that Staff rejects the use of historic GDP growth, yet Staff
considers historic growth rates of the utility companies. While GDP growth
does not directly relate to earnings in electric utilities, historic earnings in the
industry itself is useful to consider. In my initial testimony, | showed that
utilities have comprised a lower proportion of GDP over time. See
Staff/1003 Morgan/22.

PGE argues that Staff has incorrectly evaluated the impact of institutional
ownership in the DCF analysis. | indicated that the ownership of shares by
large institutions “can create stability in share pricing.” See Staff/1003

Morgan/44. PGE states that they “wouldn’t say that mutual fund companies
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are necessarily more stable.” PGE/2000 Hager-Valach/50, lines4-5.

However, in PGE’s Distribution Advisory from Lehman Brothers, PGE was

advised of a [CONFIDENTIAL /] I
-
-

10

11
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N /CONFIDENTIAL] See

Confidential Exhibit Staff/1403 Morgan/68 and Morgan/70.

Finally, on page 36, PGE argues that the results of Staff's analyses should be
guestioned, simply because the results are not within the 10%-11% range
derived from other commission decisions. This argument has been discussed
in detail, and | have provided results from other commission decisions that
indicate the Staff's proposals are not out of line with other commissions. PGE
indicates that “it would appear that other commissions have placed less
emphasis on the DCF results.” | am unaware that other commissions have
actually disregarded the DCF model in any way, and PGE’s assertion is not
backed up with empirical evidence.
HOW DO YOU RESPOND TO PGE’'S ASSERTION THAT OTHER
COMMISSION’S DECISIONS OVER 10 PERCENT DISCOUNT THE
RESULTS OF YOUR ANALYSIS?
| have already identified reasons why the Commission should not rely on the
tenuous argument that other commissions’ ROE decisions should require an

ROE above ten percent.
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| have provided a presentation titled, “Why Are Allowed Rates of Returns Too
High?” See Staff/1003 Morgan/184—208. This exhibit was produced by Dr.
Woolridge, the Professor of Finance at the Smeal College of Business at
Pennsylvania State University. Dr. Woolridge’s analysis reflects that
Commission decisions may be lagging behind the impact of changes in the
interest rate environment. The author cites 10 ROE decisions that have been
under 10 percent (page 186). The reason given is partially based on the fact
that Treasury rates are at 40-year lows (page 187) and that regulated utilities
are among the lowest risk businesses of the industries covered by Value Line
(page 188).

The author provides a summary of DCF equity cost rates that indicates
electric utilities require ROEs of 9.6 percent (page 190). This result is based
on 5-year analyst growth estimates that are “upwardly biased measured of
actual growth (page 191).

Regarding equity risk premiums, the author indicates that historic risk
premiums cannot be justified based on economic fundamentals (page 192).
He summarizes 25 sources that support his contention and provides a
discussion of the problems with using straight historic averages to project the
future. He also indicates that attempting to base the expected risk premium
using Value Line’s projections produces expected market returns well above
actual market returns (page 200). This evidence refutes Dr. Zepp’s reliance on

such data, which produce an overall equity return of 13.6 percent from 1986 to



10

11

12

13

14

15

16

17

18

19

20

21

22

23

Docket UE 180/UE 181/UE 184 Staff/1400

Morgan/31

2006. See Staff/1402 Morgan/57, which is identical to PGE’s Exhibit 2108,
with additional summary statistics.

The author summarizes the risk premium analysis on page 202, where he
calculates an average 7.4 percent return on equity for gas, electric and water
utilities.

The report then reflects the underlying significance of market-to-book ratios
that are in excess of one, indicating that if the ROE is greater than the cost of
equity, then the market-to-book ratio will be greater than one. The author
states, “The average return on equity and market-to-book ratios are 10.6% and
1.87, respectively. These results clearly show that the required return on
common equity is well below the current range. See Staff/1003 Morgan/203-
204.

The report finally addresses the impact of the new tax law, which has “further
reduced the cost of equity capital (page 205.) He indicates that a 10 percent
ROE would have been reduced by 118 basis points, to 8.82 percent, based
only on the impact of the reduced taxation of dividends.

He concludes his report by stating,

e Allowed returns on equity above 10 percent are clearly excessive.

e Interest rates are at historic lows and utility risk is still much lower than
most industries.

e DCEF equity cost rates are in the 8-9 percent range.

e ...Historic risk premiums are excessive...risk premiums (are) 3-4

percent above long-term Treasuries.
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e Returns on equity and market-to-book ratios also support utility equity
cost rates below 10%.

e The new tax law has lowered equity cost rates for utilities — by up to
100 basis points.

Q. HOW DO YOU ADDRESS THE ISSUE OF SPOT PRICES VERSUS
HISTORIC AVERAGE PRICES?

A. The Company argues that “average prices” rather than “spot prices” should be
used. Itis true that stock price fluctuations could skew the results of the DCF
for an individual company. However, based on theory, current prices are the
most appropriate.?

One advantage of using a cohort sample of companies is that, even if
anomalous pricing behavior may exist for a portion of the sample, on average,
the effect should not skew the results. While a single company’s share price
may suffer from a lot of volatility, the larger sample of companies used by PGE
and myself should reduce the impact on the results of the DCF models.

However, the result of my analyses is the same today as it was when | first

filed testimony. Therefore, the change in prices that cause a decrease in the

2 "An efficient’ market is defined as a market where there are large numbers of rational, profit-
maximizers actively competing, with each trying to predict future market values of individual
securities, and where important current information is almost freely available to all participants. In an
efficient market, competition among the many intelligent participants leads to a situation where, at
any point in time, actual prices of individual securities already reflect the effects of information
based both on events that have already occurred and on events which, as of now, the market
expects to take place in the future. In other words, in an efficient market at any point in time the
actual price of a security will be a good estimate of its intrinsic value." Eugene F. Fama, "Random
Walks in Stock Market Prices," Financial Analysts Journal, September/October 1965
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cost of equity has been persistent. | do not think that anomalous pricing has
occurred that caused any impact on my analysis.

In UE 170, PacifiCorp’s witness, Dr. Hadaway, made a similar argument. Dr.
Hadaway indicates, “Although in theory either average or “spot” stock prices
can be used in the DCF analysis, a reasonably current price consistent with
present market conditions and with the other data employed in the analysis is
most appropriate. Since the cost of equity is a forward-looking concept, the
important issue is that the price should be representative of current market
conditions and not unduly influenced by unusual or special circumstances.”
(See UE 170 PPL/200 Hadaway/22.)

The use of spot prices is based on historic Commission practice, and is
theoretically appropriate, because all known events are contained in current
prices. Using three months of average prices may cause incorrect information
to persist in the DCF models. If the market is trending upward or downward,
such a technique would tend to cause skewed results that are not “averaged”
away. | continue to recommend the use of spot pricing.

Finally, it should be noted that the end results of the DCF models are much

more sensitive to the issue of growth, than to changes in price assumptions.
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DR. ZEPP'S TESTIMONY

Q. DR. ZEPP’S INDICATES THAT INVESTORS MAY NOT USE THE DCF

MODEL FOR THEIR INVESTING DECISIONS. DO YOU AGREE?

A. No. Even though Dr. Zepp makes an allusion that investors may not rely on

the DCF model (PGE/2100 Zepp/15, lines 6-7,) this perception is unfounded. |

indicated that the DCF model is used by major investment banks when they

analyze companies for transactions. The DCF was used by Berkshire

Hathaway when MEHC analyzed PacifiCorp for its acquisition. The model was

also used by NW Natural and Texas Pacific Group (Oregon Electric Utility
Company) for both companies’ proposed purchase of PGE.

At Staff/1003 Morgan/289, | show that Fidelity Investments promotes the use
of the DCF model. AG Edwards, Prudential-Bache and Merrill Lynch all use
the DCF model. Even Lehman Brothers, PGE'’s advisor for its recent stock
distribution, applied the DCF model. See Confidential Exhibit Staff/1403
Morgan/63-65; Morgan/84; Morgan/92 and Morgan/95. The DCF model is a
valuable tool that is clearly used by investors.

Dr. Zepp also states that “...if investors do rely on the DCF model, Morgan
does not consider all of the assumptions investors might reasonably consider
when they price electric utility stocks with such a model. See PGE/2100
Zepp/15, lines 6-8. Dr. Zepp again alludes to “phantom” assumptions that he
applies to the three stage 40-year DCF model. Those assumptions, as |
described before, create unreasonable growth results.

Q. WHAT ARE YOUR COMMENTS REGARDING DR. ZEPP’'S TESTIMONY?

Staff/1400
Morgan/34
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| have several comments regarding his testimony. | address these comments
in the following order.

First, | respond to some new models that he proposes, including a DCF
model that he developed using water utility companies and “risk-premium”
models he provides. One risk premium method is designed to estimate the
overall return on the market and the other is based on a large sample of
Moody’s utility companies. A final model is based on a technique apparently
supported by the Department of Ratepayer Advocates of the California PUC. |
do not respond to this model because Dr. Zepp did not sufficiently outline the
assumptions of the model, nor did he provide the underlying data for
verification. In any case, it is based on data that includes only the past decade,
and appears to be based on earned returns at the company level, rather than
returns to the underlying investors. Therefore, it suffers some of the same
problems as PGE’s initial risk-premium model.

Secondly, | address the mechanical manipulation he applied to my 40-year
DCF model that creates calculations that are beyond a reasonable range.

Thirdly, | address a “market-value” capital structure adjustment that Dr. Zepp
discusses.

Finally, | address some assertions that Dr. Zepp makes regarding my
testimony.

WHAT NEW MODELS DOES DR. ZEPP PROPOSE AND WHAT IS YOUR

RESPONSE?
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A. First, Dr. Zepp includes results from a single-stage DCF model that is based on

a sample of six water utilities. See PGE Exhibit/2104 Zepp/1. | presume that
the inclusion of the analysis is to show an alternative cohort sample that may
support PGE’s requested ROE. The problem with the inclusion of a new model
is that there is no demonstration that the companies are comparable to PGE.
The terminal growth rate is 7.71 percent, which seems, at first blush, to be an
extremely high level of perpetual growth. Since historic data was not provided,
it is impossible to determine the supportability of the level of growth. Since the
growth is significantly higher than growth in the overall economy, such results
seem spurious.

Second, Exhibit 2108 reflects a risk premium analysis using the years 1986 to
2006. This model is based on the assumption that Value Lines reported short-
term growth is a reasonable proxy for perpetual growth for the overall market.
The expected growth rate increased substantially over the period and, in 2006,
Dr. Zepp’s model reflects the composite group growing at 12.68 percent. This
level of growth is simply untenable, based on the fact that it is substantially
larger than the projected growth in the overall economy. A basic tenet of
economics is that companies cannot grow faster than the economy, or they
would eventually surpass the economy itself. As | indicated earlier, attempting
to base the expected risk premium using Value Line’s projections produces
expected market returns well above actual market returns. See Staff/1003

Morgan/200.
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Finally, on page 36 of his testimony, Dr. Zepp includes a much abbreviated
discussion of an additional risk-premium analysis based on a sample that
includes “Moody’s Electric Utility” companies. He provides the results of his
calculations at PGE/2101 Zepp/1. The model includes data from 1950 to 2005
and uses actual market-derived returns and Moody’s bond rates from Baa-
rates issues. Major problems with this new model include the fact that Moody’s
uses a very broad-based group of companies, which include many companies
that are not purely rate-regulated. Since it is a new model, Staff has not had
sufficient time to review the companies included in each year.

Additionally, the model uses general corporate bond rates, without addressing
the actual rates of the underlying sample of companies. Finally, the model
does not address the overall decrease in risk premiums that | have addressed
previously, nor does it address the appropriate holding period assumptions,
which is related to the arithmetic and geometric average arguments. See
Staff/1003 Morgan/27. The calculation of the average compounded return over
the period is reduced to 10.23 percent, reflecting a risk-premium of only 2.22
percent. Holding all else in his model equal, the indicated cost of equity would
be only 9.42 percent (7.2 percent cost of debt + 2.2 percent risk premium.)
Assuming that the current marginal cost of debt remains constant at 6.32
percent, the model results in an 8.54 percent cost of equity. Using Dr. Zepp’s
figures with the current cost of debt results in a cost of equity indication of only

9.87 percent.
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While this newly-added model appears to be heading in the right direction
compared to PGE’s initial risk-positioning model, it is fraught with weaknesses

that make it unacceptable.

. WHAT IS THE NEXT ISSUE YOU WILL ADDRESS?

Next, | address Dr. Zepp’s new assumptions that he uses to “re-run” my 40-
year, three-stage DCF model.

Dr. Zepp recalculates the model with adjustments that he feels “should be
considered”. The primary adjustments that he makes in the two versions of the
model include a higher terminal ROE, an adjustment of a “v x s” factor, and he
applies initial growth rates based on a calculation of historic growth that he
feels should be applied on an ex-ante, or going-forward basis.

The first two adjustments are interrelated. The ROE that | assumed in the
sensitivity analysis and which generates the terminal growth rate already
implicitly includes the impact of the “v x s” factor. The “v x s” formula considers
the impact of earnings from issuing new equity shares at a price that is greater
than book value. This factor has the impact of increasing earnings per share.
The factor is a simple calculation: it subtracts 1 from the market-to-book ratio
and is then multiplied by the average percentage of common equity sold each
year to arrive at the percentage increment to book value. This percentage
increment to book value is then multiplied by the average book value to arrive
at the increment to book value in dollars. Although Dr. Zepp calls the exclusion
an “obvious flaw”, (See PGE/2100 Zepp/18, line 12,) the omission was

intentional. The “terminal ROE” already includes the return from all sources.
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Because Dr. Zepp “double-counts” the impact of selling shares, he generates a
higher growth rate factor in the model.

WHAT IS THE IMPACT OF HIS ADJUSTMENTS?

The primary impact is that first-stage growth is 7.6 percent one version and 8.8
percent in the other version, with one version’s first-stage extending five years
and the other version’s first-stage extends to ten years. The growth rates he
uses are based on the assumption that the future growth will “mirror” the past
growth over each period.

To expound on this concept, Dr. Zepp calculates the 7.6 percent figure based
on the earnings growth from 1996-2005. He then applies it to the ten-year
future period. Similarly, he calculates the 8.8 percent growth as the rate from
2001-2005 and applies this to the future five-year period.

Implicit in this approach is that the growth over the past five- and ten-year
periods provides reasonable rates, even though it contradicts all the available
sources of growth that | identified in my initial testimony.

Dr. Zepp indicates that, “We do not know what cash flows investors expect to
receive from electric utility stocks. If they expect the pattern of past EPS to
repeat itself in the future, the indicated cost of equity range of 10.31% to
10.50% is just slightly below PGE’s requested ROE of 10.75.” See PGE/2100
Zepp/25.

The second impact is that terminal growth is increased to 7.5 percent after the

first ten years (Exhibit 2105) and it is increased to 6.55 percent after the first
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five year's (Exhibit 2106.) The terminal ROE in both versions is the same,
12.97 percent.

A side-effect of the mechanically-applied assumptions Dr. Zepp creates is a
terminal retention rate of 54.5 percent in Exhibit 2105 and 47.3 percent in
Exhibit 2106. Both of these figures are far beyond the actual retention rates
that are expected into the future, based on Value Line’s estimates.

Dr. Zepp refers to these adjustments as being based on “alternative
assumptions Mr. Morgan said should be considered but he did not incorporate
in his analysis.” See PGE/2100 Zepp/4, lines 13-14.

Dr. Zepp’s adjustment is puzzling. He states that he assumes investors
expect future EPS growth during the next ten years will be the same as it was
in the last 10 years. The only basis he states for this assumption appears to be
that “At numerous places, Mr. Morgan advises the Commission it should
consider historic utility growth rates in a DCF analysis.” See PGE/2100
Zepp/23, lines 10-11. This is not an accurate depiction of my testimony. At
Staff/100 Morgan/13, | provide three paragraphs pertaining to “historic” growth
rates. | indicated that historic growth could provide “guidance” regarding future
growth. | also indicated that past dividend growth, if stable, could be assumed
to continue, all else equal. The last ten years’ of growth for my sample of
companies did not approach the rate he assumes, but averaged less than

three percent.



10

11

12

13

14

15

16

17

18

19

20

21

22

23

Docket UE 180/UE 181/UE 184 Staff/1400

Morgan/41

While | analyzed historic growth rates, my growth rate recommendation was
based on growth rates that are supportable into perpetuity. The historic data |
referenced served as a check of reasonableness for my future projections.
DID DR. ZEPP RELY ON FORECASTS OF GROWTH FROM ANALYSTS?
No. It appears that Dr. Zepp has discounted growth forecasts in favor of using
past growth rates.

Dr. Zepp states that “Analysts are justifiably cautious about forecasting
realistic earnings per share growth rates” and “it may be that analysts are
generally pessimistic about prospects in the electric utility industry. See
PGE/2100 Zepp/19, lines 11-14.

However, PGE’s own internal earnings growth target is four to five percent.

See Staff/1003 Morgan/440. [CONFIDENTIAL/] GGG
e
e
e

I [/CONFIDENTIAL] See Confidential Exhibit/1403 Morgan/90;
Morgan/92 and Morgan/95.

DID YOU RELY ON HISTORICAL GROWTH RATES FOR INCLUSION IN
YOUR MODEL?

No. The historic information supports only the low-end of my growth rate, and
cost of equity indications. It should be clear that the earnings growth rate that
can be expected into the future, especially for rate-regulated companies, must

be considered in conjunction with growth rates in book value. As | stated in my
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direct testimony, as book values increase, they provide the "asset base" upon
which earnings are based. Of course, earnings provide the driver for dividend
payments. The past levels of book value growth should be considered in order
to derive meaningful expectations about forward-looking earnings growth. In
my final conclusion, | relied upon the quite conservative future projections that
favor the Company's position and did not give much weight to the historic

information.

Q. SHOULD ONE CONSIDER HISTORIC GROWTH RATES?

Q.

Yes. Historic growth rates should be used, at a minimum, as a check of
reasonableness for future projections. Historical data requires reasoned
judgment and requires an emphasis on the future and can provide valuable

information if applied correctly.

HAS THE COMMISSION RULED ON THE ISSUE OF USING HISTORIC
DATA?

A. Yes. In Order 01-777, the Commission stated:

We concur with PGE that the use of a forecasted retention rate should
be used in this docket. We are not precluding the use of historical
retention rate information in future dockets, but parties advocating such

usage must justify the use of such data.

Staff disagrees and believes it inappropriate for PGE to favor the use
of historical data to estimate s, while strenuously arguing that forward-
looking projections should be used for both b and r. We agree.
Moreover, while we acknowledge the difficulty in predicting large
offerings, PGE failed to establish that Value Line expressly excludes

the possibility of such offerings in forecasting future sales of newly
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issued stock. Moreover, Staff demonstrated that the historic data is
misleading, since new stock sales as a percentage of the amount of
stock outstanding has been in a steep decline. Based on this record,
we conclude that projections should be used to estimate the sale of
newly issued stock in this docket.”

Q. ARE THESE ASSUMPTIONS REASONABLE?

A. No. Not only is the 12.97 percent terminal ROE beyond the range of

reasonableness for the sample of companies, both the first- and second-stage
growth factors are extreme. The terminal growth rate is far outside the range |
proposed in my initial testimony of four to five percent. The end result of the
contortions to the model reflects the various ways that DCF models can be
misused.
DOES THE 12.50 PERCENT ROE FORECAST FROM VALUE LINE
ASSUME THAT REGULATED UTILITIES SHOULD BE GRANTED ROES
IN THAT RANGE?
No. Dr. Zepp informs us that Value Line’s current ROE “forecast” for the utility
industry is 12.50, however, he does not mention why this may or may not be
appropriate into “perpetuity”.

| provided a sensitivity analysis that extends ROE to 12.0 percent, however,
that figure was used for purposes of the sensitivity analysis only.
Unfortunately, Dr. Zepp appears to have been misled by my DCF analysis.

The fact that market-to-book ratios are greater than 1.0 implies that investors,
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over all, also do not require such high returns. In any case, Value Line now
estimates a future ROE of only 11.5 percent.

Value Line covers a total of 60 electric companies throughout the US. These
companies are not all predominantly rate-regulated. In fact, of these
companies, | include only fourteen in my initial “cohort” sample (and 12 in my
updated sample). This group was represented as being a “close fit” to purely
rate-regulated enterprises. Therefore, there are 46 to 48 additional companies
making up the Value Line universe that were filtered as not being
predominantly rate-regulated.

The impact of unregulated operations and investments clearly impacts the
equity returns that are expected to be earned from these companies. This
information does not support a requirement of such high equity returns for
purely rate-regulated operations. Given the calculations | provided above, a
perpetual growth rate of 6.55 to 7.50 percent is unlikely even for the entire
universe of companies covered by Value Line.

ARE VALUE LINE’'S FORWARD-LOOKING ROES USEFUL FOR THE
COMMISSION TO MAKE A JUDGMENT?

Yes. Value Line’s short-term, forward looking ROESs, in aggregate, are
anticipated to be in the 10.5 — 11.5 range.

My selected sample of companies is more appropriate to develop ROE
estimates to use in the DCF model. This is because the filtering process is
designed to remove some of the bias of unregulated operations. Value Line is

estimating “earned” ROEs, which may not be consistent with the investment
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returns actually achieved by investors, includes the impact on current pricing.
A market-to-book ratio greater than 1.0 indicates that my sample of utilities is
expected to earn accounting ROEs greater than the utilities' costs of equity. An
accounting ROE forecast should not be used as a proxy for the cost of equity
because it would over-estimate the cost of equity when the market-to-book
ratio exceeds 1.0. However, the accounting ROEs are useful for calculating “b
x r" growth rates, and they already implicitly includes the “v x s” factor.

Dr. Zepp’s adjustment is erroneous because the Value Line figure of 12.50
percent included the entire population of electric companies Value Line covers.
In any case, the 12.5 percent figure is “dated”, and has been updated by Value

Line to reflect only 11.50 percent. See Staff/1402 Morgan/1-3.

. WHAT OTHER ARGUMENTS DOES DR. ZEPP MAKE?

Dr. Zepp indicates that PGE is “more risky” than staff's sample. See
PGE/2100 Zepp/6, lines 18-21. He calculates Standard & Poor’s “business
profile” ranking to the sample of companies, resulting in an average of 3.9
percent. Based on this metric, which is subjectively formulated by S&P, he
argues that the sample is less risky. He also calculates an “average” bond
rating figure to further support his argument. Finally, he iterates some of the
“risk factors” that were contained in PGE’s Hager-Valach testimony.

Dr. Zepp does not provide an analysis regarding which risk factors are
properly considered in a cost of equity analysis. The only risk factors that are
useful in determining the cost of equity are those that increase a company’s

non-diversifiable risks. Unfortunately, although some of the risk factors may be



10

11

12

13

14

15

16

17

18

19

20

21

22

Docket UE 180/UE 181/UE 184 Staff/1400

Morgan/46

considered in a bond-rating analysis, they are not particularly useful in a cost of
equity analysis.

DR. ZEPP ARGUES THAT A 9.3 PERCENT ROE IS ONLY 210 BASIS
POINTS GREATER THAN THE CONSENSUS ESTIMATES OF BAA
BONDS RATES FOR THE SECOND QUARTER OF 2007. HOW DO YOU
RESPOND?

The updated 9.4 percent ROE that | recommend is 300 basis points greater
than the 6.40 percent rate, as reported by the Federal Reserve as of

9/22/2006. See http://research.stlouisfed.org/fred2/series/WBAA?&cid=119.

DR. ZEPP USES THE CHANGE IN INTEREST RATES TO UPDATE A
RECENT COST OF EQUITY DECISION IN OREGON AS SUPPORT FOR
HIS CONTENTION THAT STAFF'S PROPOSED ROE IS TOO LOW. IS
THIS A REASONABLE APPROACH?

No. The Order in NW Natural’s rate case, Docket No. UG 152, was based on a
settlement among parties. Staff's proposal in that case was almost 50 basis
points lower and had factored in the expectation that interest rates would not
remain at the historic lows of that period (2002). An order from four years ago

should not set precedence in ROEs today.

. WHAT OTHER ARGUMENTS DOES DR. ZEPP MAKE?

Dr. Zepp argues that the proposed ROE is lower than national regulatory
decisions. This argument has already been addressed, and should be

disregarded.
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Dr. Zepp then indicates that a “wealth of information available to determine
benchmark equity costs that Mr. Morgan has chosen to exclude from his
analysis.” See PGE/2100 Zepp/14.

Dr. Zepp appears to make this assertion to cause the Commission to rely on
points that PGE makes that | have already discussed, including 1) the water-
utility DCF analysis that | discussed earlier in my testimony, 2) the adjustments
he makes to my DCF model, 3) the market-value “analysis” that explains why
the results of DCF models are expected to understate ROEs, 4) the risk
positioning model proposed by PGE, and 5) the new risk premium models that
Dr. Zepp proposes.

CHECK OF REASONABLENESS

DID YOU CONSIDER OTHER EXPECTATIONS FOR ROES?

Yes. | have included information that supports the expectation of ROE
decisions under 10.0 percent, and potentially as low as 9.0 percent. See
Staff/1003 Morgan/184-208.

HOW DID YOU DETERMINE THE REASONABLENESS OF YOUR
CONCLUSION?

| provided various reports indicating what overall market returns are expected
to be over the foreseeable future. These figures range as low as about eight
percent and as high as 11 percent. The overall market expectations can be
viewed as an upper limit to reasonable required ROEs for the public utility

sector.
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As | described in my opening testimony, regulated public utilities have lower
risk than the overall market and should have returns lower than that required
by the market. This notion is well-founded. Because the average Beta® is
lower than 1.0, equity returns for regulated public utilities would necessarily be
lower than that of the market. The CAPM framework requires a “risk-free rate”,
a market risk premium, and estimates of Beta. (See CUB-ICNU/400
Gorman/26, line 12.) This evidence is useful as a check of reasonableness.

Q. WHAT DOES THIS IMPLY ABOUT THE COST OF EQUITY FOR
REGULATED UTILITIES?

A. Although Staff's historic CAPM practice employs some technical adjustments, |
will simplify the process for calculating the model. Current 10-year Treasuries
are about five percent, which will suffice as the “risk-free” rate.

As | mentioned earlier, the market return is expected to be no greater than
11.0 percent, and likely as low as 10 percent. Based on a return of 11 percent,
the market risk premium would be six percent (11.0% — 5.0% = 6.0%). | will
use a Beta of 0.85, which is near the middle of the sample group’s Betas, as
published by Value Line.* Therefore, the sample group’s risk premium is 5.1
percent (6.0% x .85 = 5.10%). Adding this public utility risk premium to the
current 4.8 percent risk-rate indicates an ROE of 9.9 percent (4.8% + 5.10% =

9.9%). Using the 10 percent market return to set a lower bound, the results

% See Staff/1003 Morgan/33 for a discussion of Beta.

* Whether Value Line’s Beta is the most reflective for use in the CAPM has been debated. It likely provides an
upper bound of reasonable Betas, depending on the measurement process. Because Value Line’s Beta
calculations are available and are independent, they are reasonable for this discussion.



10

11

12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27

Docket UE 180/UE 181/UE 184 Staff/1400

Morgan/49

would be a 4.25 percent risk premium (5.0% x .085) and an ROE of 9.05
percent.

These indications bracket my recommended 9.40 percent cost of equity.
While this analysis is not proffered as a rigorous CAPM analysis, it does
provide a check of reasonableness.

DO YOU CONTINUE TO RECOMMEND THAT THE COMMISSION
REJECT PGE’S RISK POSITIONING MODEL AND PGE’'S ASSERTION
THAT THIS COMMISSION SHOULD DETERMINE AN ROE IN-LINE WITH
OTHER COMMISSIONS?

Yes. The Commission ruled on a similar model in a prior docket. Order 01-
777 stated:

This Commission rejected a similar risk-positioning method proposed
by another utility in a recent rate case. We reach the same conclusion
here. As Staff notes, PGE’s proposed methodology using authorized
ROEs and yields on treasuries and corporate bonds is unconventional
and has not been accepted by other regulatory agencies as a reliable
means for determining cost of equity. Because the methodology is not
based on accepted regulatory principles, we decline to adopt it for use

in this proceeding.

ROEs Authorized by other Regulatory Commissions

In addition to their DCF and Risk Positioning Method estimates, Hager-
Valach rely on recent authorized ROE decisions by other regulatory
commissions. Hager-Valach note that, during the last twelve months,
electric utilities received an average authorized ROE of 11.6 percent,
with a range of 11.0 to 12.9 percent. Because an investor will consider

this type of information when making an investment, Hager-Valach
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believe that PGE should be awarded a common equity return within
this range. Staff objects and contends that PGE’s proposal is circular in
reasoning, because decisions would simply be based by looking at
what other commissions allow. Staff adds that PGE’s proposal would
have the effect of improperly transferring to other jurisdictions the
Commission’s obligation of setting cost of equity for Oregon utilities.
Finally, Staff notes that the Commission rejected a similar request
made by NW Natural in docket UG 132.

“NW Natural contends that the Commission should rely on recent
common equity return decisions made in other jurisdictions. We
disagree. As Staff and NWIGU point out, there is frequently a
substantial lag between the time evidence is prepared in a rate case
and when a decision is finally rendered. Because interest rates
have been steadily declining during the past several years, the
failure to account for the regulatory lag could result in an
overstatement of cost of capital. Moreover, as noted above, the
authorized ROE is just one component of setting rates and is often
tied to other, unknown elements in a rate case. Therefore, while
other ROE determinations may provide evidence to confirm a
decision, we are reluctant to base an award for NW Natural on
unknowable parameters from other cases, set in other jurisdictions
and different capital market conditions.” (Order No. 99-697 at 23.)

“PGE believes that a review of other authorized ROEs is relevant to
determine investor's expectations. Because an investor views a
commission decision as the utility’s best estimate of the cost of equity
at the time of the decision, PGE maintains that the investor will go
elsewhere if the authorized ROE is set too low for the risk of the
investment. PGE adds that, contrary to its argument here, Staff has
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previously asked the Commission to consider ROE decisions from
other jurisdictions. As an example, PGE notes that Staff referred the
Commission to a decision by Nevada Commission to justify its ROE
recommendation in docket UG 132. We adhere to our prior
determination that, while other ROE determinations may provide
confirmation of a decision, they should not be used as an independent
method on which to base an award. Capital market conditions, not
regulatory decisions, determine a utility’s cost of equity. While we
agree that regulatory agencies generally make every effort to capture
those conditions, a review of past decisions cannot replace an
independent analysis of current market conditions and how they affect
the particular utility. Moreover, ROE determinations are made not just
in traditional rate cases, but also in a range of other proceedings, such
as industry restructuring plans, merger approval cases, or erformance-
based regulatory plans. Thus, the ROE awards may have been based,
in part, on other unknown parameters relevant in that particular docket.
Accordingly, we will continue to review ROEs authorized in other
jurisdictions to help gauge the reasonableness of the cost of equity
estimates derived from independent methodologies. We will not,

however, rely on such decisions to base an ROE award for a utility.

CONCLUSION

PGE provided an updated analysis at Exhibit 2002. Consistent with my initial
testimony, omitting the results from the “historic GDP growth” formula, PGE’s
range of ROEs is from 8.39 to 9.93 percent, based on “closing prices”. The
sample with the highest results contains a very broad sample of companies,

yet does not support PGE’s 10.75 percent ROE conclusion. It is unknown what
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the capital structure of this sample is, however it is highly unlikely that it
contains more than 45 percent to 48 percent equity in its capital structure.

Edison Electric Institute’s Electric Perspectives “The Dividend Advantage”

provides an example of the change in costs of equity due to the dividend tax
cut implemented in 2003. See Staff/1402 Morgan/33. The example provided
in this article indicated a decrease in the cost of equity of 150 basis points,
from 10.81 percent to 9.29 percent, reflecting a 152 basis point reduction in the
cost of equity due solely to the reduction in taxes applicable to dividends. It is
clear that the reduction in taxes applied to dividends reduces the cost of
capital, and the results of my DCF analysis are in-line with the expected impact
of the tax cut.

The Commission should adopt staff's recommendation of a 9.4 percent cost
of equity. It should also adopt staff's recommendation regarding the capital
structure, containing 50 percent equity and 50 percent debt. My
recommendations are consistent with investors’ required return on capital, and

would not negatively impact PGE’s access to the capital market.

Q. DOES THIS CONCLUDE YOUR REBUTTAL TESTIMONY?

A. Yes.
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Dividend Yield + Growth [C] + [D] :

Single-Stage DCF Model Results UE 180 Schedule 1 - Single Stage Model
(Al [B] [C] (O] [E]
Next 12-
months i Selected
COMPANY TICKER Dividend Current Price Dividend Yield Growth Rate Companies
[Alliant Energy INT T.20 ~ $36.28 331% 3.49% 6.80%
Amer. Elec. Power AEP 1.54 $37.06 4.16% 3.54% 7.70%
Consol. Edison ED 2.31 $46.62 4.95% 3.09% 8.04%
Energy East Corp. EAS 1.16 $24.04 4.83% 4.27% 9.09%
IDACORP, Inc. IDA 1.20 $38.61 3.11% 4.65% 7.76%
MGE Energy MGEE 1.39 $32.40 4.29% 6.00% 10.29%
NSTAR NST 1.26 $33.66 3.74% 4.76% 8.50%
OGE Energy OGE 1.35 $36.33 3.72% 3.80% 7.52%
Progress Energy PGN 2.45 $45.81 5.35% 3.76% 9.11%
Southern Co. SO 1.58 $34.96 4.52% 4.64% 9.16%
Wisconsin Energy WEC 0.94 $43.80 2.15% 7.35% 9.50%
JXcel Energy Inc. XEL 0.90 $20.76 4.34% 4.89% 9.23%
AVERAGE $1.44 $35.86 408% 4.52% 8.56%
|MEDIAN $1.31 $36.31 4.22% 4.45% 8.80%
[A] Value Line Summary and Index, September, 15 2006
[B] Most current stock quotes provided by MSN Money, www.moneycentral.msn.com
[C] Dividend rate divided by market price [C] / [B]
D] Growth Rates from average of Kiplinger's; Firstcall; Zack's; Reuters; Value Line

Single-Stage DCF Model, Sensitivity Analysis UE 180 Schedule 1A - Sensitivity Analysis

Next 12- Minimum Maximum

months Analyst Analyst
COMPANY TICKER Dividend Current price Div Yield Estimate COE Results  Estimate  COE Results
Alliant Energy LNT $1.20 ] $36.28 3.31% 2.30% 5.61% 4.50% 7.81%
Amer. Elec. Power AEP $1.54 $37.06 4.16% 3.00% 7.16% 5.00% 9.16%
Consol. Edison ED $2.31 $46.62 4.95% 1.60% 6.45% 4.00% 8.95%
Energy East Corp. EAS $1.16 $24.04 4.83% 4.00% 8.83% 4.50% 9.33%
IDACORP, Inc. IDA $1.20 $38.61 3.11% 4.00% 711% 5.00% 8.11%
MGE Energy MGEE $1.39 $32.40 4.29% 6.00% 10.29% 6.00% 10.29%
NSTAR NST $1.26 $33.66 3.74% 2.50% 6.24% 5.80% 9.54%
OGE Energy OGE $1.35 $36.33 3.72% 3.00% 6.72% 5.00% 8.72%
Progress Energy PGN $2.45 $45.81 5.35% 3.50% 8.85% 4.00% 9.35%
Southern Co. SO $1.58 $34.96 4.52% 4.00% 852% - 5.00% 9.52%

. |Wisconsin Energy WEC $0.94 $43.80 2.15% 6.50% 8.65% 8.00% 10.15%
Xcel Energy Inc. XEL $0.90 $20.76 4.34% 4.00% . 8.34% 7.50% 11.84%
AVERAGE $1.44 $35.86 4.04% 3.69% 7.73% 5.36% 9.40%

IMEDIAN $1.31 $36.31 4.22% 3.75% 7.75% 5.00% 9.34%
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COMPARATIVE COMPANIES
EXTERNAL FINANCING RATE

(Millions of Shares)
Common Stock Outstanding

COMPANIES Compound Annual Growth
2006 2009-2011 2007-2010
Alliant Energy 115.00 116.00 0.22%
Amer. Elec. Power 394.00 400.00 0.38%
Consol. Edison 255.00 263.00 0.78%
Energy East Corp. 148.00 149.00 0.17%
IDACORP, Inc. 43.90 46.10 1.23%
MGE Energy 20.60 20.60 0.00%
NSTAR 106.81 106.81 0.00%
OGE Energy 91.20 93.50 0.62%
Progress Energy 254.00 261.00 0.68%
Southern Co. 747.00 770.00 0.76%
Wisconsin Energy 117.00 117.00 0.00%
Xcel Energy Inc. 406.00 435.00 1.74%

Average 0.55%

Round to

Source: Forecasts are from the most current editions of Value Line.
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ELECTRIC UTILITY (WEST) INDUSTRY

1776

All of the major electric utilities located in the
western region of the United States are reviewed
in this Issue; eastern electrics, in Issue 1; and the
remaining utilities, in Issue 5.

Merger and acquisition activity has returned to
the Electric Utility Industry. We will discuss the
reasons for this and evaluate the possibility of
additional deals.

Despite rising interest rates, utility stocks have
performed well of late. We continue to believe that
most of these equities are richly priced.

More Mergers

For a period of nearly four years, from February of
2001 through December of 2004, there were no an-
nounced mergers or acquisitions involving two investor-
owned utilities. (Ameren bought two utilities in Illinois
during that period, but they were corporate subsidiaries,
not entire companies.) The turmoil that affected this
industry after the power markets began to collapse in
2001 precluded M&A activity. Numerous companies had
to adopt “back to basics” strategies to get their houses in
order. For most, this process was completed within the
past couple of years, so dealmaking has returned.

Three major combinations have been announced since
December of 2004. That month, Exelon agreed to acquire
Public Service Enterprise Group. In May of 2005, Duke
Energy agreed to buy Cinergy. In December of 2005, FPL
Group agreed to purchase Censtellation Energy. Each of
these companies owns nonregulated generating assets,
and in each case, expected synergies on the nonregu-
lated side of the businesses drove the deals much more
so than the possibility of utility-related expense reduc-
tions. What has happened since then illustrates one of
the problems in executing utility mergers.

Obtaining state regulatory approval for utility combi-
nations is often difficult. The Exelon/PSEG and
FPL/Constellation deals have run into opposition in New
Jersey and Maryland, respectively. Officials in New
Jersey are concerned that the benefits to customers
there might not be significant enough to justify the deal.
Officials in Maryland are displeased about the upcoming
large rise in the generation portion of customers’ bills
since market-based rates in the state began in mid-
2006—despite the fact that the FPL deal had nothing to
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do with this. Thus, each of these transactions is in
danger of falling apart. Duke’s takeover of Cinergy was
completed in less than 12 months—very fast for a utility
combination—but the companies had to accelerate the
benefits for customers in order to obtain regulatory
approval.

Smaller deals are also occurring. In June, a Canadian
company agreed to acquire Green Mountain Power, a
little electric utility in Vermont. Last month, three more
transactions were announced. A consortium led by an
Australian bank agreed to buy Duquesne Light. WPS
Resources, an electric and gas utility in Wisconsin that
had already expanded its gas business by purchasing
Aquila’s utilities in Michigan and Minnesota, agreed to
acquire Peoples Energy, the holding company for the gas
utility that serves Chicago. MDU Resources, which owns
electric and gas utilities in North Dakota and four
neighboring states, agreed to buy Cascade Natural Gas,
which has utilities in Washington and Oregon. The
latter two deals should produce little controversy, but
the idea of a foreign company buying the local utility
could produce opposition to the former two buyouts.

Takeover speculation has apparently boosted the
prices of some smaller utilities lately. Aquila has not
confirmed rumors that it is shopping itself. In the West,
the stocks of EI Paso Electric, long considered a takeover
candidate, and Avista, which was involved in a failed
deal with Sierra Pacific Resources in the mid-1990s,
have risen more than most utility shares in recent
weeks.

Investment Advice
We do not advise investors to purchase any of the
aforementioned stocks just because of takeover possibili-
ties. We are also concerned about the lofty valuations of
many of these equities. As uncertainty about the broad
market has risen of late, investors have become more
interested in utilities due to their above-average divi-
dend yields and defensive characteristics. The high
valuation of electric utility issues, in general, is evident
by the fact that many of them are trading well within
their 2009-2011 Target Price Ranges.
Paul E. Debbas, CFA

Composite Statistics: ELECTRIC UTILITY INDUSTRY COMPOSITE OPERATING STATISTICS: ELECTRIC UTILITY INDUSTRY
2002 | 2003 | 2004 | 2005] 2006 | 2007 09-11 2003 2004 2005
2835 | 3117| 3218 3534| 375| 395 | Revenues (Shill 450 .
74| 22| 217] 256| 200| 320 NetProfit ($bil 90| | % Change Retail Sales (kwh) 3 +3 54
302% | 30.7% | 304% | 29.6% | 33.5% | 33.5% | Income Tax Rate 34.5% Average Indust. Use (mwh) 1662 1384 1497
54% | 48%| 37% | 35%| 4.0%| 4.0% AFUDC % to Net Profit 3.0%
58.9% | 59.1% | 56.7% | 55.1% | 53.0% | 52.0% | Long-Term Debt Ratio 49.5% Avg. Indust. Revs. per kwh (¢) 5.07 5.25 5.78
38.1% | 39.3% | 42.2% | 43.8% | 46.0% | 47.0% | Common Equity Ratio 49.5%
4465 | 4740 47531 4774| 510|530 | Total Capital ($bill 500 Capacity at Peak (mw) NA NA NA
4318 4789 4871 4985| 535| 560 | Net Plant (3bill) 620
59% | 62% | 65%  72%| 7.0%| 7.0% | Return on Total Capl 7aw| | PeakLoad, Summer (mw) NA NA NA
9.5% | 10.4% | 10.5% | 12.0% | 11.0% | 11.0% | Return on Shr. Equity 11.5% Annual Load Factor (%) NA NA NA
97% | 105% | 106% | 12.1% | 11.0% | 11.5% | Return on Com Equity 11.5%
25% | 44% | 45% i 53%| 50%| 5.0%/ Retainedto Com Eq 5.0% % Change Customers (yr.-end) +1.9 +1.6 +1.2
75% | 60% | 59% i 57%| 63%| 59% | All Divids to Net Prof 59% Fixed Charge Coverage (%) 207 20 260
67| 138] 13 160, | T AvgAnnlPE Ratio 135 arge ge (%o
91 79 81 .85 Vaiu Line | Relative P/E Ratio .90
69% | 43% | 38% | 35% u%vafes Avg Anrl Div'd Yield 4.4% Sources: Annual Reports; Estimates, Value Line; Edison Electric Institute
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All of the major utilities in the central United
States are reviewed in this Issue. Those serving
the western region may be found in Issue 11. The
eastern companies are covered in Issue 1.

To cope with the increased demand for power in
the U.S., estimated at 2% annually, utilities have
stepped up construction of fossil-fueled plants. At
the same time, because of the high price of oil and
natural gas, they continue to look for other
sources of energy. This report reviews prospects
for synthetic fuel and wind power,

Synthetic Fuel

To reduce dependence on imported oil, the federal
government passed legislation promoting alternative
energy sources. The statute, which will expire at the end
of 2007, authorized tax credits for the production and
sale of coal-based synthetic fuels provided that the fuel
differed significantly in chemical composition from the
coal used to produce the fuel and that the operation was
placed in service before July 1, 1998. The credits, which
were based on the barrel of oil equivalent of the syn-
thetic fuel sold, were phased out in a year that the
annual average market price for crude oil exceeded
certain prices. From mid-1998 through June 30, 2006,
Progress Energy was the largest utility producer and
seller of synthetic fuel. During this period, it generated
tax credits of $1.8 billion. But, it ceased synthetic fuel
operations last May because of the gradual phase-out of
credits when the price of oil rose above $60.50 a barrel.
It stated that resumption of operations would depend on
a reduction in oil prices and the enactment of future
federal tax legislation. If credits were no longer avail-
able, resumption of operations would be impracticable,
because the production and sale of synthetic fuel without
credits would be uneconomical. Since credits in any
calendar year are limited by the amount of federal
income tax liability, the company had been unable to use
all credits granted in prior years. But, it will benefit from
a clause in the statute that allows credits not utilized in
any given year to be carried forward indefinitely.

Investments in synthetic fuel operations have at-
tracted a number of other utilities. Included in the group
is Vectren, which has a minority interest in a company
that recently halted synthetic fuel operations. Though
its contract with the majority owner requires paying its
proportionate share of expenses, credits already earned
have generated an alternative minimum tax credit car-
ryforward of $47 million, which the company will begin

INDUSTRY TIMELINESS: 60 (of 97)

using this year. WPS Resources, for another, anticipating
credit phase-outs, hedged its position to provide alterna-
tives that do not involve production curtailment. Alliant
Energy, which is divesting almost all noncore assets,
sold its stake in synthetic fuels at the end of 2005. The
sale resulted in alternative minimum tax credits of $46
million.

Though the high price of oil is currently limiting
synthetic fuel tax benefits, utilities that participated in
the program have, by and large, done well.

Wind-Driven Power

This source of clean energy received a big boost from
the federal Energy Policy Act of 2005, which granted
builders of wind power tax credits of 1.8 cents per
kilowatt hour of electricity generated and extended the
credit for the first 20 years of a project. Rising fossil- fuel
prices, regulation in many states requiring increased
percentages of energy output from renewables, and
environmental considerations provided additional incen-
tives. Moreover, since the Act expires at the end of 2007,
an increasing number of utilities have begun construc-
tion of wind-powered plants in order to put them in
service before the deadline. Once the units are operat-
ing, the credits are grandfathered. Among companies
taking advantage of the law, the largest is FPL Group. It
owns 4,016 megawatts (mw) of wind generation and
plans another 750 mw by the end of next year. Numerous
others have followed suit. Of concern, however, is that
wind does not provide guaranteed steady output and
should be backed up with fossil-fueled sources for reli-
ability. At this time, wind and other renewables account
for less than 10% of total electric generating capacity. A
more permanent tax credit might be necessary before
potential developers place their money here.

Investment Advice
The electric utility industry continues to carry a
Below-Average Timeliness rank. But, the average yield
of 3.6%, about twice that of all dividend-paying stocks
under Value Line review, might interest income-oriented
investors. Those of a conservative bent might consider a
position in companies with at least an average yield,
reasonable growth prospects, and a Safety rank of 2 or
higher.
Arthur H. Medalie

Composite Statistics: Electric Utility Industry

2002 | 2003 | 2004 | 2005] 2006 | 2007 09-11
2055 | 316.4| 3265, 3541 375| 395 Revenues ($bill) 450
178| 206| 216 257 29.0| 320 NetProfit (Shill) 39.0
30.1% | 305% | 30.0% | 29.7% | 33.5% | 33.5% | Income Tax Rate 34.5%
51% | 43% | 35% 33%| 4.0%| 4.0%]| AFUDC % to Net Profit 3.0%
58.7% | 59.0% | 56.6% | 55.0% | 53.0%| 52.0% | Long-Term Debt Ratio 49.5%
38.2% | 394% | 42.3% | 43.9% | 46.0% | 47.0% | Common Equity Ratio 49.5%
4543 | 4819 4838 4739 510| 530] Total Capital ($bill) 600
4405 | 4885| 49701 4966 535| 560 | Net Plant ($bill) 620
59% | 62%| 63%: 73%! 7.0%| 7.0% | Return on Total Cap'l 7.5%
9.5% | 10.4% | 10.3% | 12.2% | 11.0% | 11.0% | Return on Shr. Equity 11.5%
9.8% | 105% | 104% | 12.4% | 11.0% | 71.5% | Return on Com Equity 11.5%
25% | 43% | 41% 55% 50%| 50% | Retained to Com Eq 5.0%
75% | 60% | 61%: 56%; 63%| 59% | All Div'ds to Net Prof 59%
7] 138 163 158 1 |AvgAnnlPE Ratio 135
91 79 87 85 Valde Line | Relative P/E Ratio .90
45% | 43% | 37% | 35% “’%’"‘s Avg Ann't Div'd Yield 4.4%
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All of the major utilities in the eastern region of
the U.S. are reviewed in this Issue. Those serving
the central region will be found in Issue 5. All of
the western companies are covered in Issue 11.

In the period since our June report, market
indexes were quite volatile due to economic un-
certainty. The eastern electric utilities benefited,
as investors sought a greater measure of downside
protection. Indeed, the group rose a good number
of places in the Value Line industry ranking sys-
tem. Slower economic growth over the next sev-
eral quarters might raise the appeal of the elec-
trics. Too, these interest rate-sensitive stocks
would gain if the Federal Reserve Board does not
soon return to a tight monetary policy.

Investors should note that regulatory risk is a
limiting factor in utility valuations. Clearer fed-
eral rules now provide for favorable returns on
transmission investment, and we expect reason-
able rulings on current distribution tariff re-
quests. Still, rising wholesale supply rates might
well force some state authorities to contain deliv-
ery companies’ allowed rates of return. On bal-
ance, we recommend that investors re-evaluate
their portfolios to ensure an adequate weighting
of utilities to limit market risk in the year ahead.

Supply Concerns

Sultry temperatures across the country this summer
brought to light the vulnerability of the national power
grid. The march toward industry deregulation that be-
gan in the early 1990s, which has slowed lately, created
much uncertainty regarding the recovery of investments
in capacity, transmission and distribution. Thus, utili-
ties were reluctant to expand their capital budgets. Hot
weather this July and August caused demand surges,
and system operators, in the face of razor-thin reserve
margins, successfully scrambled to avoid another mas-
sive blackout like the one that occurred in the Northeast
in 2003. Ample hydroelectric capacity in the Northwest
and Northeast helped to provide a supply cushion.

Torrid weather aside, America’s demand for electricity
continues to advance at a solid pace, especially in these
still-healthy economic times. Over the next 3 to 5 years,
power supply will be hard-pressed to keep up with rising
demand. Regulators and utilities are aware of the situ-
ation and capital spending is on the upswing.
New Power Plants

At this juncture, given high oil and gas prices, coal is

INDUSTRY TIMELINESS: 42 (of 97)

a particularly attractive source of generation. Most
visibly, TXU Corp. plans to spend $10 billion on new
coal-fired capacity, before stricter emissions standards
are enacted. Also, among the eastern electrics, Duke
Energy is constructing coal plants in North Carolina
that will utilize the latest pollution-control technology.
Although Allegheny Energy is not building significant
capacity, it is raising outlays for scrubbers and other
emissions equipment. This will allow the company to use
more economical, high-sulfur coal supplies.

Though gas-fired generation is not as popular, South-
ern Co. is adding to this source to round out its base.
Dominion Resources and Northeast Utilities are invest-
ing in liquefied natural gas projects to diversify their
fuel supplies, as well.

Duke, Exelon, Entergy and Southern, among others,
are laying plans to construct a nuclear facility. Nuclear
power is the most economical source, thanks largely to
federal incentives. A new plant, however, is not likely to
come on line until the middle of next decade.

Capital requirements are substantial. In recent years,
managements have, over all, done a good job in strength-
ening finances. Balance sheets are generally in decent
enough shape to shoulder coming outlays. Revenue- and
asset-backed bonds will provide economical funding.
Also, utilities are consolidating to improve their market
clout in fuel and purchase power sourcing. Notably,
greater scale in coal and nuclear power production can
translate into rich net profits. Two big pending mergers
include Exelon/Public Service Enterprise Group and
Constellation Energy/FPL Group.

Upgrading Transmission & Distribution

Federal authorities have detailed provisions that al-
low for easier siting of transmission lines and favorable
returns on assets. A number of large projects are in the
works. American Electric Power, Allegheny Energy and
Pepco Holdings are examples of utilities that have major
lines under development. The new lines will help to
relieve grid congestion and contain wholesale prices.

Utilities have also stepped up attention to their aging
retail distribution systems. Duquesne Light Holdings is
one company that has identified necessary improve-
ments and is petitioning state regulators for recovery of
related spending. Most state commissions, wanting to
avoid service disruptions, view such spending favorably
and grant sufficient rate relief.

David M. Reimer

Composite Statistics: Electric Utlity Industry
2002 | 2003 | 2004 ] 2005 | 2006 | 2007 09-11
2835 311.7| 3218 3534| 375| 395 Revenues (Shill 450
74| 202| 217 256| 20.0| 320 NetProfit ($hill 390
30.2% | 307% | 304% | 29.6% | 33.5% | 33.5% Income Tax Rate 34.5%
54% | 48% | 37%  35% | 40%| 4.0%| AFUDC % to Net Profit 3.0%
589% | 50.1% | 56.1% | 55.1% | 53.0% | 52.0% | Long-Term Debt Ratio 49.5%
38.1% | 30.3% | 42.2% | 43.8% | 46.0% | 47.0% | Common Equity Ratio 49.5%
4465 | 4740 | 4753 471.4| 510| 530 Total Capital (Shill 600
4318 | 4789 | 487.1| 4985| 535| 560 | Net Plant ($bill 620
59% | 62%| 65%| 7.2%| 7.0%| 7.0%) Retun onTotal Cap' 7.5%
9.5% | 104% | 105% | 120% | 11.0% | 11.0% | Return on Shr. Equity 11.5%
9.7% | 105% | 10.6% | 12.1% | 11.0% | 11.5% | Return on Com Equity 11.5%
25% | 44% | 45% | 53% | 50%| 5.0%] Retained toCom Eq 5.0%
75% | 60% | 59% | 57% 63%| 59% | All Divds to Net Prof 59%
7] 18] 53] 10| | |AvgAnnl PEE Ratio 135
91 .79 81 85 Valde Line | Relative P/E Ratio .90
44% | 43% | 38% ! 35% "“’%“‘” Avg Ann'l Div'd Yield 44%

COMPOSITE OPERATING STATISTICS: ELECTRIC UTILITY INDUSTRY
2003 2004 2005
% Change Retail Sales (kwh) +1.3 +3 +5.4
Average Indust. Use (mwh) 1662 1384 1497
Avg. Indust. Revs. per kwh (¢) 5.07 5.25 578
Regulated Cap. at Peak (mw) NA NA NA
Peak Load, Summer (mw) NA NA NA
Annual Load Factor (%) NA NA NA
% Change Customers (yr.-end) +1.9 +1.6 +1.2
Fixed Charge Coverage (%) 207 230 260
Sources: Annual Reports; Estimates, Value Line; Edison Electric Institute
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ELECTRIC OPERATING STATISTICS
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Institutional Decisions || THIS  VLARITH.
402005 102006 202006 I . STOCK  INDEX |
wBy 126 119 135 | caent 2 i — 1y, 264 74 [
to Sell 94 100 96 | traded 4 1 4 1 1 . 3yr. 96.1 494 |
Hid's(000) 63074 65743 67723 Syr. 543 704
Alliant Energy, formerly called Interstate En- | 1996 | 1997 | 1998 [1999 [2000 |2001 {2002 |2003 [2004 | 2005 | 2006 | 2007 | ©VALUE LINE PUB, INC. |09-11
ergy Corporation, was formed on April 21, | 3031 | 2986 | 27.45 | 2783 | 3044 | 3097 | 2626 | 28.19 | 2556 | 28.02| 30.5| 3220 |Revenues persh 35.85
1998 through the merger of WPL Holdings, | 511 560| 485 | 571| 657| 58| 452| 419 | 469| 546| 540| 575 “CashFlow” persh 6.50
IES Industries, and Interstate Power. WPL| 227 190| 126| 219| 247 | 242| 148 157 ) 185} 221| 230\ 235 Eamings persh A 245
stockholders received one share of Inter-| 197| 200| 200| 200| 200| 200| 200| 100 | 102| 105| 15| 1.25|DivdDecldpersh But| 1.43
state Energy stock for each WPL share, [ES [ 487 410| 479| 606| 1350 | 943 | 742 | 769 | 555| 451| 415 530 |CapTSpendingpersh | 430
stockholders received 1.14 Interstate Ener-| 1974 | 1973 | 2069 | 27.20 | 2579 | 21.39 | 19.89 | 21.37 | 2213 | 20.85| 2270 | 24.55 |Book Value per sh © 27.55
gy shares for each IES share, and Interstate [ 30.77 | 3079 | 7763 | 78.98 | 79.01 | 89,68 | 9230 | 11096 | 11574 | 117.04 | 115.00 | 113.00 [Common Shs Outst'g ® | 116.00
Power stockholders received 1.11 Interstate |~ 133 | 150 | 254 | 130 | 118 | 126 | 199 | 127 | 140| 126 Bold fighresare |Avg Ann'IPIE Ratio 150
Energy shares for each Interstate Power| 83| 86| 131 74| 77| 65) 100} 72| .74\ &7 ValuelLine | Relative PIE Ratio 1.00
share. Data prior to 1998 are for WPL Hold- | 65% | 7.0% | 63% | 7.0% | 69% | 66% | 85% | 50% | 39% ) 38% cstimates | avg AnmiDiv'd Yield | 4.2%
ings only and are not comparable with Al "g35 5 T o193 | 2130.9 | 21980 | 24050 | 2777.3 | 26088 | 31282 | 29587 | 32796 | 70| 3640 [Revenues ($mill 4160
liant Energy data. 69.8 | 646| 1034 | 1782 | 2034 | 1949 | 1131 | 1766 | 2295 337.8| 290| 290 |NetProfit ($mill 300
CAPITAL STRUCTURE as of 6/30/06 ~[738.2% | 308% | 360% | 40.3% | 54.0% | 235% | 24.2% | 289% | 26.7% | 190% | 27.0% | 27.0% [Income Tax Rate 27.0%
Total Debt $1812.6 mil. Due in 5 Yrs $852.2mil. | 1.3% | 43% | 66% | 4.1% | 43% | 57% | 68% |[10.7% | 81% | 30% | 40% | 4.0% |AFUDC%toNetProfit | 40%
h-.rTl?riztrggt?:rfer;“g SX;-T interest $107.8mil. 3550, [ 40.7% | 47.3% | 30.6% | 47.0% | 54.7% | 564% | 44.8% | 45.0% | 41.6% | 35.5% | 38.0% |Long-Term DebtRatio | 43.0%
Pansion Aseots 12105 $664.6 mill. Oblig. $915.7 | 59.0% | 540% | 49.2% | 574% | 502% | 427% | 392% | 50.0% | 502% | 63.1% | 89.0% | §7.5% |Common Equity Ratio | 52.5%
mill, 10290 | 1125.1 | 3262.9 | 3756.0 | 4061.4 | 44902 | 4679.1 | 4738.4 | 5104.7 | 4509.1 | 4415 | 4870 |Total Capital ($mill) 5930
Pfd Stock $243.8 mill. Pfd Div'd $18.7 mill. 1294.9 | 1244.8 | 31017 | 3486.0 | 3719.3 | 3862.8 | 3720.2 | 44326 | 52846 | 4866.2 | 4990 | 5210 Net Plant ($mill) 5390
449,765 shs. $100 par; 8,199,460 shs. $25 par; [ 8.0% | 7.4% | 49% | 6.1% | 6.6% | 6.2% | 4.1% | 57% | 6.1% | 89% | 80% | 7.5% |Retum onTotal Cap' 6.5%
1,127,787 shs. $50 par. 105% | 97% | 60% | 79% | 94% | 96% | 55% | 68% | 82% | 126% | 10.0% | 9.5% |Retum onShr.Equity | 9.0%
Common Stock 117,756,136 shs. as of 731/06 | _109% | 101% | 60% | 80% | 96% | 08% | 58% | 67% | 82% | 13.4% | 10.6% | 9.5% |Retum on Com Equity E| 9.0%
MARKET CAP: $4.2 billion (Mid Cap) 1.0% | NMF | NMF 7% ] 19% | 16% | NMF | 25% | 38% | 81% | 5.0% | 4.5% |RetainedtoCom Eq 4.0%
92% | 100% | NMF| 92% | 81% | 85% | NMF | 67% | 58% | 42% | 53% | 56% |All Div'ds to NetProf 61%

BUSINESS: Alliant Energy, formerly named Interstate Energy, is a
holding company formed through the merger of WPL Holdings, IES
Industries, and Interstate Power. Supplies elect. (68% of revs.), gas
(19%), and other services (13%) in Wisconsin, lowa, Minnesota, &
llinois. Elect. revs. by state: WI, 47%; 1A, 48%; MN, 3%; IL, 2%.
Elect. rev.: resid., 35%; comm'l, 21%; ind’l, 29%; wholesale, 12%;

other, 3%. Fuel sources, '05: coal & gas, 57%; nuclear, 10%;
purch., 33%. Fuel costs: 44% of revs. '05 deprec. rate: 3.5%. Estd
plant age: 10 yrs. Has 5,239 empls., Chrmn.: Erroll B. Davis, Jr.
Pres. & CEO: William D. Harvey. Inc.: WI. Address: 4902 N. Bilt-
more Lane, P.O. Box 77007, Madison, WI 53707-1007. Tel.: 608-
458-3391. Internet: www.alliant-energy.com.

00! 2005

% Change Retail Sales (KWH) 2.6 +.3  +4.6
Avg. Indust. Use (MWH 4254 4320 4215
Avg. Indust. Revs. per KWH (¢) 464 484 526
acty at Peak (Mw 5156 5737 5446
PeakLoad,Summer&w) 5887 5644 5932
Annual Load Factor 523 48.6 556
% Change Customers (yr-end) 1.0 #1100 +13
Fixed Charge Cov. () 188 235 252

ANNUAL RATES Past

Past Est'd ’03-'05

Alliant Energy expects to divest al-
most all of its noncore assets by year-
end. In the first half of 2006, it sold its

certainty about the purchase. As a result,
LNT sought and received replacement pro-
posals from outside parties for up to 450

gg‘g‘gﬁé@ewh) 1°Y's5'.,/ 5}"3,/ '°:?95"J/1 unproductive $347 million investment in mw of peaking power for the summer
“Cash Flow” % 35%  55% | Brazil for $152 million. It also completed months of 2007 through 2009. For the
Earnings 45% -1.0% 45% | the sale of its gas gathering pipeline sys- longer term, it will add 100 mw of wind
g:;’o‘ff\;‘glfje ?go//: %goﬁ g-g,ﬁ; tem, a water utility in Illinois, and one of farm ownership and two clean-coal-fired
- i - four owned generating facilities in China. plants, each with a capacity of 250 mw. In
Cal- | QUARTERLYREVENUES (§mill) | Full | The company is now proceeding with the addition, in an effort to reduce customer
endar |Mar31 Jun.30 Sep30 Dec.3t| Year | gale of jts three remaining plants in China demand, the company has an energy ef-
2003 | 8958 6463 7596 826531282 and its $90 million stake in a resort on the ficiency program in place to lower power
2004 | 891.0 6621 7307 6749 | 2958.7) Gulf of Mexico, which had been hampered usage by 13 mw annually.
gggg gggg ggg; gg?;g gggg ";3;36 by development problems. Finally, man- Earnings should rise for the fourth
%07 | %60 740 950 990 | 3640 agement is considering options for its hold- consecutive year in 2006. Benefits in-
ings in New Zealand. A sale of the $100 clude lower interest expense, a reduced
cal- EARNINGS PER SHARE A Full | million investment there is likely, though payroll, and the buyback of two million
endar | Mar31 Jun.30 Sep30 Dec3| Year| ,;, dea] has yet been consummated. Pro- common shares. All told, we estimate 2006
2003 06 26 78 47| 157| ceeds from these sales will be applied to earnings will increase by 4%, to $2.30 a
2004 33 30 76 46| 18 jong term debt reductions and other corpo- share. An order due by yearend on a filing
gggg gg g; 1(8)2 % %% rate needs. After the sales have been final- for $96 million in higher rates points to
2007 50 43 90 52| 235 ized, Alliant will return to its basic utility modest improvement next year.
- - - = roots. That should result in more- The yield is a cut below the industry
Cal- | QUARTERLYDIVIDENDSPAD®=f | Full | predictable, but slower earnings gains. norm. But, a low payout ratio and slow
endar |Mar31 Jun.30 Sep30 Dec.dt| Year | The company has plans for meeting but steady earnings gains to 2009-2011
2002 | 50 50 50 50 | 200| long-term power needs. It currently suggest above-average dividend growth
003 25 25 25 25 | 100| buys 450 megawatts (mw) yearly from Cal- over the same period. Income-oriented in-
2004 | 25 25 25 2631 101 pine’s RockGen facility, but Calpine’s vestors might take a look here.
_%8_32 ggg ggg ggg 263 | 105 pending bankruptcy filing has created un- Arthur H. Medalie September 29, 2006
(A) Diluted EPS. Excl. nonrecur. gains (losses): | cally paid in mid-Feb., mid-May, mid-Aug., and | (E) Rate base: Orig. cost. Rate allowed on | Company’s Financial Strength B+
'96, net 7¢; '99, 32¢; '00, $2.56; '01, (28¢); '03, | mid-Nov. = Div'd reinvest. plan avail. T s<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>